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Abstract Gamma-ray and neutron spectra from the
18O +76Se reaction at 15.3 MeV/u were measured with the
EDEN array of liquid scintillators at the LNS. The results
were compared to GEANT Hadrontherapy physics list sim-
ulations in order to assess the reliability of this model for the
development of the NUMEN project. A good agreement with
the shape of the experimental gamma-ray spectra and a rea-
sonable agreement with the total count rates were obtained.
The gamma spectra originated from the nuclear reactions
were selected by time coincidence with the Superconduct-
ing Cyclotron radio-frequency reference signal. The random
coincidence background rate was appropriately described
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only when the Faraday Cup, the material and geometry of
the experimental hall and its contents were included in the
simulation with sufficient detail. The information on the radi-
ation spectra is important for the adequate development of
the project of the detector arrays and electronic equipment
for the advanced phase of NUMEN. Since orders of magni-
tude larger beam intensities are planned for this phase, the
random coincidence rate is also of significant importance,
particularly for the performance of the G-NUMEN gamma
calorimeter array.
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1 Introduction

The NUMEN project [1] is an international collabora-
tion involving more than 30 institutions led by the Istituto
Nazionale di Fisica Nucleare - Laboratori Nazionali del Sud
(INFN-LNS), Catania, Italy. In this project, double charge
exchange (DCE) reaction cross sections of interest to neu-
trino physics, particularly neutrino-less double-beta decay
[2], are to be experimentally evaluated. Many heavy-ion sys-
tems have been explored in the initial phases of the NUMEN
scientific program, including the system of the present study.
In the advanced phase of NUMEN, very large intensity beams
from the CS superconducting cyclotron accelerator (LNS)
will be available for experiments [3], reaching the order of
1012 beam particles/s or more, and requiring modifications of
the experimental apparatus [4–10]. Reliable estimates of the
radiation field expected during such experiments are impor-
tant for evaluation of the performance and possible radia-
tion damage of detectors, electronics and other equipment.
In association with the MAGNEX spectrometer [11], which
will identify the species of the DCE projectile-like fragment
(PLF), a gamma-array spectrometer [10] will assist the iden-
tification of the specific nuclear state which has been popu-
lated, by coincidence/anti-coincidence with the gamma tran-
sitions of the PLF and/or the target-like fragment (TLF), in
the cases which MAGNEX energy resolution is insufficient
for this task. With the high beam intensity, a large random
coincidence rate is expected which could contaminate the
DCE data. This contamination would come from uncorre-
lated nuclear reactions of all types of exit channels which
can originate from the same beam/target combination of the
entrance channel. Extensive Monte-Carlo simulations were
performed for various reactions of interest to NUMEN in
an attempt to provide a set of expected scenarios in which
the detection system and accessories will operate, helping to
choose the best design of the project. In the present work, one
of these reactions (18O +76 Se at 275 MeV) was experimen-
tally investigated in a first evaluation of the performance of
those simulations in the project context. The EDEN array of
liquid scintillators [12–14] was used for the detection of neu-
trons and gamma rays. The data were taken during the period
of a present phase DCE measurement (November/December
2018).

Section 2 presents the description of the experimental
setup and calibration procedures, Sect. 3 the simulations,
Sect. 4 the results and discussion, while conclusions and per-
spectives are presented in Sect. 5.

2 The experimental setup and calibrations

The beam, 18O at 275 MeV, was provided by the CS super-
conducting cyclotron of the LNS, pulsed at a 20 MHz fre-

quency. About 1.5 nA (electric) of 8+ state beam ions
impinged on the target, which consisted of enriched 76Se
(274µg/cm2 thickness) on a natural C backing (78µg/cm2

thickness). The target was placed at the center of the MAG-
NEX scattering chamber, towards which the EDEN array
of detectors are oriented. The EDEN array [12–14] consists
of 36 NE-213 liquid scintillator detectors capable of n/γ

discrimination. However, in the experiment only 21 detec-
tors, those which presented the best performance in terms
of energy and time resolution, noise, etc., were used in the
analysis. Fast and Slow components of the pulse were sepa-
rately digitized as described in [13]. The master gate for data
acquisition was provided by a logical “or” of the time pulses
of all detectors. The master gate in logical “and” with the RF
pulse of the CS served as the common start of the time-to-
digital converter (TDC) with individual delayed stop signals
from each detector. A data acquisition live time of 25.4% was
determined for this measurement. During the experiment, the
MAGNEX spectrometer was on and tuned to select the DCE
PLF (18Ne), since a standard NUMEN project measurement
was under way. The 18O beam was transported and stopped
in a Faraday cup (FC) at the MAGNEX focal plane [15]. The
EDEN data reported in the present work, however, were taken
totally independently of the MAGNEX focal plane detector
data.

The gamma-ray energy calibration of each EDEN detector
was obtained in separate measurements of a 22Na calibration
source placed in front of each detector. In order to adjust the
parameters of a linear calibration function, the spectra were
compared to a GEANT4 simulation of the corresponding
experimental conditions (see Sect. 3 for details). The simu-
lation was smeared by convolution with a energy dependent
width (according to Ref. [16]) Gaussian function in order to
reproduce the experimental energy resolution, and normal-
ized to show the same number of counts as the measured
data between a selected threshold (around 0.25 MeV) and
1.5 MeV. This calibration procedure is necessary because of
the low probability of photoelectric effect within the scintil-
lator volume. Only the structure around the Compton edges
of the 511 keV and 1275 keV gamma rays can be identified
in the spectra. Figure 1a, b present typical samples of the
simulation results in comparison to experimental data after
calibration and subtraction of the ambient background (BG)
spectra. The BG spectra were measured in a separate run with
no gamma source. The correspondence is quite good except
in the energy region below 0.3 MeV, where the experimental
data show a relative enhancement of the number of counts
probably due to the limited detail in the material surround-
ing the scintillator considered in the simulation. The con-
crete ceiling of the experimental hall, for example, which
could back-scatter gamma rays towards the detectors, was
not included in this simulation.
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Figure 2 shows the sum of the energy-calibrated Fast
versus Slow component spectrum of all EDEN detectors
obtained during the in-beam measurement. A clear separation
can be observed between γ -related and neutron-related sig-
nals. Figure 3 shows the corresponding sum of the TDC time-
calibrated spectra of all 21 EDEN detectors (corresponding to
the dead-time corrected number of 52.5×1010 beam particles
hitting the target). The time range is limited within the 50 ns
interval between beam pulses from the cyclotron. This time
interval is too short for appropriate neutron time-of-flight
(TOF) measurements, which were therefore not attempted.
The edges of the limits are not sharp due to small variations in
cable length and CFD threshold among the different detec-
tors. The gamma-gated individual spectra of each detector
present a first peak which was shifted in the time calibra-
tion to the origin of the axis (t = 0 ns) for simplicity. This
peak is associated with the prompt gamma rays emitted from
nuclear reactions with the target. A secondary peak, located
at t ≈ 25 ns is associated with gamma transitions gener-
ated at the FC (nearly 6 m downstream). The intensity of
this peak varies considerably among the detectors due to dif-
ferent amount of material shielding the radiation between
the FC and the specific detector, being negligible in some of
them (see Fig. 4). The structure beyond 32 ns is due, mostly,
to instrumental effects related to the partial overlap of the
logic time pulses of the detectors and the CS RF pulse in the
coincidence module, and should be disregarded. The neutron
gated spectra (e.g. red dotted line in Fig. 3) present a very
flat distribution.

3 Details of the simulations

The experiment was simulated using two programs based on
the GEANT4 Monte Carlo toolkit [17–19] version 10.04.

The first program has as input the beam parameters (ion
and energy) and the target characteristics (materials and
thicknesses). The environment is vacuum and the target is
positioned in the center of a virtual sphere defined as a detec-
tor. Information on all reaction products that cross the sur-
face of this sphere as well as those remaining on the target is
recorded in an N-tuple object in a ROOT [20] file. The infor-
mation consists of the particle identification through the PDG
code [21], volume (sphere or target), energy, momentum vec-
tor and time. This program is used to simulate reactions that
occur on the target as well as on the FC. The data saved in the
files permit also the calculation of target and FC activation.

The second program simulates the transport of all emerg-
ing particles from the target and from the FC through the
MAGNEX experimental hall and their eventual interaction
with the EDEN detectors. The modeling of the experimental
hall was based on a floor plan of the facility. For simplicity,
besides the floor, the walls and the ceiling, only the volumes

Fig. 1 Typical samples of the energy calibrated spectra in comparison
with the corresponding simulation for a 22Na source placed close to the
face of each detector. The error bars (standard deviation) are smaller
than the symbols. Hatched, in red: Experimental spectra for 2 differ-
ent detectors, (a, b), after energy calibration. Blue square data points:
simulation

Fig. 2 Sum of all energy calibrated Fast vs Slow component 2D his-
tograms showing the γ (green) and n (red) cuts. The scales (in MeV)
are valid for the energy deposited by γ -rays by primary interaction with
electrons. For neutrons, they correspond to electron-equivalent (ee) val-
ues, which are less than the actual energy deposited by the interactions
(mainly with protons) in the detector

with major contributions to scattering and absorption of parti-
cles were included in the simulation. These volumes are sim-
plified versions of the EDEN detectors, the scattering cham-
ber, the magnetic quadrupole and dipole of the MAGNEX,
the focal plane detector and the FC. Each EDEN detector was
simplified by one cylindrical volume (20 cm diameter by 5
cm length) with the scintillating material and a tube-shaped
volume for its outer casing. Figure 5 shows a schematic of the
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Fig. 3 Sum of all calibrated γ -selected (solid green line) and n-
selected (dashed red line) time spectra. A requirement of one and only
one detector hit with the detector deposited energy range corresponding
to 0.25 < E < 2.5 MeVee (electron equivalent) was imposed

Fig. 4 Typical samples of the energy calibrated gamma time spectra
of 2 different EDEN detectors (number 6, clear, and number 29, shaded
spectrum)

GEANT4 modeled assembly. This program has as input the
output file of the first program. It produces another file with
N-tuples containing the PDG code, the time and the energy
deposited in the scintillator for all particles that interact with
the EDEN detectors.The recording and reading of the files
was done using GEANT4’s specific library to handle ROOT
files. Note that in the case of the interaction with neutrons
(mainly with protons) the energy deposited into the detector
active volume is not converted to the detection pulse elec-
tric charge with the same proportionality constant as that of
electrons (e.g. from gamma-ray interactions). No attempt to
convert the deposited energy to the integrated pulse charge
was attempted in the simulations. Therefore, care should be
taken when comparing the electron-equivalent values, which
are the ones experimentally obtained for neutrons, with the
simulations.

The sensitive material of the EDEN detectors is the NE-
213 liquid scintillator. The properties of this scintillator that
allows gamma and neutron discrimination by pulse shape
analysis have been well studied. GEANT4 has already been
successfully used by Hartwig and Gumplinger [22] and by
Scherzinger et al. [23] to simulate the NE-213 scintillators

Fig. 5 The MAGNEX and EDEN setup modeled in GEANT4. The
location of detectors number 6 (θ = 105◦, φ = 126◦) and number 29
(θ = 122◦, φ = 60◦) mentioned in the caption of Fig. 4 are indicated

response to gammas and neutrons. As mentioned above, we
have also successfully simulated the detector response to a
22Na calibration source (Fig. 1).

The typical reactions explored in the NUMEN experi-
ments employ beams of 18O and 20Ne with energies ranging
from 15 to 60 MeV/u. The present measurement was incor-
porated into one of these experiments, which in the present
phase are concentrated near 15 MeV/u. Among the options
of physical models to simulate these reactions, we chose the
set of processes used in the hadrontherapy example provided
by the GEANT4 distribution, namely the physics list called
“Hadrontherapy1”. This option includes the well established
processes for electromagnetic interactions that are responsi-
ble for the transport of photons and charged particles through
the materials and the ParticleHP package which includes
high-precision models for neutrons and light charged par-
ticles. It contains also the physical processes which describe
the decay of excited nuclei and the transport and interac-
tions of neutrons. The “G4BinaryLightIonReaction” physics
model was used for the nucleus-nucleus collisions, which is
an extension of the Binary Intranuclear Cascade model (BIC)
for reactions with light ions [24]. Comparisons of this and
other GEANT4 physics models (QMD-Quantum Molecu-
lar Dynamics, and INCL-Liège Intranuclear Cascade) with
experimental results were reported for 12C beam at 95 MeV/u
on different targets [25], 55.6 MeV/u on human tissues [26],
400 MeV/u on water [27], and 62 MeV/u on natC [28]. None
of these models appears to outperform the others in a general
sense, while they were all tested in a higher energy range
than in our case. We consider the BIC model suitable for our
purpose of describing the background produced by reactions
with cross sections that are several orders of magnitude larger
than the DCE reactions.
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4 Results and discussion

4.1 Gamma-ray spectra

Figure 6 shows the sum of the gamma cut energy spectra
determined from the Slow pulse component (similar results
were also obtained using the Fast component) of all detectors,
gated in time around the prompt peak (-2.5 ns < t < 4.5 ns)
and accidental-coincidence subtracted, in comparison to the
corresponding simulation, following 14 × 1010 primaries,
normalized to the same number of projectiles of the experi-
ment (Np = 45.0(14)×1010, determined from the integrated
FC charge, dead-time corrected). The shape of the simula-
tion spectrum fits well the experimental one above E > 0.25
MeV (i.e. above threshold of all detectors). The integral of
the simulation spectrum in the interval between E = 0.25
and 2.5 MeV (within the active range of all detectors) cor-
responds to the experimental one if multiplied by a factor of
0.80. Although this indicates an overestimation of a factor
of 1.26(4) by the simulation, the result is quite remarkable,
considering the complexity and variety of nuclear reactions
that can be involved in such a measurement.

4.2 Gamma-ray fold distribution

Table 1 presents the experimental coincidence gamma-ray
fold K (number of EDEN detectors fired within the − 2.5 to
4.5 ns time gate) distribution in comparison to the simulated
one. The simulation results were multiplied by the number of
projectiles normalization factor (3.2) in order to correspond
to the experimental value of Np = 45 × 1010. An accidental
coincidence BG time gate was set in the range from −11.5
to −4.5 ns for the experimental data. The accidental BG was
subtracted from the data assuming a flat uncorrelated time
distribution from −11.5 to 4.5 ns (i.e. comprising the peak
range) and a binomial combination of the two time gates,
the fold K being defined when all K events occur within the
time peak gate. The uncertainties presented in the table are
from counting statistics origin only. An additional systematic
error of about 4% can be estimated from the normalization
factor and other origins like the choice of specific energy and
time gate widths. For K = 2 the simulation underestimates
the experimental rate by a factor of about 2, thus in opposite
direction to the K = 1 trend. This means that the average
gamma multiplicity of the nuclear reactions is larger than
expected by the simulation, and/or the Compton scattering
between detectors is more frequent in the experiment. This
last hypothesis is less probable since the actual amount of
structure material between detectors is about the same or
somewhat larger than modelled for the simulation, which
should lead to a small reduction of the Compton cross talk
due to absorption. For K = 3 the experimental result is
dominated by the random coincidence statistics (absent in

Fig. 6 Sum of the gamma spectra of all detectors, gated on the (tar-
get associated) time peak and K = 1, accidental BG subtracted (red,
shaded). The corresponding simulation is shown with blue data points.
The same simulation spectrum multiplied by a factor of 0.80 is shown in
green. The error bar in this and in all other figures represent 1 statistical
standard deviation

the simulation) and only an upper limit could be evaluated.
The value is apparently smaller than the simulation value but
consistent with it within two error bars.

4.3 Gamma-ray angular distribution

Figure 7 presents the angular distribution of the ratio RS/E

between the simulated and the experimental integrals for
K = 1 (in the same energy interval: 0.25–1.5 MeV) of the
prompt gamma spectrum of each detector as a function of
its (a) polar angle (θL AB) and (b) azimuthal angle (φL AB ,
with reference on the horizontal plane, pointing to the left,
looking downstream). The values of the ratio lie between 1.0
and 1.5 (the dashed lines in Fig. 7), with exception of the two
data points above 2.0 [in both (a) and (b) plots] of largest
azimuthal angles, for which there may be larger absorption
by interposed material between the target and the detectors in
the experiment than considered in the simulation. Since the
geometry of the equipment material in this region is rather
complex, no attempt was made to improve the simulation.
With exclusion of these two data points [in both (a) and (b)]
one can say that there is a rather constant RS/E ratio as a func-
tion of either angle. The data points distribution then shows
a mean value of 1.22 with a standard deviation of 0.15. The
rather small variations might be due to imperfect modelling of
the target chamber material geometry in the simulation. Fig-
ure 8 presents both the experimental and simulated gamma
detection angular distributions. Again excluding the abnor-
mal data points (in this plot, those below 1500 counts), it
appears that there is no strong dependence of the count rate
with polar angle.

4.4 Gamma-ray and neutron time spectra

As it is apparent in Fig. 3, a considerable amount of (flat)
accidental coincidence BG is present in the experimental
time spectrum. In order to obtain the corresponding simu-
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Table 1 Gamma-ray fold distribution data. Number of cases corresponding to Np = 45 × 1010 (the FC integrated value, dead-time corrected) 18O
projectiles impinging on the target

K Experiment Simulation S/E ratio

1 4.95(7) × 104 6.25(4) × 104 1.26(2)

2 2.04(5) × 103 0.84(5) × 103 0.41(3)

3 < 8 16(7) > 0.5

Fig. 7 The ratio RS/E between the simulated and the experimental
integrals of the prompt gamma spectrum of each EDEN detector as a
function of its laboratory frame a polar angle (θL AB ) and b azimuthal
angle (φL AB )

Fig. 8 The angular distribution of simulated (blue closed circles) and
experimental (red open circles) detection of gamma rays in laboratory
frame polar angle

lated spectrum, the modulo operation has to be applied to
the time value of the simulated data, reproducing the effect
of the cyclotron beam period which limits the range of the
experimental time spectrum to Tb = 50 ns. Figure 9 presents
the simulated time spectrum of the target originated events,
where the time values were obtained from the original ones
(T0) according to Eq. 1:

T = (T0 + tp) mod Tb − tr (1)

The parameters tp = 9 ns and tr = 15 ns were adjusted
to reproduce the peak position and range of the experimen-
tal spectrum, respectively. However, the spectrum of Fig. 9
shows a very small accidental BG (for example, the region
below T ≈ −4 ns). To the right of the prompt peak a broader
structure of delayed events appears with a maximum around
T = 9 ns, decaying back to the height of the accidental event
rate towards the end of the time range at 35 ns. The presence
of this structure is not clear in Fig. 3, possibly due to the
larger background of the experimental data. The experimen-
tal gamma spectrum shows also the secondary time peak at
around T = 25 ns produced by the interaction of the beam
with the FC. This time value is consistent with the sum of
the delay of the 18O beam ions to reach the FC (about 111 ns
along the 6 m ion optical trajectory distance), with the delay
of the gamma rays form the FC back to the Eden detectors
(around 20 ns), minus the delay of the gamma rays from the
target to the Eden detectors (6 ns), minus 2 beam periods (100
ns). Separate simulations were then performed including the
interaction of the beam with the FC (consisting of aluminium
sufficiently thick to stop the beam). The simulations were per-
formed with and without the material of the concrete walls
(floor and ceiling) of the MAGNEX experimental hall. The
results are presented in Fig. 10. In this case a value of tp = 19
ns was used in Eq. 1 in order to reproduce the location of the
experimental peak, due to the different time reference of the
simulations for the FC events (which do not include the beam
time-of flight). It is clear from these results that the presence
of the walls is paramount for the increase of the accidental
BG proportion in the spectra. The gamma BG increases by
a factor of 36, while neutron one increases by a factor of 6.
This can be attributed mostly to scattering of neutrons and
gamma-ray production by secondary neutron reactions from
the walls. It is to be noted that the concrete walls were already
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Fig. 9 Simulated time spectra from target originated events. Green,
shaded: gamma rays. Red: neutrons. The deposited energies were lim-
ited to the 0.25–2.5 MeVee range

Fig. 10 Simulated time spectra from FC originated events. Green:
gamma rays (peaking near 24 ns). Red: neutrons. The shaded spec-
tra were obtained without the presence of the experimental hall walls.
The deposited energies were limited to the 0.25–2.5 MeVee range

included in the target simulation of Fig. 9, with a very small
increase in the background. This means that the main source
of neutrons which contribute to the accidental BG is, by far,
the beam interactions with the FC.

Figure 11 presents the time sum spectra of the target and
FC originated events of the simulation in comparison to the
experimental results, for gammas and neutrons. The simu-
lation has a good correspondence with the experiment for
gamma rays. The target prompt and accidental BG levels are
similar. The secondary FC prompt peak, however, is over-
estimated by the simulation. The magnitude of this peak is
compatible with zero, within error bars, for both the simula-
tion and the experiment for all detectors below φL AB = 100◦.
Above this value, corresponding to the detectors which are
un-shielded or only partially shielded by the MAGNEX iron
(the bottom seven EDEN detectors in Fig. 5), this peak is sig-
nificant in both experiment and simulation, but the simula-
tion overestimates the experiment by one order of magnitude
or more, depending on the detector. This is, in part, due to
discrepancy between the actual material interposed between
the FC and some of the detectors of the EDEN array, but it
is also possible that it comes from deviations of the actual
production of gamma radiation in the FC with respect to the
simulation. Indeed it is not expected that the reaction model

Fig. 11 Simulated time sum spectra from target and FC originated
events in comparison to the experimental ones. Experimental results:
Green solid line for gamma rays and red dashed line for neutrons. Green
and red data points with error bars are the simulations for gammas and
neutrons, respectively. The deposited energies were limited to the 0.25–
2.5 MeVee range

would remain good down to very low beam energies. Further
measurement are necessary for a reliable evaluation of this
issue. The figure also indicates a larger rate of neutrons in
the simulation in comparison to the experiment, but this can
be an artifact in the simulation due to the different neutron
deposited energy threshold of 1 MeV assumed to correspond
to 0.25 MeVee electron-equivalent deposit from the neutron
interaction with protons in the detector, and less importantly,
the correspondence of 5 MeV to the upper level discrimina-
tion of 2.5 MeVee . These values are a rough estimate from
[23] in which a Fast/Slow decomposition of the pulse was
performed in similarity to our case. Unfortunately we do not
have experimental values specifically for our case, since the
50 ns range was insufficient for neutron time of flight (TOF)
measurements. Again more detailed experiments including
TOF are in order for a deeper investigation.

Figure 12 presents the (FC origin) accidental BG simula-
tion (normalized by the number of beam particles) in compar-
ison to the experimental results for gamma rays, as a function
of the azimuthal angle (φL AB) of each EDEN detector. It can
be seen that a slowly rising distribution is observed, in mutual
compatibility. The rise of the simulation points above 110◦
might be due to the smaller than real absorption of the FC
related events in the simulation for this angular region as
already pointed out. The diffuseness of the origin of this sec-
ondary radiation should explain the relatively small variation
with angle, in contrast to the secondary time peak, which is
detected directly from the FC.

5 Conclusions and perspectives

The prompt gamma spectrum of the 18O +76 Se reaction
at 275 MeV was measured with the NE-213 scintillators of
the EDEN array. The shape of the energy spectrum was well
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Fig. 12 Number of gamma-ray accidental BG events (corresponding
to 45 × 1010 beam particles) in the −11.5 to −4.5 ns time range as
a function of the azimuthal angle (laboratory frame). Simulation (FC
origin only): Blue closed circles with error bars. Experiment: Green
solid squares (error bars smaller than symbols). The deposited energies
were limited to the 0.25-2.5 MeV range

reproduced by GEANT4 simulations with the “Hadronther-
apy1” physics list. The integral of the spectrum in the 0.25–
2.5 MeV was reasonably well reproduced, although overes-
timated by 26(4)%, which can be considered a quite good
result in face of the complexity of the task. A similar result,
obtained in a different context (proton therapy monitoring,
with protons at somewhat higher energy per nucleon) was
reported in Ref. [29].

The angular distribution of the gamma rays was also well
described in the θ = 92◦−128◦ angular range of the detector
array. Two-fold (K = 2) gamma coincidences (gamma sig-
nals within the 7 ns width gate around the prompt peak) were
observed with about 4% of the intensity of the K = 1 rate, in
the same energy range, and were underestimated by the sim-
ulation, indicating a possible underestimation of the average
multiplicity of gamma rays produced by the nuclear reac-
tions, and/or, less likely, an underestimation of the Compton
cross talk between detectors.

The order of magnitude of accidental gamma BG (the flat
portion of the time spectrum) was also well reproduced by
the simulation after the inclusion of the events originated by
the reactions of the beam with the Faraday cup a few meters
away downstream from the target, at the MAGNEX focal
plane, and the secondary scattering and nuclear reactions
of the FC generated neutrons (mainly) with the MAGNEX
dipole and quadrupole iron cores and the concrete walls of
the experimental hall.

The neutron spectra were also measured with the EDEN
detectors, and, differently from the gamma rays, presented
a very flat distribution in the 50 ns range between cyclotron
accelerator beam pulses. This flat distribution was appropri-
ately described by the simulations after restraining the neu-
tron event deposited energies to the 1–5 MeV range, which
was roughly estimated to correspond to the 0.25–2.5 MeVee

accepted range of the detector array electronics. The order of
magnitude of the count rate appears to be well reproduced,
but this result is uncertain due to the lack of a precise knowl-
edge of the neutron detection energy calibration of the system
used.

The results obtained in the present work are important for
the NUMEN project, and encourage the use of the GEANT4
hadrontherapy model for the production of reliable predic-
tions supporting the design of the future detection system.
Care should be taken, however, to not overstate and gener-
alize the good results of this specific case to all reactions
and energies to be used in the NUMEN project. Additional
measurements of other reactions and energies should be per-
formed for a more comprehensive validation of the simula-
tions, including neutron time-of-flight measurements, if pos-
sible. The importance of the inclusion of the material of the
experimental hall and heavy equipment has also been evi-
denced by the present results. The accidental coincidence BG
is a very relevant issue particularly for the design and perfor-
mance prediction of the future gamma calorimeter array of
the NUMEN project. It has become apparent that the bunker
shielding of the beam dump which will have to be designed
has to be very effective in reducing the radiation emanating
from it and bringing the secondary reactions with the material
of the experimental hall to an acceptable level.

The validation of nuclear reaction models in Monte-
Carlo simulations is also important for medical physics (e.g.
hadrontherapy) [25–27,29,30] and other applications such as
high intensity beam accelerators for secondary radioactive
beam production, and accelerator driven reactors. Experi-
mental data for this purpose is still rather scarce in the liter-
ature.
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