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[1] We present simulations of the dust cycle during present and glacial climate states,
using a model, which explicitly simulates the control of dust emissions as a function of
seasonal and interannual changes in vegetation cover. The model produces lower absolute
amounts of dust emissions and deposition than previous simulations of the Last
Glacial Maximum (LGM) dust cycle. However, the simulated 2- to 3-fold increase in
emissions and deposition at the LGM compared to today, is in agreement with marine- and
ice-core observations, and consistent with previous simulations. The mean changes are
accompanied by a prolongation of the length of the season of dust emissions in most
source regions. The increase is most pronounced in Asia, where LGM dust emissions are
high throughout the winter, spring and summer rather than occurring primarily in spring as
they do today. Changes in the seasonality of dust emissions, and hence atmospheric
loading, interact with changes in the seasonality of precipitation, and hence of the relative
importance of wet and dry deposition processes at high northern latitudes. As a result,
simulated dust deposition rates in the high northern latitudes show high interannual
variability. Our results suggest that the high dust concentration variability shown by the
Greenland ice core records during the LGM is a consequence of changes in atmospheric
circulation and precipitation locally rather than a result of changes in the variability of
dust emissions. INDEX TERMS: 0305 Atmospheric Composition and Structure: Aerosols and particles

(0345, 4801); 0315 Atmospheric Composition and Structure: Biosphere/atmosphere interactions; 1615 Global

Change: Biogeochemical processes (4805); 3319 Meteorology and Atmospheric Dynamics: General

circulation; 3344 Meteorology and Atmospheric Dynamics: Paleoclimatology; KEYWORDS: dust, mineral

aerosol, glacial climate, GCM simulation, LGM, GRIP/GISP ice cores
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1. Introduction

[2] Marine, terrestrial and ice-core records indicate that
the Last Glacial Maximum (LGM, approximately 21,000
calendar years B.P.) was characterized by a more active dust
cycle, with rates of mineral dust deposition approximately
2–5 times greater than today in the tropics and midlatitudes,
and up to 20 times greater than today in polar regions [see
Kohfeld and Harrison, 2001, and references therein]. Initial
attempts to simulate these changes as a direct consequence of
the glacial climate, and in particular increased wind speeds,

reduced strength of the hydrological cycle and changes in
dust transport pathways brought about by atmospheric cir-
culation changes, could account for only a small part of the
observed strengthening of the dust cycle at the LGM [see,
e.g., Joussaume, 1990; Genthon and Armengaud, 1995].
More recent simulations have reproduced both the overall
magnitude and the large-scale spatial patterns of the LGM
dust cycle by taking into account long-term (centennial to
millennial scale) changes in dust source areas as a conse-
quence of climatically induced changes in soil hydrology
[e.g., Andersen et al., 1998] and vegetation [e.g., Mahowald
et al., 1999]. Indeed, Mahowald et al. [1999] suggested that
these changes in dust source areas were the dominant cause
of the strengthening of the dust cycle at the LGM.
[3] The modern dust cycle is characterized by high short-

term (interannual to interdecadal) variability in both emis-
sions [e.g., Middleton and Goudie, 2001] and deposition
[Pye and Zhou, 1989]. High-resolution ice-core records
from both Greenland and Antarctic [Steffensen, 1988;
Taylor et al., 1993; Hansson, 1994; Ram and Koenig,
1997; Ram et al., 1997; Fuhrer et al., 1999] suggest that
the increased average dust concentration in ice cores at the
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LGM was associated with short-term variability in dust
deposition significantly greater than today. The causes of
this increased variability are unknown. Short-term changes
in vegetation cover (which would impact on dust emissions)
and short-term variations in the polar circulation (which
would change the balance between wet and dry deposition)
have been invoked as possible explanations [Mayewski et
al., 1994; Alley et al., 1995; Mayewski et al., 1997].
[4] In principle, the causes of changes in the variability of

dust deposition in polar regions can be addressed using a
model of the dust cycle. For this purpose, dust sources need
to be determined as a function of the seasonal cycle of
vegetation cover, snow cover and soil hydrology, and the
dust source scheme must explicitly incorporate the depend-
ence of emissions on vegetation phenology. Recent work by
Tegen et al. [2002] has shown that a realistic simulation of
the seasonality of modern dust emissions can be achieved
by taking into account the existence of geomorphically
favorable sites for dust sources (a point also demonstrated
by Ginoux et al. [2001]) and by prescribing the seasonal
cycle of vegetation in semi-arid regions based on satellite
data. Tegen et al.’s simulation is among the first to produce,
for example, both a realistic spring peak in dust emissions
from Asia and a summer maximum of emissions from
northern Africa. Summer atmospheric dust concentrations
in the western North Atlantic region are up to an order of
magnitude lower than observations, while the model results
agree relatively well with observations at remote North
Pacific locations downwind of the Asian continent (see also
discussion by Tegen et al. [2002]).
[5] In this paper, we extend the model developed by

Tegen et al. [2002] to include a prognostic simulation of
vegetation phenology, allowing us to simulate the seasonal
cycle of vegetation coverage and dust emissions in a
changed climate. We use this model to simulate the modern
and LGM dust cycles, including their seasonal and inter-
annual variability. Analyses of these simulations enable us
to address the question of the relative roles of temporal
changes in emission, transport and deposition patterns in
explaining observed changes in the variability of dust
deposition bxoth in polar regions and elsewhere.

2. Dust Cycle Model and Analytical Approach

2.1. Modeling Strategy

[6] The dust cycle model consists of a scheme to predict
dust sources, an emission scheme, a tracer transport model,
and a deposition scheme. The dust cycle model is driven by
climate data (wind fields, temperature, precipitation, net
radiation) derived from an atmospheric general circulation
model (AGCM) simulation of the present and Last Glacial
Maximum (LGM, approximately 21,000 yr B.P.) climate.
Since the dust model is run ‘‘offline’’ from the climate
model, the simulations do not take into account feedbacks
between the simulated atmospheric dust loading and the
climate.
[7] Model performance under modern conditions is eval-

uated using observations from the Dust Indicator and
Records of Terrestrial and Marine Palaeoenvironments
(DIRTMAP) database [Kohfeld and Harrison, 2001]. The
current version of this database contains over 300 dust
records from various terrestrial, marine and ice core archives.

Here we limit our comparison to dust accumulation records
calculated from mass estimates from polar ice cores, modern
marine sediment traps and terrigenous accumulation in
marine sediments. We specifically exclude terrestrial dust
records, which might be strongly influenced by local, small-
scale dust sources and deposition processes not well repro-
duced at the coarse scale of our dust model.
[8] In order to assess how well our prognostic model of

vegetation performs, we compare the simulated seasonal
cycle of vegetation directly with satellite-derived recon-
structions of seasonal changes in vegetation cover [Braswell
et al., 1997]. We also compare our modern dust cycle
simulations with the results from the Tegen et al. [2002]
simulations, which were derived using satellite-derived
prescribed seasonal changes in vegetation cover and climate
data from the European Center for Medium-Range Weather
Forecast (ECMWF) reanalysis. The simulated mean changes
in the dust cycle between the LGM and the present are
evaluated using dust records derived from ice-core and
marine sediment-core data archived in the DIRTMAP data-
base [Kohfeld and Harrison, 2001].
[9] Although it should be possible to derive records of

interannual variability in dust deposition fluxes at the LGM
from annually-laminated lake sediments [e.g., Hu et al.,
1999; Zolitschka et al., 2000], the only records of multi-
annual variability that are currently available are from ice
core records from the polar regions [Steffensen, 1988;
Taylor et al., 1993; Hansson, 1994; Ram and Koenig,
1997; Ram et al., 1997; Fuhrer et al., 1999]. We therefore
compare the interannual variability of our simulations with
these records.

2.2. Dust Cycle Model

[10] The offline dust cycle model includes the prediction
of dust sources, an emission scheme, dust transport in the
atmosphere, and a deposition scheme (Figure 1). In the dust
source scheme, the extent of geomorphic situations that are
favorable to dust deflation (specifically former lake beds) is
explicitly determined using a high-resolution water-routing
model (HYDRA [Coe, 1998]) and the texture of the super-
ficial deposits within these so-called ‘‘preferential dust
source regions’’ is specified to be predominantly silt sized
[Tegen et al., 2002]. Active dust sources, both in ‘‘prefer-
ential dust source regions’’ and elsewhere, are then deter-
mined as a consequence of vegetation type and phenology,
snow cover, and soil hydrology.
[11] The dust source scheme initially simulates the equi-

librium distribution of 28 major vegetation types (biomes)
as a function of climate, atmospheric CO2 concentration and
soil properties (maximum soil-water holding capacity) using
the BIOME4 coupled biogeography and biogeochemistry
model [Kaplan, 2001]. Biomes arise from combinations of
13 plant functional types (PFTs) with distinct physiological,
phenological and bioclimatic characteristics. BIOME4
implicitly simulates competition between these PFTs as a
function of relative net primary productivity (NPP) and uses
an optimization algorithm to calculate the maximum sus-
tainable leaf area (LAI) of each PFT, and the associated
NPP. In the current version of BIOME4, the spatial variation
in maximum soil-water holding capacity is specified from a
data set derived from the Food and Agriculture Organization
(FAO) global soils map [FAO, 1995; Kaplan, 2001] and the

AAC 2 - 2 WERNER ET AL.: VARIABILITY OF THE MODERN AND GLACIAL DUST CYCLE



model is forced with monthly mean values of temperature,
precipitation and net radiation interpolated to the daily time
step used by the model to calculate soil hydrology.
[12] The daily evolution of vegetation cover within each

biome is simulated using a biome-dust interface algorithm.
This algorithm requires the same inputs (temperature, pre-
cipitation and net radiation, atmospheric CO2 concentration,
maximum soil-water holding capacity) as the BIOME4
model. The algorithm assumes that the mean fraction of
absorbed photosynthetically active radiation (FPAR) can be
used as a surrogate for the fraction of each grid cell covered
by vegetation. FPAR is determined from the simulated leaf
area index (LAI) of each PFT present using the relationship:
FPAR = 1 � exp (�0.5/LAI) [Monsi and Saeki, 1953]. The
mean value of FPAR is a proportional average of the simu-
lated FPAR for each PFT present. The presence/absence and
relative importance of each PFT is specified from the
BIOME4 simulations. Evergreen PFTs are assumed to have
a constant LAI throughout the year. In deciduous PFTs, the
evolution of LAI during the growing season is determined
by several factors. The timing of initial leaf-out is deter-
mined by a combination of the accumulated temperature
sum, air temperature, soil moisture conditions and day
length. Both the accumulated temperature sum and the
day length required to trigger growth are PFT-specific.
Plants do not respond to instantaneous drought stress, and
so the soil moisture criterion for growth initiation is esti-
mated based on a running average over 3 days and that for
death due to drought stress on a running average over 5
days. In addition to drought stress, leaf death is triggered by
the reduction in day length below a threshold value. Simu-
lated daily LAI also decreases (and eventually becomes
zero) as the leaves become old. The maximum leaf longev-
ity is PFT specific.
[13] To derive the effective surface fraction Aeff for dust

emission in each grid cell from the vegetation cover
surrogate FPAR, we apply the same approach as Tegen et
al. [2002]. For grass-dominated biomes we assume that dust
deflation can occur whenever the green vegetation is below
a certain limit (FPAR < 0.25). This limit prevents dust
emissions by modest and dense grass cover. The effective
dust source area Aeff increases linearly with decreasing
vegetation to a maximum of Aeff = 1 for FPAR = 0:

for grass� dominated biomes :

Aeff ¼
1� FPAR if FPAR � 0:25

0 otherwise

�
:

[14] For shrub-dominated biomes we must use a different
calculation of Aeff since shrubs can protect the soil surface
even when no leaves are present (FPAR = 0). For shrub-

dominated tundra biomes we assume that the effective
vegetation cover is constant throughout the year and equals
the annual maximum of FPAR. Again, we set a limit of
FPAR(maxann) < 0.25 to prevent dust emissions by modest
or dense shrub coverage. The effective dust source area Aeff

stays constant throughout the year but increases linearly
with a decrease of FPAR(maxann) to a maximum of Aeff = 1
for FPAR(maxann) = 0:

for shrub� dominated biomes :

Aeff ¼
1� FPAR maxannð Þ if FPAR maxannð Þ � 0:25

0 otherwise

�
:

[15] Temperate and tropical shrublands can be character-
ized by a mixture of shrubs and grasses. We have used the
mean annual FPAR value as a criterion to treat such biomes
either as grass-dominated vegetation or as shrub-dominated
vegetation. Depending on the classification, the effective
dust source area Aeff for these biomes was calculated as for
grass-dominated biomes or shrub-dominated biomes (see
also discussion by Tegen et al., 2002]).
[16] In order to simulate the daily changes in vegetation

cover, the biome-dust interface algorithm must also simulate
the temporal evolution of other land-surface parameters that
affect dust emission strength, specifically snow cover and
soil water status. Following the approach of Roelandt
[2001], water occurs either as snow (when the near-surface
air temperature is below 0�C) or rain (when the near surface
temperature is above 0�C). Snow is stored on the soil
surface and only contributes water to the soil once it has
melted. The soil reservoir is represented as a 15-layer
cascading bucket scheme. The depth of each of these 15
buckets increases down profile from 1cm in the uppermost
layer to 10 cm in the lowermost layer, such that the total
depth of the soil is 1m. The available water-holding capacity
of the whole soil column, as given by the BIOME4 model,
is distributed between the 15 buckets proportionally to their
relative size. The uppermost soil bucket is filled by precip-
itation. When this bucket is full, excess water is allowed to
fill the underlying bucket, and when this is in turn full it will
supply water to the underlying bucket until the whole soil
column is saturated. Surface runoff is only allowed to occur
when the whole of the soil column is saturated. Water is
removed from the soil either through evaporation or by
transpiration. Evaporation from the surface of the soil
occurs as a function of temperature and net radiation. When
the uppermost bucket is depleted, water is removed sequen-
tially from the underlying buckets (in a simplified emulation
of the process of capillary rise). Water is also removed from
each bucket through transpiration. Transpiration is calcu-
lated, following Haxeltine et al. [1996], as the lesser of a

Figure 1. Schematic overview of the dust cycle model and its different components.
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supply function (determined by available water in the soil)
and a demand function (determined by surface air temper-
ature and net radiation). The water uptake by plants from
each soil bucket is proportional to the amount of roots
present. The rooting profile with depth for different PFTs is
specified following Jackson et al. [1996]: Arboreal PFTs
have a smaller fraction of their roots in the upper soil layers
while nonarboreal PFTs have a larger proportion of their
roots in the upper layers.
[17] Dust deflation is inhibited when soils are wet. How-

ever, deflation is possible shortly after precipitation events
because the uppermost soil layer may dry very quickly
[Gillette, 1999]. We therefore prohibit dust deflation only if
the relative soil moisture over the total soil depth, as
simulated by the biome-dust interface algorithm, is greater
than 99% (i.e., the soil is completely saturated). We also
prohibit dust deflation from any part of a grid cell that is
covered by snow. In the biome-dust interface algorithm, the
snow area fraction ASnow of each grid cell is estimated from
simulated snow depth Sn using the relationship ASnow = Sn/
(Sn + Sncrit), with a critical snow depth Sncrit set to 50 mm
[Douville et al., 1995].
[18] To classify different soil types, seven soil texture

categories with different populations of coarse sand,
medium/fine sand, silt and clay (based on the FAO/
UNESCO Soil Map of the World [Zobler, 1986]) are
defined. Each of these four populations has a different
mean particle diameter (coarse sand: 710 mm, medium/fine
sand: 160 mm, silt: 15 mm, clay: 2 mm) and a different
prescribed ratio a (m�1) of vertical to horizontal soil
particle flux (coarse sand: 10�9 m�1, medium/fine sand:
10�8 m�1, silt: 10�7 m�1, clay: 10�8 m�1). This definition
of different soil texture categories is identical to the one
used by Tegen et al. [2002]. Due to the lack of equivalent
paleo-environmental data, we apply identical maps of soil
types for the present and glacial climate simulation.
[19] Dust emission occurs from active sources when the

prescribed wind speed exceeds a certain threshold velocity
[Marticorena and Bergametti, 1995], which is dependent on
soil texture. We use the approach of Tegen et al. [2002] to
calculate the dust emission flux F:

F ¼ a � Aeff � 1� ASnowð Þ � G
with

G ¼
ra
g
� u*ð Þ3�

P
i

�
1þ utr* Dpið Þ

u*

� ��
1� u*tr Dpið ÞÞ2

u*ð Þ2
�
�si
�
for u* � u*tr

0 otherwise

8<
:

and air density ra (kgm
�3), gravitational constant g (ms�2),

surface wind velocity u* (ms�1), threshold velocity utr*
(ms�1) (as a function of mean diameter Dpi), and relative
surface si covered by each size fraction i. For completely
saturated soils, F is set to zero.
[20] The surface wind velocities u* required to calculate

dust emission fluxes were derived from 12-hour averages of
the wind speed at 10m simulated by ECHAM4. As a result
of their coarse spatial resolution, most AGCMs (including
ECHAM4) simulate peak wind speeds considerably lower
than observed [Bengtsson et al., 1995]. This is likely to

have a substantial impact on the simulated dust emission
fluxes. In an attempt to minimize the impact of this
deficiency, we derived a procedure to ‘‘correct’’ for this
smoothing effect of the simulated wind strengths. The
ECHAM monthly wind fields from the control simulation
were first relaxed towards the spatially more finely resolved
wind fields from the ECMWF reanalysis data (1984–1993).
The ECHAM 12h wind speeds (u) were then ‘‘corrected’’
such that u* = m � u + b, with

m ¼ smon
ECMWF

smon
ECHAM

b ¼ umon
ECMWF � umon

ECHAM �m

 �

where u* is the corrected 12-hour wind speed from
ECHAM4, u is the uncorrected 12-hour wind speed from
ECHAM4, uECHAM

mon is the monthly mean wind speed
from ECHAM4, sECMWF

mon is the monthly mean wind speed
from ECMWF, sECHAM

mon is the standard deviation of the
ECHAM monthly wind speed values, and sECMWF

mon is the
standard deviation of the ECMWF monthly wind speed
values. The coefficients m and b were calculated for every
grid point and every month independently. These correc-
tion values were subsequently applied to the LGM
ECHAM4 wind fields.
[21] Dust transport in the atmosphere and the deposition

processes are simulated using the tracer transport model
TM3 [Heimann, 1995; The global atmospheric tracer model
TM3 (model description and user manual), manuscript in
preparation, 2002]. The TM3 model is run with 4� 	 5�
horizontal resolution, 19 vertical levels and a 12-hourly time
step. Seven different size classes of dust (size class radius
limits: 0.1 mm, 0.3 mm, 0.9 mm, 2.6 mm, 8 mm, 24 mm, 72 mm,
219 mm) are transported independently. Dust removal from
the atmosphere occurs by dry or wet deposition. Dry
deposition occurs through gravitational settling and turbu-
lent mixing to the surface. The vertical temperature profile,
required to compute the vertical extent of individual atmos-
pheric layers from pressure coordinates and thus to calculate
atmospheric sedimentation rates, is derived directly from the
climate model simulation. Wet deposition occurs during
convective or large-scale precipitation events. The vertical
structure of precipitation is derived directly from the climate
model simulation. For convective precipitation, we assume
a complete washout of dust particles below the uppermost
level of precipitation formation. For large-scale precipita-
tion, the amount of dust removal is proportional to the
amount of precipitation. The scavenging ratio (defined as
dust concentration in precipitation divided by dust concen-
tration in air) is set to 1000. Although this value is 25%
higher than the value used by Tegen et al. [2002], sensitivity
tests suggest that the results of our simulation of the modern
dust cycle are not sensitive to the choice of scavenging ratio
within a range from 750 to 1250.

2.3. Present and LGM Climate Forcing

[22] The atmospheric fields used to force the dust cycle
model are derived from two 9-year-long simulations made
with a recent version of the Hamburg AGCM (ECHAM4
[Roeckner et al., 1996]). The model has a horizontal
resolution of approximately 3.75� by 3.75� and 19 vertical
levels. In the simulation of the modern climate, the mean
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seasonal cycle of sea-surface temperatures (SSTs) and sea
ice coverage averaged over the period 1979–1988 was
prescribed from the Atmospheric Model Intercomparison
Project (AMIP) data set and CO2 was set to 350 ppmv. The
LGM simulation was run following the Palaeoclimate
Modelling Intercomparison Project (PMIP) [Joussaume
and Taylor, 1995]) protocol, with realistic changes in the
orbital configuration [Berger, 1978], prescribed changes in
geography (including land-sea distribution and the extent
and height of the ice sheets) according to Peltier [1994],
seasonal SSTs and sea ice extent prescribed from CLIMAP
[CLIMAP Project Members, 1981] and CO2 set to 200
ppmv [Barnola et al., 1987]. Strictly, the LGM CO2 level
should have been set to 203 ppmv (i.e. 200/345 	 350
ppmv) to conform to the PMIP protocol. However, the
difference is too small to have an effect on a climate
simulation made using fixed SSTs. Although the SST
forcing varies seasonally, there is no change in the boundary
conditions from year to year. Thus, the ECHAM4 forcing
fields used to drive the dust cycle model represent the
inherent variability of the atmosphere but not that of the
ocean or land surface.
[23] The source and emissions schemes in the dust cycle

model are run on a 0.5� by 0.5� grid. Modern and glacial
atmospheric forcing fields were interpolated from the
coarser ECHAM4 grid to this finer scale. The BIOME4
model is calibrated for a modern CO2 level of 324 ppmv

(corresponding to the mean CO2 level during the years
averaged to produce the modern climatology). The LGM
BIOME4 simulation uses anomalies from the ECHAM4
simulations (control minus LGM) superimposed on the
modern climatology (CLIMATE 2.2). In accordance with
the PMIP protocol, the glacial CO2 level was set to 188
ppmv (i.e., 200/345 	 324 ppmv) for the LGM BIOME4
run. A similar procedure was used for the biome-dust
interface algorithm. The dust fluxes simulated on the 0.5�
by 0.5� grid were interpolated to the coarser resolution (4�
	 5�) of the TM3 tracer transport model, as were the
atmospheric forcing fields (3.75� 	 3.75�) required to run
the tracer model. The dust cycle model was run using the
full nine years of the modern simulation and the LGM
simulation.

3. Results

3.1. Modern Dust Cycle

[24] Emissions from the major dust source regions in the
modern simulation (Figure 2) are markedly seasonal in
character. Dust emissions from Asia, including the Gobi
Desert, peak in the Northern Hemisphere (NH) spring
(MAM) while emissions from the southern Sahara/Sahel
region peak in spring and summer (MAMJJA). In the
southern hemisphere (SH), Australian emissions are max-
imal in SH spring (ON) and summer (DJ). Emissions from

Figure 2. Simulated seasonal dust emission fluxes for the present climate using mean modern
ECHAM4 atmospheric forcing fields and a prognostic biome-dust interface algorithm to predict modern
vegetation coverage. The seasons are conventionally defined as December–January–February (DJF),
March–April–May (MAM), June–July–August (JJA), and September–October–November (SON).
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other SH sources are rather small but nevertheless also tend
to show a spring to summer peak. The emission peaks are
reflected in the simulated near-surface atmospheric dust
loading patterns. The timing of the simulated peak in
emissions for each of the major source areas is in good
agreement with regional observations of both emissions
[Orgill and Sehmel, 1976; Iwasaka et al., 1983; Middleton
et al., 1986; Pye, 1987; Parungo et al., 1995], atmospheric
transport patterns as seen by regional monitoring stations
[Prospero, 1996] and satellite data [Herman et al., 1997;
Husar et al., 1997]. According to our simulations, there is a
lag of 
1 month between peak emissions and peak dust
deposition at distant locations in the mid-oceans and in NH
polar regions. The maximum lag appears to be in the
deposition of Asian dust to Greenland, which occurs in
June approximately 4–6 weeks after the peak in emissions.
[25] In our simulations, the seasonal cycle of vegetation

exerts a strong control on the timing of dust emissions.
Comparison of the seasonal cycle of FPAR simulated by the
biome-dust interface algorithm with FPAR values derived
from a 9-year average of the Normalized Difference Vege-
tation Index (NDVI) from the Advanced Very High Reso-
lution Radiation (AVHRR) satellite observations [Braswell
et al., 1997] using the relationship FPAR = 1.222 � (NDVI/
.559–0.1566) [Knorr and Heimann, 1995] show particu-
larly good agreement in the location of regions of low FPAR
(i.e., potential dust sources) in all seasons (Figure 3). The
location and seasonality of dust sources in Africa, the
Arabian Peninsula and Asia are well delineated. In Aus-
tralia, the simulated FPAR values are lower than observed,
particularly in winter and spring. This could lead to an
overestimation of dust source areas and hence emissions in
this region. The model fails to correctly simulate the high
FPAR values (>80%) observed in the temperate and boreal
forest zones of the NH in summer, and in the tropical
rainforest and seasonal forest zones of South America in SH
winter. These failures have no impact on the simulated dust
cycle, since these regions never have sparse enough vege-
tation cover to act as dust sources. The model simulates
much higher FPAR values than observed in the high
latitudes of the NH during winter (Figure 3). However,
the observed low values reflect probably problems in the
interpretation of the AVHRR data in high-latitude regions
with snow cover and nearly continuous cloud cover. Fur-
thermore, the overestimation of vegetation cover would not
significantly affect the simulation of dust emissions from
high northern latitudes, where snow cover and high soil
moisture throughout the winter would prevent dust deflation
from taking place even in the absence of vegetation. A
further measure of the realism of our simulations of the
seasonal cycle of vegetation, and hence of dust emissions, is
that the simulated pattern of mean dust emission fluxes
agrees well with results of the simulation by Tegen et al.
[2002], which was forced by satellite-derive observed
vegetation changes and ECMWF reanalysis climate data.
[26] For the 9 years of current climate simulation, the

mean total dust emission flux and standard deviation (1 s) is
1060 ± 194 Mt/yr, integrated over the first seven bin sizes
with a particle radius between 0.1 mm and 219 mm (Table 1).
This value lies within the range (800–2000 Mt/yr) consid-
ered by Tegen et al. [2002] to be realistic. Our simulations
do not include dust generated by human activities, for

example cultivation, grassing, urbanization, and industrial-
ization. First studies suggested that such activities may
account for 20–50% of observed present dust emissions
[Tegen and Fung, 1995; Sokolik and Toon, 1996]. However,
these estimates were based on inaccurate model simulations
and it is now generally assumed that the human impact
effect on dust mobilization is lower. The Sahara region
(20�W–32�E, 5�N–37�N) is the major source of emissions
(693 ± 114 Mt/yr) in our simulation, and the simulated flux
is in agreement with estimates based on observations from
the region [d’Almeida, 1986]. Simulated emissions from the
Arabian Peninsula (33�E–51�E, 5�N–37�N) are 101±40
Mt/yr, and 96±27 Mt/yr from Asia (52�E–130�E, 25�N–
55�N). The emission flux from Australia (110�E–155�E,
45�S–10�S) is only 52 ± 15 Mt/yr. All these estimates are
within the plausible range but poorly constrained due to a
lack of direct observations [Tegen et al., 2002].
[27] The largest dust deposition fluxes in the modern

simulation (Figure 4a) are found close to source regions
in the Sahara, Arabia, Asia and Australia. Dust emitted from
the Sahara is mainly transported over tropical Atlantic
regions while Asian dust is transported east towards the
Pacific. These dust deposition patterns are in good agree-
ment with the observations [e.g., Herman et al., 1997;
Husar et al., 1997]. There are two transport routes for
Australian dust: the most important carries dust northwest-
ward into the Indian Ocean but there is also transport to the
southeast towards New Zealand. Both of these pathways are
apparent from observational data [McTainsh, 1989].
[28] Comparisons of the simulated mean dust deposition

fluxes and observations from the DIRTMAP database
[Kohfeld and Harrison, 2001] indicate that modern dust
deposition fluxes in Greenland are slightly higher than
observed while simulated deposition fluxes in Antarctica
are substantially underestimated in our simulation (Figure
5). The underestimation of Antarctic dust deposition fluxes
appears to be because ECHAM4 produces too little north-
south mixing in high southern latitudes rather than any
defect in our dust cycle simulation. This ECHAM4 model
defect is also present in the LGM simulation and prevents
dust from reaching Antarctica. Given the unrealistic simu-
lation of both modern and LGM southern hemisphere high-
latitude circulation, we do not consider Antarctica further in
our analyses.
[29] The simulated dust flux to the oceans is in moder-

ately good agreement with observed rates as measured by
modern marine sediment traps (Figure 5a). The agreement is
best for sites downwind from the Saharan dust plume in the
midlatitude Atlantic, for sites located in the Indian Ocean,
and for remote sites downwind from the main transport
pathway for Asian dust in the tropical Pacific Ocean.
Simulated dust fluxes close to the Asian continent are lower
than observed. The simulations appear to underestimate dust
fluxes as indicated by terrigenous accumulation rates from
marine sediments (Figure 5b). However, sedimentation rates
measured in marine sediment cores can represent very long-
term averages (over the last several thousand years) because
they are generally from sites with low sediment rates (
1
cm/kyr) and are sometimes based on coarse age models [see
Kohfeld and Harrison, 2001]. Thus, a larger dispersion is to
be expected amongst the dust flux measurements based on
marine cores than those based on sediment traps. Despite
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Figure 3. Comparison of the simulated modern fraction of absorbed photosynthetically active radiation
(FPAR) predicted by the biome-dust interface algorithm versus the mean FPAR values derived from a 9-
year average of the Normalized Difference Vegetation Index (NDVI) from the Advanced Very High
Resolution Radiation (AVHRR) satellite observations. The seasons are conventionally defined, as in
Figure 2.

WERNER ET AL.: VARIABILITY OF THE MODERN AND GLACIAL DUST CYCLE AAC 2 - 7



this, the comparison between the simulated dust fluxes and
those measured on marine cores is reasonable.
[30] Comparison of the individual years of the 9-year

simulation suggests that interannual differences in the
emissions flux are moderate. Globally, the 1 s standard
deviation of annual fluxes is ±18% of the mean value.
Interannual variability from the Sahara/Sahel is only ±17%
of the mean value. Higher values are observed in Arabia
(±40%) Asia (±28%) and Australia (±28%), reflecting some
combination of the greater importance of interannual
changes in vegetation cover in controlling the extent of
active sources and higher interannual wind speed changes in
these regions. There is little data that can be used to evaluate
the plausibility of the simulated interannual changes,
although visual examination of the TOMS aerosol index
(AI) for the period 1981 through 1989 suggests that the
interannual variability of AI over major source areas is
generally <50%. In contrast, atmospheric dust measure-
ments over the last 4 decades on Barbados reveal a differ-
ence in dust concentrations of a factor 4–5 between the
middle to late 1960s and the early 1980s [Prospero and
Nees, 1986]. However, such high interdecadal dust varia-
tions might be considerably influenced by ocean-atmos-
phere interactions on interannual to decadal timescales, like
the El Niño-Southern Oscillation phenomenon, which are
not captured by our model setup.

3.2. Glacial Dust Cycle

[31] Simulated global dust emission fluxes are higher by a
factor 2.2 at the LGM compared to the present day and the
total emissions at the LGM are 2383 ± 308 Mt/yr (Figure
6a, Table 1). The increase in emissions is largest in Asia,

Table 1. Mean Values and 1 s Standard Deviation of Simulated Dust Emissions, Depositions,

Atmospheric Burden and Residence Time for the Present and LGM Climate (9-Year Simulation Period)a

Present LGM Ratio

Emissions, Mt/yr
Sahara 693 ± 114 1338 ± 233 1.9 (2.1)
Arabian Peninsula 101 ± 40 158 ± 33 1.6 (1.8)
Asia 96 ± 27 366 ± 70 3.8 (4.0)
Australia 52 ± 15 63 ± 12 1.2 (2.1)
High northern regions 15 ± 4 9 ± 2 0.6 (3.2)
Exposed continental shelf areas – 304 ± 14 –
Rest 103 ± 34 146 ± 43 1.4 (2.2)
Total 1060 ± 194 2383 ± 308 2.2

Depositions, Mt/yr
61�–90�N 20 ± 4 59 ± 6 2.9
31�–60�N 143 ± 39 388 ± 84 2.7
0�–30�N 798 ± 152 1709 ± 267 2.1
0�–30�S 88 ± 16 195 ± 53 2.2
31�–60�S 6 ± 2 25 ± 4 4.3
61–90�S 0.1 ± 0.04 0.2 ± 0.2 2.7
Total 1055 ± 193 2376 ± 307 2.3

Other Values
Dry deposition, Mt/yr 811 ± 124 1716 ± 328 2.1
Wet deposition, Mt/yr 244 ± 75 660 ± 381 2.7
Atmospheric burden, Mt 8 ± 3 23 ± 14 2.8
Residence time, days 2.8 ± 0.5 3.5 ± 1.7 1.3

aThe LGM versus present ratios are given in the far right column. For emission fluxes the ratios were calculated
without taking into account the enlargement of the different LGM emission regions due to a lowered glacial sea
level. The ratio in parentheses includes the emissions from adjacent, exposed continental shelf.

Figure 4. Simulated 9-year mean dust deposition fluxes
for (a) the modern climate and (b) the LGM climate.
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where there is an almost four-fold increase in emission
fluxes. The increase in emissions is associated with an
increase in the extent of dust sources in the Sahel, Asia,
Australia, South Africa and South America (Table 2). Dust

sources increase by ca 30% in northern Africa (Sahara), but
much larger increases occur in Asia (
50%) and Australia
(
60%). For Australia, half of the 60% increase in source
area can be attributed to expanded glacial coastal areas due
to the lowered glacial sea level. At the LGM, high-latitude
dust source areas (north of 55�N) are 2.7-fold increased
compared to the present-day climate simulation. Most of
this increase is related to the extent of high-latitude coastal
areas during the LGM. As a direct result, significant
amounts of dust are emitted from eastern Siberia and Alaska
at the LGM while there are no emissions from this region in
the modern simulation.
[32] The increases in dust source areas are largely due to

changes in the mean fraction of vegetation cover at the
LGM (Figure 6d). To estimate the importance of this
increase in glacial dust source areas versus glacial wind
speed changes, a sensitivity study was performed. The
model was run for 3 years (chosen to produce close to the
minimum, mean and maximum dust emissions of the 9-year
period) with either glacial wind speeds and modern surface
conditions or vice versa (Table 3). The results suggests that
approximately 25% of the simulated increase in the total
global dust emission flux at the LGM is a result of the
creation of source areas on the continental shelf exposed by
lower sea levels at the LGM. Approximately 65% of the
increase is caused by changes in wind speed over modern
dust emission regions. Only 10% of the increase can be
attributed to the expansion of dust sources on the modern
land as a result of glacial vegetation-cover changes. How-
ever, the relative importance of vegetation changes and
changes in wind speed in explaining changes in dust
emissions varies from source region to source region.
Changes in wind speed over modern dust emission areas
appear to be the dominant factor in the Sahara/Sahel,
accounting for 
78% of the simulated increase in emis-
sions, and in Asia (88%). Changes in vegetation cover are
more important in Australia, accounting for ca 32% of the
simulated increase. Australia is the only region where a
decrease of emissions over modern dust regions occurs
under glacial wind regimes.
[33] LGM dust deposition fluxes are increased by a factor

of 2.3 compared to the present day (Figure 4b). The largest
differences are found over Asia and the Northern Pacific,
consistent with the three-fold increase in emissions from the
Asian region. The eastward transport of Asian dust is also
strongly enhanced in consequence of the stronger wind
speeds in our simulation and dust deposition fluxes over
the northern Pacific are much higher (	 5) than present.
Increased deposition fluxes are also simulated downwind of
the other source regions, including a three-fold increase in
the subtropical Atlantic. The simulated regional dust depo-
sition fluxes are in reasonable agreement with estimates of
LGM dust accumulation rates from DIRTMAP (Figure 5c).
[34] The LGM atmospheric dust burden is increased by a

factor of 2.8 and this leads to slight prolongation of the
turnover time for dust (defined as total burden divided by
deposition flux) from 2.8 ± 0.5 days under modern climate
to 3.5 ± 1.7 days at the LGM (Table 1). Examination of the
turnover time for different dust size bins shows that the
overall increase is caused by longer atmospheric turnover
times of larger dust particles (radius � 2.6 mm) during the
LGM.

Figure 5. Comparison of simulated dust deposition fluxes
(in g/m2/yr) versus observed modern flux estimations
derived from (a) marine sediment traps (log correlation
coefficient is r = 0.53) and (b) marine sediment cores and
ice cores (r = 0.75), and (c) LGM simulated dust deposition
fluxes (in g/m2/yr) versus observed values from marine
sediment cores and ice cores (r = 0.89). In all the graphs, the
dotted lines indicate a deviation of model values versus
observations by a factor of ±2.
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[35] The increase in the dustiness of the LGM is asso-
ciated with a prolongation of the dust-emission seasons in
most source regions (Figure 7) and of the season of down-
wind dust deposition (Figure 8). Thus, although there is a
spring/summer peak (as today) in the Saharan dust plume,
emissions and deposition downwind of the Sahara continue
into the early autumn (September) at the LGM. The change
in seasonality is very marked in central and eastern Asia. In
contrast to the spring maximum in dust emission and
deposition in the present-day simulation (and observations),
there is an active dust cycle in the summer (July/August) at
the LGM. In the high northern latitudes, which do not
appear to be a significant dust source today, dust emissions
and deposition are at a maximum in summer (July/August).
The only exception to this general increase in the length of
the season of dust activity appears to be Australia, where
there is no change in the seasonality of the dust cycle
compared to present.
[36] Interannual variability of emissions in the LGM

global dust cycle is somewhat reduced (13%) compared to
today (17%) There is no apparent change in variability over
the Sahara/Sahel, but interannual variability is reduced in
Australia (19% compared to 28% in the modern simulation)
and in Asia (19% compared to 28% today). Interannual
variability in emissions is highest on the borders of the

LGM source regions, including the Sahel, parts of India,
South Africa, western Australia and eastern Siberia/Alaska
(Figure 9b) where the interannual variability in vegetation
cover is also high (Figure 9a). However, these border
regions contribute little to the total global dust emission
flux (Figure 6b). Furthermore, several of these border

Figure 6. Simulated mean dust emission fluxes for (a) the modern and (b) the LGM climate. Simulated
mean ice and vegetation cover fraction for (c) the modern and (d) the LGM climate. Ice coverage is
plotted in blue in Figures 6c and 6d.

Table 2. Simulated Dust Emission Areas for Modern and LGM

Climate Forcinga

Area, 1012 m2 Modern LGM

Sahara 8.2 ± 0.1 10.5 ± 0.2 (10.8 ± 0.2)
Arabian Peninsula 3.3 ± 0.0 3.9 ± 0.03 (4.2 ± 0.04)
Asia 4.6 ± 0.1 6.9 ± 0.2 (7.1 ± 0.2)
Australia 1.3 ± 0.1 1.7 ± 0.06 (2.1 ± 0.04)
High northern regions 0.4 ± 0.1 0.6 ± 0.2 (1.1 ± 0.2)
Exposed continental shelf areas – 2.4 ± 0.0 (– )
Other sources 3.4 ± 0.2 3.7 ± 0.03 (4.5 ± 0.05)
Total 21.2 ± 0.3 29.7 ± 0.5

aThe areas represent the simulated maximum extent of the different
source regions, where dust deflation is not prohibited by any surface
conditions. The number in brackets after the LGM values indicate the
emission areas including sources of the adjacent, exposed continental shelf.
The total emission area of exposed continental shelf acting as a dust source
is also given separately.
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regions and most particularly those in Asia have reduced
interannual climate variability (and hence dust emissions) at
the LGM compared to today. Thus, the relative importance
of variations in climate-induced vegetation cover on dust
emissions in these border regions is less than might be
expected given the importance of changes in vegetation
cover in controlling dust fluxes from Asia today. Most of
the interannual variability in the global dust emission flux
(approximately ±308 Mt/yr) at the LGM is a result of the
variability of wind speeds in the core regions, for example,
the central Sahara and the Arabian Peninsula (Figures 6b
and 9b). These regions are characterized by lower interan-
nual variability than the border dust-source regions, and this
also contributes towards lowering interannual variability in
the dust cycle at the LGM compared to today.
[37] Our analyses indicate that the observed increase in

interannual variability of dust deposition in polar regions
cannot be explained by changes in the variability of emis-
sions. Indeed, the variability of the dust emission fluxes has
only relatively limited, regional impacts on global deposi-
tion fluxes (Figure 9). This is partly because the interannual
changes in the deposition flux integrate the effects of
variability of both the atmospheric transport and of the
deposition processes themselves. Furthermore, the impact of
the variability of the dust emission fluxes is further dimin-
ished by atmospheric mixing and/or the coarse resolution of
the TM3 transport model. The relative importance of these
two effects cannot be distinguished by our model set-up.
[38] Although interannual variability does not appear to

have an important influence, changes in the seasonality of
emission and deposition fluxes over the Asian region during
the LGM do impact on the transport of dust to the Green-
land ice sheet. The maximum dust deposition in the modern
climate simulation occurs in summer (Figure 10a) which is
2–3 months later than the spring maximum dust deposition
observed in the ice cores [Steffensen, 1988]. In the LGM
simulation large dust deposition fluxes are found during
most periods of the year with a clear minimum only during
autumn and a much less pronounced minimum during late
spring/early summer (Figure 10b). Changes in the simulated
precipitation regime over Greenland, in particular a shift
from a precipitation regime with no seasonal differentiation
in the modern simulation to a regime with a pronounced
summer maximum at the LGM, result in changes in the
relative importance of wet and dry deposition. Only 28% of
the dust deposited near Summit is removed by dry deposi-

tion in the modern simulation, while in the LGM simulation
76% of the dust is dry deposited.
[39] The changes in the timing of dust delivery, in the

seasonality of precipitation and in the relative importance of
wet and dry deposition at the LGM apparently combine to

Table 3. Results of a Sensitivity Study to Estimate the Influence of Glacial Surface Conditions and Glacial Wind Speed Changes on

LGM Dust Emission Fluxesa

Emissions, Mt/yr
Modern Surface,
Modern Winds

Modern Surface,
Glacial Winds

LGM Surface,
Modern Winds

LGM Surface,
LGM Winds

Sahara 697 ± 149 1185 ± 211 759 ± 141 1333 ± 283
Arabian Peninsula 109 ± 66 154 ± 40 114 ± 58 164 ± 47
Asia 101 ± 51 339 ± 31 118 ± 46 372 ± 54
Australia 61 ± 18 47 ± 5 81 ± 20 62 ± 10
High northern regions 15 ± 6 39 ± 17 7 ± 3 9 ± 2
Exposed continental shelf – – 355 ± 27 309 ± 15
Other sources 115 ± 55 203 ± 71 116 ± 50 165 ± 78
Total 1098 ± 326 1968 ± 362 1550 ± 324 2414 ± 449

aListed are mean emission and 1 s standard deviation of a 3-year simulation period (chosen to produce close to the minimum, mean and maximum dust
emissions of the modern and LGM 9-year dust simulation).

Figure 7. Mean monthly dust emission fluxes (Mt) from
the Sahara/Sahel, Asia and Australia for (a) the present and
(b) LGM climate. Different scales are used for the
magnitude of emissions in Figures 7a and 7b.
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Figure 8. Mean seasonal patterns of dust deposition fluxes for (left) the modern and (right) the LGM
climate. The seasons are conventionally defined, as in Figure 2.
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produce a considerably more spiky record of dust concen-
trations at the LGM than today (Figure 11): The lack of a
clear seasonal cycle in modern precipitation ensures that the
seasonal cycle of the simulated dust deposition flux to
central Greenland translates directly into a clear seasonal
cycle of dust concentrations. This is observed in many
Greenland ice cores [e.g., Steffensen, 1988]. For the
LGM, however, dust concentrations in the ice are increased
by the higher glacial dust emission fluxes, reduced amount
of precipitation, changed seasonality of precipitation and the
increased relative importance of dry deposition processes.
The combination of these effects results in very high, sharp
spikes of dust concentrations. The increased interannual
variability of both the glacial deposition flux and precip-
itation causes the high LGM dust spikes to be less evenly
distributed over depth than the modern ones (Figures 11c
and 11d).

4. Discussion

[40] Our simulations suggest that the total dust emission
flux at the LGM was 2383 ± 308 Mt/yr, equivalent to a 2.2-
fold increase in fluxes compared to present. Previous
simulations of the LGM dust cycle have produced higher
estimates than this, ranging from 
2700 Mt/yr [Andersen et
al., 1998] to 9000 Mt/yr [Mahowald et al., 1999]. Both of
those simulations used a tuning of the modern dust emissions
by assuming a total modern dust emission flux between 2000

Mt/yr [Andersen et al., 1998] and 3000 Mt/yr [Mahowald et
al., 1999]. Our physically based estimate of 1060 Mt/yr for
the modern dust flux is lower but more plausible (see
detailed discussion by Tegen et al. [2002]). The use of an
empirical tuning of the modern fluxes in the earlier simu-
lations should not affect the ratio of LGM to modern fluxes
significantly since transport and deposition processes show
an almost linear response to changes of the total emission
flux. Nevertheless, our 2.2-fold increase is higher than the
1.3-fold increase reported by Andersen et al. [1998] and
lower than the three-fold increase simulated by Mahowald
et al. [1999].
[41] The simulated dust emission fluxes are highly

dependent on the prescribed 12-hour wind speed fields.
Thus, the applied wind-speed relaxation of the original
ECHAM4 winds towards the ECMWF values (as described
in section 2) is a crucial part of the dust modeling strategy.
A sensitivity experiment with original (i.e., noncorrected)
modern ECHAM4 wind fields result in an unrealistically
low global dust emission flux (
600 Mt/yr), but also
produces dust fluxes over parts of the Sahara and over
Australia that are too high. In contrast, the use of ECMWF
wind fields in the study of Tegen et al. [2002] yielded
simulated dust emissions, which are in fair agreement with
present-day observations. This agreement may justify the
applied relaxation method of ECHAM4 wind speeds
towards ECMWF values for the modern climate. The
validity of using the same correction parameters for

Figure 9. Simulated relative interannual variability (expressed as 1 s standard deviation of the 9-year
simulation period divided by the long-time mean value) of (a) vegetation cover changes, (b) dust
emission fluxes, (c) dust deposition fluxes, and (d) precipitation during the LGM climate.
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ECHAM4 LGM wind fields is an open question. Although
there have been some attempts made to reconstruct glacial
wind speeds from aeolian dune formations, these estimates
only provide (at best) information on the strength of local-
scale dune-forming winds. Thus, they cannot be used to test
the validity of the correction parameters we use for the
LGM.
[42] Mahowald et al. [1999] made the first attempt to

account for the effects of mean glacial vegetation changes
on the emission of dust particles into the atmosphere. In this
study we have gone a step further by considering a more
diverse distribution of biome types and by taking into
account daily changes in vegetation phenology. The gla-
cial-interglacial change in vegetation cover is somewhat
reduced in our simulation compared to the changes shown
byMahowald et al. [1999]. The changes in vegetation cover
over Africa, India and Australia are consistent with obser-
vations [Elenga et al., 2000; J.-P. Sutra et al., Application of
a global plant functional type scheme in the reconstruction
of modern and palaeovegetation of the Indian subcontinent
from pollen, manuscript in preparation, 2002; E. Pickett et
al., Pollen-based reconstructions of biome distributions for
Australia, South East Asia and the Pacific (SEAPAC region)
at 0, 6000 and 18,000 14C yr B.P., manuscript in prepara-
tion, 2002]. The glacial high-latitudinal source region found
in our simulation is also consistent with observations [Beget,

1996; Edwards et al., 2000]. However, we appear to over-
estimate the extent of forests in Asia [Yu et al., 2000;
Harrison et al., 2001] and thus probably underestimate
the extent of potential dust sources in this region. Despite
this, our estimates of the changes in dust emissions appear
to be in better agreement with observations than previous
simulations, particularly in Asia and Australia [Kolla and
Biscaye, 1977; Hesse, 1994; Kawahata, 2002]. Glacial
Australian dust emissions are increased by a factor of 2.1
compared to modern, while Asian dust emissions increased
by a factor of 4.0.
[43] The seasonal cycle of vegetation changes appears to

exert a strong influence on the seasonality of dust emissions
in Asia, both in the modern simulation and at the LGM.
Under modern conditions, interannual changes in vegetation
cover on the margins of the major dust source regions
influence the magnitude of dust emissions and provide an
explanation for at least part of the interannual variability
seen in emissions and atmospheric dust loadings. The
largest impacts seem to be registered in Asia, southern
Africa and Australia. However, given that the contribution
of these border zones to the overall magnitude of dust
emitted from each source is small, interannual changes in
vegetation cover are not the most important control on
either the total dust flux or its variability under modern
conditions. The interannual variability of vegetation cover

Figure 10. Simulated seasonal cycle of dust deposition near Summit, centralGreenland for the (a)modern
and (b) glacial climate. Mean monthly values (solid line) and the simulated 1 s variability of the 9-year
simulation period (shaded area) are shown, as are the simulated contribution of wet (short-dashed line) and
dry (long-dashed line) deposition. The relative contribution ofwet (shaded area) versus drydeposition (white
area) and the seasonal cycle of the simulatedprecipitationamount (solid linewithmarkers) for (c)modern and
(d) LGM are shown. The mean December and January values are shown twice.
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appears to have been reduced at the LGM, and thus its
impact on the total dust emission would have been further
reduced. Our simulations show that the increased strength
and increased variability of glacial winds are the most
important factors explaining the enhanced dust cycle at
the LGM. This is particularly true for the Sahara/Sahel
and Asia, where changes in the glacial winds explain 
78%
and 
88% of the increase in dust emissions, respectively.
Only in Australia, vegetation appears to be relatively more
important in explaining the glacial changes. Mahowald et
al. [1999] also showed that the increase in emissions from
the Sahara at the LGM (compared to present) was largely
controlled by increased wind speeds rather than vegetation
changes. However, they argued that changes in other
regions were dependent on the increased extent of source
areas due to climatically-controlled changes in the extent of
vegetation. Our results suggest that even rather large
changes in potential source areas, such as the 50% increase
simulated in Asia, may have little impact on total emissions.
[44] Ice cores information from Greenland and Antarctica

currently provide the only reliable source of information
about interannual variability of dust concentrations. Fuhrer
et al. [1999] reported order-of-magnitude changes of the
calcium concentration of the Greenland GRIP ice core in
about a decade, with 50% reductions within 2–3 years. The
authors invoke a combination of increased atmospheric
residence times and increased dust mobilization from Asia
as the most plausible explanations for these rapid changes

but, on the basis of earlier model studies [Alley et al., 1995;
de Angelis et al., 1997], dismiss the possibility that the
changes in dust concentration could be influenced by
changes in the relative importance of wet and dry deposi-
tion. Our simulation suggests changes in the seasonality of
precipitation and increases in the importance of dry depo-
sition both have a substantial impact on the very rapid,
short-term dust concentration changes found in central
Greenland ice cores during the LGM. The increased season-
ality of LGM precipitation over Greenland compared to
present has also been found in other AGCM simulations
[e.g., Krinner et al., 1997].
[45] Unnerstad and Hansson [2001], on the basis of

observed dust concentrations, aerosol size distributions,
precipitation rates and a simple deposition model, estimated
dry deposition accounted for 5%–25% of the total dust
deposition today and between 13%–41% of the deposition
during the LGM at the GRIP ice core. The two-fold increase
in the dry deposition fraction during the LGM is broadly
consistent with our estimate of a 2.7-fold increase (modern
dry fraction: 28%, glacial dry fraction: 76%). The difference
between the studies probably results from differences in the
LGM precipitation rates used (Unnerstad and Hansson: 9
cm/yr, this study: 3 cm/yr) or could reflect the fact that
Unnerstad and Hansson [2001] do not take into account the
seasonality of atmospheric transport and precipitation.
[46] Hansson [1994] suggested that prolonged glacial

residence times could explain the increasing LGM dust
fluxes and concentrations in Greenland ice cores. Our
simulation results suggest a slight increase in residence time
during the LGM on a global scale. However, this increase in
residence time is only caused by larger dust particles, which
are rarely transported to remote regions, like Greenland and
therefore do not substantially affect the LGM dust record in
Greenland ice cores.
[47] The isotopic composition of glacial dust found in the

GISP2 ice core has been interpreted to indicate that the most
likely source of glacial dust deposited in central Greenland
is the Gobi desert and China [Biscaye et al., 1997]. In a 1-
year sensitivity experiment (chosen to produce close to the
mean dust emissions) we tagged the dust emission fluxes
from different source regions. In both the present and glacial
simulation, several source regions contribute significantly to
the modeled dust deposition flux near Summit, central
Greenland. The combined Asian and Caspian Sea region
is the most important source location, accounting for 35%
(modern) and 42% (LGM) of the total central Greenland
dust flux. While these findings agree with the conclusions
of Biscaye et al. [1997] that Asia is the most important dust
source for glacial dust found in central Greenland ice cores,
they emphasize that other sources could also make a
significant contribution to the Greenland dust deposition.
[48] An overestimation of the absolute values of high

glacial dust concentration peaks in our simulation cannot be
excluded since any post-depositional effects (e.g., relayer-
ing of the uppermost snow) were neglected. However, such
mechanisms should reduce both modern and glacial dust
spikiness in a similar manner.
[49] Aerosol records other than dust (e.g., sea salt, sul-

phate) show strong, rapid variations in the Greenland ice-
core records during cold climate stages [e.g., Hansson,
1994]. These variations may also reflect a shift in the

Figure 11. Simulated monthly deposition fluxes plotted
versus time near Summit, Greenland, for the 9 years of (a)
modern and (b) LGM climate, and simulated monthly dust
concentrations in the snow plotted versus depth for (c)
modern and (d) LGM climate. Dust concentrations were
calculated as total dust deposition flux divided by
precipitation amount. Depth was calculated by accumulat-
ing the precipitation amounts (sublimation of snow or post-
depositional wind effects were neglected). Note the different
dust concentration scales for the modern climate (Figure
11c) and the LGM climate (Figure 11d).
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seasonality of glacial precipitation and the strong increase
of the relative importance of dry deposition processes that
we invoke as an explanation of the variability of dust
records in ice cores during the LGM. Wet deposition of all
aerosol species would be inhibited during glacial winter,
resulting in either enhanced dry deposition (which would
raise concentration levels in the surface snow) or the build-
up of aerosol loads in the atmosphere (leading to higher
wet deposition fluxes during subsequent precipitation
events). Our results indicate that such a shift of the relative
importance of dry deposition processes during the LGM is
not confined to Greenland, but occurs over most areas
north of 60�N. No changes of the wet to dry deposition
ratio are found in midlatitudinal and subtropical regions in
the LGM simulation.
[50] The robustness of our results will be influenced by

the correctness of the simulated LGM climate. The
ECHAM4 simulation for the LGM followed the PMIP
protocol in specifying ice sheet extent and height from
Peltier [1994] and sea-surface conditions (both sea-surface
temperatures and sea-ice extent) from CLIMAP [CLIMAP
Project Members, 1981]. Recent work suggests that certain
aspects of both of these data sets may be unrealistic.
[51] Recent reconstructions of tropical SSTs, based on

alkenone unsaturation ratios [Ohkouchi et al., 1994; Zhao et
al., 1995; Chapman et al., 1996; Bard et al., 1997; Rosell-
Melé et al., 1998; Sonzogni et al., 1998], oxygen-isotopes
[Lee and Slowey, 1999] or modern-analog analyses of new
(or extended) biotic assemblage data sets [Guilderson et al.,
1994; Wolff et al., 1998; Mix et al., 1999; Liu et al., 2000]
indicate that the tropical oceans were cooler than shown by
CLIMAP [CLIMAP Project Members, 1981]. Conversely,
reconstructions based on both dinoflagellate cysts [De
Vernal et al., 1997; Rochon et al., 1998; de Vernal and
Hillaire-Marcel, 2000] and foraminiferal assemblages [Wei-
nelt et al., 1996] indicate that the North Atlantic was
warmer during the summer season than shown by CLIMAP.
All PMIP simulations using CLIMAP SSTs underestimate
the observed tropical cooling, and most of the models also
underestimate the extent of glacial aridity across the tropics
[Pinot et al., 1999a]. Both effects would most likely lead to
a reduced vegetation cover in those areas. Thus we might
expect our simulation to underestimate LGM dust emissions
in tropical regions. Evaluations using pollen-based recon-
structions of temperature and moisture balance parameters
across Europe and Russia suggest that the underestimation
of tropical SSTs at the LGM in the PMIP simulations results
in the simulation of climates across western and central
Europe, and the eastern Mediterranean, that are too warm
and wet [Kageyama et al., 2001]. These regions are not
major dust sources in our LGM simulation. However, if
climate were drier than simulated (as shown by the pollen
data), we might expect significant dust sources to be
created. Thus, we expect our simulations to underestimate
dust emissions from southern and central Europe as a result
of the prescription of CLIMAP SSTs in the tropics. In
contrast, it would appear that the use of CLIMAP SSTs in
the North Atlantic is unlikely to have a significant effect on
our simulation of the LGM dust cycle. Sensitivity experi-
ments with two versions of the LMD AGCM suggest that
the impact of a warmer North Atlantic during the LGM
summer is restricted to creating warmer conditions in east-

ern North America, Europe north of the Mediterranean
region, and western Siberia [Pinot et al., 1999b]. The
warmer North Atlantic does not appear to impact on the
hydrological cycle, and thus can be expected to have little or
no effect on the area of dust sources in the midlatitudes.
[52] The Peltier [1994] reconstruction of the LGM ice

sheets shows the European ice sheet as more extensive than
it was in reality [Astakhov et al., 1999]. Furthermore,
according to the Peltier [1994] reconstruction the Greenland
ice sheet is 
500 m higher than today, whereas recent
reconstructions suggest there was little difference in the
height of the Greenland ice sheet from today [Cuffey and
Clow, 1997]. The impact of ice over western and northern
Siberia on the simulated climate and dust cycle at the LGM
is uncertain. On one hand, the unrealistically extended ice
sheet would limit the possible extent of high-latitude sour-
ces and thus reduce possible emissions. However, the
magnitude and spatial extent of glacial cooling and aridity
downwind from the European ice sheet is at least partially
influenced by the extent of the ice sheet. Thus, the pre-
scription of an unrealistically large ice sheet would result in
colder and drier conditions in the high-northern latitudes,
thus creating more extensive potential dust sources. The
balance between these two effects cannot be determined
without running new climate simulations. The impact of the
incorrect specification of the height of the Greenland ice
sheet has, however, been evaluated. When the Greenland ice
sheet at the LGM is specified according to Peltier’s recon-
struction, the simulated mean precipitation is only 
3 cm/yr
in central Greenland. This is 1.5–6 cm/yr lower than
estimates of the LGM precipitation derived from the GRIP
and GISP2 ice cores [Johnsen et al., 1995; Cuffey and Clow,
1997]. Reducing the change in elevation of the LGM
Greenland ice sheet by 400 m results in a more realistic
simulation of the LGM precipitation in central Greenland
[Werner et al., 2000]. However, neither imposing a more
realistic Greenland ice sheet nor more realistic SSTs in the
North Atlantic and in the tropics substantially affects the
simulated seasonality of precipitation on Greenland [Werner
et al., 2001]. Our results invoke a change in the seasonality
and interannual variability of precipitation to explain the
extreme variability in dust concentration seen in the Green-
land ice cores during the glacial, and thus our conclusions
are unaffected by the use of the Peltier reconstruction of the
ice sheets.
[53] Mineral aerosols play multiple roles in the climate

system, including changing the radiative balance of the
atmosphere [Intergovernmental Panel on Climate Change,
2001], influencing the physical properties of clouds [Levin
et al., 1996; Zhang and Carmichael, 1999; Wurzler et al.,
2000], and acting as a source of micronutrients to marine
[Martin, 1991; Coale et al., 1996; Hutchins and Bruland,
1998] and terrestrial [Swap et al., 1992; Chadwick et al.,
1999] ecosystems. The change in the radiative balance of
the atmosphere caused by the increased glacial atmospheric
dust loads could be substantial in tropical and subtropical
regions [Claquin et al., 2002]. Recent simulations suggest
that the impact of glacial fertilization of marine ecosystems
was rather small, although nonnegligible [Bopp, 2001].
Given that these feedbacks can occur rather rapidly (i.e.,
on subannual to decadal timescales), they may influence the
interannual variability of climate (and hence of the dust
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cycle) as well as the mean climate state of the LGM.
Determining how these feedbacks will impact on the
LGM dust cycle, however, will require coupling a dust
sources, emission, transport and deposition scheme, such as
the offline scheme used here, into a climate model.

5. Conclusions

[54] Our simulations of the atmospheric dust cycle with
prescribed modern and LGM boundary conditions show the
following.
1. There is a two- to three-fold increase of the global

atmospheric dust load during the LGM compared to
modern. This is in general agreement with previous studies.
However, our improved dust emission scheme indicates
substantially lower absolute values of total dust emissions
for both modern and LGM climate.
2. One third of the simulated increase in the total global

dust emission flux at the LGM is related to source-region
changes, while two thirds is caused by glacial wind speed
changes over modern dust emission regions.
3. The season of dust emission for most source regions is

longer in the LGM climate simulation than in the modern
simulation. In particular in central Asia strong glacial dust
emissions were simulated from early winter through to late
summer in contrast to the clear modern spring maximum.
4. A substantial increase in the importance of dry

deposition processes is found for most northern high-
latitude regions during the LGM.
5. Changes in LGM dust emissions would only produce

relatively small changes in dust deposition in Greenland.
The very large observed changes in dust concentrations in
Greenland ice cores can only be explained by taking into
account changes in the seasonal cycle of both dust emission
and of precipitation.
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bility of the Arctic front during the last climatic cycle: Application of a
novel molecular proxy, Terra Nova, 10(2), 86–89, 1998.

Sokolik, I. N., and O. B. Toon, Direct radiative forcing by anthropogenic
airborne mineral aerosols, Nature, 381, 681–683, 1996.

Sonzogni, C., E. Bard, and F. Rostek, Tropical sea-surface temperatures
during the last glacial period: A view based on alkenones in Indian Ocean
sediments, Quat. Sci. Rev., 17(12), 1185–1201, 1998.

Steffensen, J. P., Analysis of the seasonal variation in dust, Cl�, NO3
� and

SO4
2� in two central Greenland firn cores, Ann. Glaciol., 10, 171–177,

1988.
Swap, R. M., M. Garstang, S. Greco, R. Talbot, and P. Kallberg, Saharan
dust in the Amazon basin, Tellus, Ser. B, 44, 133–149, 1992.

Taylor, K. C., C. U. Hammer, R. B. Alley, H. B. Clausen, D. Dahl-Jensen,
A. J. Gow, N. S. Gundestrup, J. Kipfstuhl, J. C. Moore, and E. D.
Waddington, Electrical conductivity measurements from the GISP2 and
GRIP Greenland ice cores, Nature, 366, 549–552, 1993.

AAC 2 - 18 WERNER ET AL.: VARIABILITY OF THE MODERN AND GLACIAL DUST CYCLE



Tegen, I., and I. Fung, Contribution to the atmospheric mineral aerosol load
from land surface modification, J. Geophys. Res., 100(D9), 18,707–
18,726, 1995.

Tegen, I., S. P. Harrison, K. Kohfeld, I. C. Prentice, M. Coe, and M.
Heimann, The impact of vegetation and preferential source areas on
global dust aerosols: Results from a model study, J. Geophys. Res.,
107, 4576, doi:10.1029/2001JD000963, 2002.

Unnerstad, L., and M. Hansson, Simulated airborne particle size distribu-
tions over Greenland during Last Glacial Maximum, Geophys. Res. Lett.,
28(2), 287–290, 2001.

Weinelt, M., M. Sarntheim, U. Pflaumann, H. Schulz, S. Jung, and H.
Erlenkeuser, Ice-free Nordic Seas during the Last Glacial Maximum?
Potential sites of deepwater formation, Paleoclimates, 1, 283–309, 1996.

Werner, M., U. Mikolajewicz, M. Heimann, and G. Hoffmann, Borehole
versus isotope temperatures on Greenland: Seasonality does matter, Geo-
phys. Res. Lett., 27(5), 723–726, 2000.

Werner, M., M. Heimann, and G. Hoffmann, Isotopic composition and
origin of polar precipitation in present and glacial climate simulations,
Tellus, Ser. B, 53, 53–71, 2001.

Wolff, T., S. Mulitza, H. Arz, J. Patzold, and G. Wefer, Oxygen isotopes
versus CLIMAP (18 ka) temperatures—A comparison from the tropical
Atlantic, Geology, 26(8), 675–678, 1998.

Wurzler, S., T. G. Reisin, and Z. Levin, Modification of mineral dust
particles by cloud processing and subsequent effects on drop size dis-
tributions, J. Geophys. Res., 105(D4), 4501–4512, 2000.

Yu, G., et al., Palaeovegetation of China: A pollen data-based synthesis for
the mid-Holocene and Last Glacial Maximum, J. Biogeogr., 27(3), 635–
664, 2000.

Zhang, Y., and G. R. Carmichael, The role of mineral aerosol in tropo-
spheric chemistry in East Asia—A model study, J. Appl. Meteorol.,
38(3), 353–366, 1999.

Zhao, M., N. A. S. Beveridge, N. J. Shackleton, M. Sarnthein, and G.
Eglinton, Molecular stratigraphy of cores off northwest Africa: Sea sur-
face temperature history over the last 80 ka, Paleoceanography, 10(3),
661–675, 1995.

Zobler, L., A world soil file for global climate modeling, NASA Tech. Rep.
TM-87802, 32 pp., 1986.

Zolitschka, B., A. Brauer, J. F. W. Negendank, H. Stockhausen, and A.
Lang, Annually dated late Weichselian continental paleoclimate record
from the Eifel, Germany, Geology, 28(9), 783–786, 2000.

�����������������������
Y. Balkanski, Laboratoire des Sciences du Climat et de l’Environnement,

U.M.R. CEA-CNRS, F-91191 Gif-sur-Yvette Cedex, France. (balkansk@
lsce.saclay.cea.fr)
S. P. Harrison, K. E. Kohfeld, I. C. Prentice, I. Tegen, and M. Werner,

Max-Planck-Institute for Biogeochemistry, Postbox 100164, D-07701 Jena,
Germany. (sandy.harrison@bgc-jena.mpg.de; karen.kohfeld@bgc-jena.
mpg.de; colin.prentice@bgc-jena.mpg.de; ina.tegen@bgc-jena.mpg.de;
martin.werner@bgc-jena.mpg.de)
H. Rodhe, Department of Meteorology, Stockholm University, S-10691

Stockholm, Sweden. (rodhe@misu.su.se)
C. Roelandt, Department of Geography, Université catholique de
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