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ABSTRACT

Ocean mesoscale eddies are characterized by rotating-like and meandering currents that imprint the low-level

atmosphere. Such a current feedback (CFB) has been shown to induce a sink of energy from the ocean to the

atmosphere, and consequently to damp the eddy kinetic energy (EKE), with an apparent regional disparity.

In a context of increasing model resolution, the importance of this feedback and its dependence on oceanic

and atmospheric model resolution arise. Using a hierarchy of quasi-global coupled models with spatial res-

olutions varying from 1/48 to 1/128, the present study shows that the CFB induces a negative wind work at

scales ranging from 100 to 1000 km, and a subsequent damping of themesoscale activity by;30%on average,

independently of the model resolution. Regional variations of this damping range from ;20% in very rich

eddying regions to ;40% in poor eddying regions. This regional modulation is associated with a different

balance between the sink of energy by eddy wind work and the source of EKE by ocean intrinsic instabilities.

The efficiency of theCFB is also shown to be a function of the surfacewindmagnitude: the larger thewind, the

larger the sink of energy. The CFB impact is thus related to both wind and EKE. Its correct representation

requires both an ocean model that resolves the mesoscale field adequately and an atmospheric model reso-

lution thatmatches the ocean effective resolution and allows a realistic representation of wind patterns. These

results are crucial for including adequately mesoscale ocean–atmosphere interactions in coupled general

circulation models and have strong implications in climate research.

1. Introduction

The ocean is a highly turbulent environment charac-

terized by a variety of structures ranging from basin-

scale circulation tomicroscale turbulence, and bymarked

regional specificities (e.g., strong western boundary cur-

rents and eastern boundary upwelling systems). The

total ocean kinetic energy (KE) has been shown to

be dominated by the mesoscale geostrophic eddy field

(Ferrari and Wunsch 2009). These mesoscale structures

ofO(100) km are major players of the ocean circulation

and transport of heat, salt, and biogeochemical tracers

(e.g., Colas et al. 2012; Nagai et al. 2015; Dong et al.

2014). They are generated by the destabilization of the

mean flow and can be dissipated toward smaller scales,

feed back into the mean circulation (Ferrari and

Wunsch 2009), or interact with the atmosphere.

A breakthrough in ocean modeling was made when

increased resolution finally allowed us to resolve ex-

plicitly these mesoscale features (Smith et al. 2000;

Maltrud and McClean 2005; Chassignet and Marshall

2008; McWilliams 2008). Long-living biases in global

circulation models regarding western boundary currents

separation, geographical extent of the gyres, or eddy

kinetic energy (EKE) level have been consequently

reduced. In addition to its direct impact on the ocean

circulation, the eddy field has been shown to impact

the atmosphere (Small et al. 2008, and references therein).
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Indeed, at mesoscale, surface heat flux anomalies are

created above the eddies (e.g., Bourras et al. 2004;

Villas Bôas et al. 2015), and a coherent stress/wind

response to sea surface temperature and surface current

mesoscale structures has been observed (e.g., Chelton

et al. 2001; Chelton and Xie 2010; O’Neill et al. 2010,

2012; Oerder et al. 2016; Renault et al. 2017a). The wind

stress is affected by surface currents because it depends

on the relative motion between the atmosphere and the

ocean (i.e., on the ‘‘relative wind,’’ which is the difference

between absolute wind and surface current). Because

surface currents are, in general, much weaker than winds

(except in the equatorial band; e.g., Kelly et al. 2001), the

use of a wind relative to the oceanic current [i.e., in-

cluding the current feedback (CFB)] instead of an abso-

lutewindwhen estimating the surface stress leads to small

changes in the global wind stress and heat fluxes (1%–7%;

Dawe andThompson 2006;Duhaut and Straub 2006). Yet,

it induces a large reduction of the wind power input to

the ocean [the wind work (WWK)] evaluated between

15% and 35% (Duhaut and Straub 2006; Dawe and

Thompson 2006; Hughes and Wilson 2008; Xu and

Scott 2008; Scott and Xu 2009; Renault et al. 2016b).

Indeed, the CFB always decreases the WWK (e.g.,

Oerder et al. 2018) whenever the currents and winds

are in the same direction (WWK is then positive and

reduced by current feedback) or opposed direction

(WWK is then negative and becomes more negative).

Two main impacts of the CFB are therefore notice-

able: 1) at the large scale, the reduction of the mean

WWK causes a slowing down of the oceanic circulation

(Pacanowski 1987; Luo et al. 2005; Duhaut and Straub

2006; Hogg et al. 2009; Renault et al. 2016b, 2017b) and

2) at the mesoscale, rotating currents generate a wind

stress curl opposed to the current vorticity (Rooth and

Xie 1992; Renault et al. 2016a), inducing sinks of en-

ergy from the ocean to the atmosphere and, thus, a

negative WWK at eddy scale (the eddy WWK). These

sinks of energy are responsible for eddy killing, that

is, a damping of the eddy kinetic energy by 10%–50%

depending on the region (Dewar and Flierl 1987;

Duhaut and Straub 2006; Zhai and Greatbatch 2007;

Eden and Dietze 2009; Renault et al. 2016a,b, 2017b,

2019a; Seo et al. 2016; Seo 2017; Oerder et al. 2018). So

far, this regional sensitivity has not been explained.

The wide range of wind power input and EKE sensi-

tivities to the CFB reported in previous studies may be

associated with differences in the studied regions, and/or

in the model frameworks (analytical evaluations, forced

ocean models, coupled models, or model spatial resolu-

tions). One open question in coupled modeling frame-

works is the need or not of having the very same spatial

resolution in both the atmospheric and oceanic components

to correctly resolve air–sea interactions. Using the

same spatial resolution in both models could appear as

the best solution to have the most coherent coupling

between the ocean and the atmosphere, but is compu-

tationally expensive, mainly because of the high com-

putational cost of atmospheric models. One possibility

is thus to coarsen the spatial resolution of the atmo-

spheric model. However, it is not clear yet whether this

strategy would lead to similar results as an approach

based on an atmospheric and oceanic model with the

same spatial resolution.

The objective of this study is thus twofold. On the one

hand, it aims to evaluate the mesoscale CFB effect on

the ocean energetics at a quasi-global scale and to better

understand its regional variations. On the other hand,

this study strives to assess the dependence of the CFB to

the spatial resolution of both the oceanic and atmo-

spheric models. For that purpose, a quasi-global (468S–
468N) realistic coupledmodel is used. Several simulations

are performed differing by their spatial resolution and

the degree of coupling they consider (with or without

CFB). The main set of experiments uses a 1/128 oce-
anic resolution and a 1/48 atmospheric resolution (see

section 2b). Two additional pairs of coupled simula-

tions are then carried out in which the oceanic or the

atmospheric spatial resolution is altered (i.e., coars-

ened or increased). After describing the models and

methods in section 2, section 3 assesses the damping

of the mesoscale activity by the CFB and the under-

lying mechanisms. The dependence of the results on

the model spatial resolution is then addressed in

section 4. The results are finally discussed and sum-

marized in section 5.

2. Models and methods

a. Models

The regional coupled model framework used in this

study was built from the NEMO-OASIS-WRF (NOW;

acronyms defined below) coupled architecture (Samson

et al. 2014). The atmospheric component is theWeather

Research and Forecasting (WRF) Model with the

Advanced Research version of WRF (ARW) dynamic

solver (Skamarock et al. 2008), in its 3.3.1 version.

ARW was especially designed with high-order numeri-

cal schemes to enhance the model’s effective resolution

of mesoscale dynamics (Skamarock 2004). The oceanic

component is the Nucleus for European Modeling of

the Ocean (NEMO) in its version 3.4 (Madec 2008), and

the coupler is OASIS3-MCT (Craig et al. 2017; OASIS

stands for Ocean Atmosphere Sea Ice Soil). Details

about the model’s setup (grid, numerical, and physical

parameterizations) are given below, and are very similar
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to those described in Samson et al. (2017) and Renault

et al. (2019a).

The atmospheric model uses 60 vertical eta levels. The

WRF default vertical resolution has been multiplied by

three below 800hPa. Thus, the first 33 levels are located

below 500hPa with a vertical resolution of 2 hPa near

the surface. The vertical resolution then decreases to

;50hPa around 800hPa, and increases again when ap-

proaching the top of the model (50 hPa) with;6 hPa for

the top level. The choice of WRF physical parameteri-

zations relies on previous studies (Samson et al. 2014,

2017; Crétat et al. 2016), which demonstrate the ability

of this model setup to faithfully reproduce the tropical

climatemean state andmodes of variability. This physical

setup includes: the longwave Rapid Radiative Transfer

Model (RRTM; Mlawer et al. 1997), the Goddard

shortwave radiation scheme (Chou and Suarez 1999),

the WSM6 microphysics scheme (Hong and Lim

2006), the Betts–Miller–Janjic (BMJ) convection scheme

(Betts and Miller 1986; Janjić 1994), Yonsei University

(YSU) planetary boundary layer scheme (Hong et al.

2006), and the unified Noah land surface model (LSM)

with the surface layer scheme from MM5 (Chen and

Dudhia 2001).

The ocean model has 75 vertical z levels with 25 levels

above 100m and a resolution ranging from 1m at the

surface to 200m at the bottom. Partial filling of the

deepest cells is allowed (Barnier et al. 2006). The nu-

merical settings of the 1/128 ocean configuration consist

of an upstream-biased third-order advection scheme

(UBS; Shchepetkin andMcWilliams 2009) for the tracers

and the dynamics with no explicit diffusivity and viscosity.

The 1/48 configuration uses an iso-neutral Laplacian for

tracer lateral diffusion with a constant coefficient of

300m2 s21, a total variance dissipation scheme (Lévy
et al. 2001) for tracer advection, a horizontal bi-

Laplacian for momentum lateral diffusion of 21.8 3
1011m4 s21, and a vector invariant formulation of mo-

mentum equations with an energy–enstrophy conserv-

ing scheme for the vorticity term. In all experiments, the

vertical mixing is parameterized using an improved

version of a turbulent kinetic energy closure scheme

(Blanke and Delecluse 1993) including a Langmuir

cell (Axell 2002) and a surface wave breaking (Mellor

and Blumberg 2004) parameterizations. The Gent–

McWilliams parameterization is not used in any of

our configurations.

b. Configuration and experiments

The coupled model geographical domain is a tropical

channel that extends from 468S to 468N and therefore

excludes sea ice covered areas. The OASIS coupler

(Craig et al. 2017) exchanges the time-averaged surface

fields between the models every hour. The impact of

the atmospheric forcing temporal resolution in ocean-

forced models has also been shown to affect the wind

power input to the ocean (e.g., Zhai et al. 2012; Rimac

et al. 2013). In our coupled framework the coupling

frequency of 1 h allows us to resolve near-inertial mo-

tions, and appears as a reasonable choice as the pa-

rameterization of air–sea fluxes relies on a bulk formula

whose range of validity is on the order of 1 h–1 day.

The main set of experiments, control simulations

(CTRL), has a spatial resolution of 1/128 in the ocean

and 1/48 in the atmosphere. The coupled fields are in-

terpolated by averaging 3 point 3 3 point tiles (as the

ocean grid is an exact subdivision of the atmospheric

one) with an eventual weighted average if masked points

are located in the tile. Two simulations are performed:

one that includes both sea surface temperature (SST)

and current feedbacks to the atmosphere (CTRL_CFB)

and one that does not include the current feedback

(CTRL_NOCFB). In CTRL_CFB, the SST and surface

currentsUo (first level of the oceanic model) are sent to

the atmospheric model; the surface stress is then com-

puted using a relative wind to the ocean motion (Ur 5
Ua 2 Uo, where Ua is the first-level wind located at

;10m). To properly implement the CFB in coupled

models and represent its effect on themesoscale activity,

both the bulk formula and the discretization of turbulent

vertical mixing term have to be modified. The former

ensures consideration of the effect on the stress norm,

whereas the latter allows us to properly compute the

wind stress orientation (Lemarié 2015; Renault et al.

2019d). In CTRL_NOCFB simulations, only the SST is

sent from the ocean to the atmosphere with no modifi-

cation of the surface wind and stress by CFB. In all the

simulations, hourly averages of heat, freshwater, and

momentum fluxes are sent from the atmosphere to the

ocean model.

Atmosphere initial state and lateral boundary condi-

tions, at the northern and southern boundaries over the

1989–93 period, are prescribed from the European

Centre for Medium-Range Weather Forecasts ERA-

Interim 3/48 resolution reanalysis (Dee et al. 2011). On

the ocean side, the Drakkar 1/48 resolution global ocean

model (Brodeau et al. 2010) is used as the lateral

(northern and southern) boundary condition. The cou-

pled model is started after a 5-yr spinup of the ocean

model obtained from a 5-yr-long forced simulation

starting from Drakkar 1/48 simulation in order to get a

fully developed mesoscale activity at 1/128. The atmo-

spheric model adjusts in a few days and so does not

require a specific spinup regarding the time scales we are

interested in. The model is in a balanced energetic regime;

the impact of coupling, and particularly CFB, is stabilized
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after ;3 months of simulation (see Fig. S1 in the online

supplemental material).

To assess the sensitivity of the results to the spatial

resolution of the atmosphere and of the ocean, two ad-

ditional set of experiments are carried out:

d by degrading from CTRL the spatial resolution of the

ocean to 1/48 (simulations called LOW_CFB and

LOW_NOCFB) and
d by increasing from CTRL the spatial resolution of the

atmosphere to 1/128 (simulations called HIGH_CFB

and HIGH_NOCFB).

In these simulations, the resolution is the same in the

atmosphere and ocean components, and the grid is

shared by both models; coupled variables are thus

exchanged directly without interpolation. Table 1 sum-

marized the characteristics of each simulation.

c. Satellite observational datasets

The surface stress is obtained from the daily QuikSCAT

gridded product from Ifremer (Bentamy et al. 2013), which

has a spatial resolution of 0.258. The sea level anomaly

(SLA) is computed from the 0.258 AVISO daily absolute

dynamic topography (Ducet et al. 2000), which is con-

structed by means of an optimal interpolation in time

and space from combined and intercalibrated altimeter

missions (Le Traon et al. 1998). Both datasets are used

over a 5-yr common period: 2002–06 (note that the re-

sults are insensitive to the chosen period).

d. Filtering procedure for extracting ‘‘mesoscale
anomalies’’

Weuse a spatial filter of;250 km to extract mesoscale

features. The choice of this filter is discussed in section 3d

and in the discussion (section 5). Mesoscale anomalies

of a field f are then defined as f0 5 f2 [f], with [f] the

field f smoothed by a low-pass Gaussian spatial filter

with a standard deviation s of 4 grid points on the 1/48
grid and 12 grid points on the 1/128 grid. The Gaussian

weights of points located at a distance larger than 3s are

considered zero. The Gaussian filter is thus applied on a

(6s 1 1) 3 (6s 1 1) window. This represents a 25 3 25

(73 3 73) point box at 1/48 (1/128), which corresponds to

;670km at the equator and;475km at 458N as our grid

is built on a Mercator projection. Land points are treated

as missing data, and the weights of windows including

land points are renormalized over the remaining oceanic

points. The cutoff of this filter is between 240 and 330km.

To draw robust conclusions, the analyses of the present

paper have also been reproduced using a 90-day temporal

filter to extract mesoscale fields. For this purpose, the

figures computed with the spatial filter (Figs. 1, 2, and 4)

are compared to Figs. S2–S4 computed with the temporal

filter (see the supplemental material and section 5).

A spatiotemporal filter is also used to isolate solely

the wind stress response to the mesoscale CFB, and to

compare it to analytical estimations (in Fig. 6). First a

temporal average (using a 29-day running mean) is

performed to suppress the weather-related variability

(Chelton et al. 2007a), and then the large-scale signal is

removed using the high-pass Gaussian spatial filter

described above.

e. Mesoscale activity and eddy wind work

The geostrophic eddy kinetic energy (EKE), as a mea-

sure of the mesoscale activity, is evaluated in AVISO

satellite altimetry product, and in the model, from sea

level anomalies (SLA) as

EKE5
1

2
(u02

o 1 y02o ), (1)

with (uo, yo) being the geostrophic current defined

as uo 52(g/f )(›SLA/›y) and yo 5 (g/f )(›SLA/›x), and

primes representing the mesoscale anomalies (see pre-

vious section); g is the gravitational acceleration and f

the Coriolis parameter.

Note that in our study we consider only geostrophic

ocean motions. Mesoscale currents, the topic to which

this paper is dedicated, are indeed mostly geostrophic as

the magnitude of the mesoscale ageostrophic motions is

several orders lower than geostrophic mesoscale mo-

tions (Sasaki et al. 2014). Recent studies indicate a likely

strong powering from submesoscale ageostrophic cur-

rents to mesoscale currents (Sasaki et al. 2014; Klein

et al. 2019); however, our model setup is not built to

study these submesoscale processes, as the resolution is

TABLE 1. Summary of the six simulation characteristics in terms of grid resolution and ocean feedbacks.

Simulation name Oceanic grid Atmospheric grid SST feedback Current feedback

LOW_CFB 1/48 1/48 Yes Yes

LOW_NOCFB 1/48 1/48 Yes No

CTRL_CFB 1/128 1/48 Yes Yes

CTRL_NOCFB 1/128 1/48 Yes No

HIGH_CFB 1/128 1/128 Yes Yes

HIGH_NOCFB 1/128 1/128 Yes No
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not fine enough and the coupling interface does not in-

clude waves, which could play a significant role in air–

sea coupling at fine scales [O(1) km] (e.g., Suzuki et al.

2014, 2016).

The input of energy by the wind to the ocean circu-

lation, or wind work (WWK), is defined as the scalar

product between wind stress t and ocean current Uo

(with bold letters representing vectors):

WWK5 t �U
o
: (2)

The eddy wind work (EWWK) in our simulations is the

wind work associated with mesoscale anomaly fields,

denoted by the prime, withmesoscale anomalies defined

as detailed in section 2d using a spatial filter (or tem-

poral for supplemental figures):

EWWK5 t0 �U0
o: (3)

In the present study, we focus on the impact of CFB on

EKE, and therefore EWWK. The mean WWK has al-

ready been shown to be decreased by CFB causing a

slowdown of the oceanic circulation (Pacanowski 1987;

Luo et al. 2005; Duhaut and Straub 2006; Hogg et al.

2009; Renault et al. 2016b, 2017b). Cross-terms, which

are [t] �U0
o and t0 � [Uo] (with square brackets denoting

the large-scale fields and primes the mesoscale fields),

are equal to 0 in a true Reynolds decomposition based

on a temporal filtering (as performed in our supplemental

information). In our WWK decomposition on large and

eddy scales based on a spatial filter, the Reynolds de-

composition is not valid and the 5-yrmeanof the two cross-

terms is therefore not exactly equal to 0 but has a negligible

contribution compared with EWWK (not shown).

3. Damping of the mesoscale activity by the CFB

a. Evaluation of the EKE

The geostrophic EKE is first evaluated from AVISO

and CTRL_CFB (see section 2e). Consistent with the

literature (e.g., Ducet et al. 2000), the spatial distribu-

tion of the EKE is characterized by a strong disparity of

energy levels, which are distributed over three orders of

magnitude (delimited by the black contours in Fig. 1a).

Very rich eddying regions are composed of western

boundary currents (WBCs; the Gulf Stream, Kuroshio,

Eastern Australian Current, Agulhas Current, Brazil

Current, andMalvinas Current). They are characterized

by strong mean currents that destabilize into eddies.

Moderate eddying regions can be identified in the vi-

cinity of WBCs, in the tropical Indian Ocean and west-

ern Pacific (where latitudinal jets instabilities generate

mesoscale eddy structures, e.g., Couvelard et al. 2008),

and in eastern boundary upwelling systems where EKE

is relatively strong with respect to the mean kinetic en-

ergy. Finally, poor eddying regions are found in the

center of the basins’ gyres. The domain-mean EKE of

the CTRL_CFB simulation has a general good agree-

ment with respect to the observations (;0.015m2 s22 on

average over the whole domain; Fig. 2, blue and black

bars). The spatial patterns are also in agreement (not

shown), even if the side panel of Fig. 1a reveals a bias

compensation with positive biases at midlatitudes (as-

sociated with WBCs) and negative biases in the tropical

bands (associated with the low energetic areas in the

center of the basins). The model is underestimating

the EKE intensity in the middle of the gyres because of

its insufficient horizontal resolution to resolve the sub-

mesoscale dynamics that sustains mesoscale activity in

these areas (Lévy et al. 2010; Sasaki et al. 2014).However,

the optimal interpolation performed in the AVISO

product also results in a smoothing and an underes-

timation of the EKE (Chelton et al. 2007b, 2011),

contributing to the model–observation mismatch.

b. Characterizing the damping of EKE by the CFB

Figure 1b depicts the spatial distribution of the EKE

difference between CTRL_CFB and CTRL_NOCFB as

well as the latitudinal variations of its zonal average. The

EKE reduction is characterized by a large spatial vari-

ability, and is negative everywhere with a few exceptions

of positive spots in the vicinity of WBCs. These are

caused by shifts of the mean currents’ paths, which are

associated with an increased stabilization of theWBCs

induced by the CFB (Renault et al. 2016b, 2017b,

2019b). In average, the CFB causes a large damping of

the EKE by 30%, and ignoring it leads to unrealistic

EKE levels in CTRL_NOCFB (Fig. 2), consistently

with previous studies (e.g., Renault et al. 2016a,b,

2017a; Seo et al. 2016; Seo 2017; Oerder et al. 2018).

To determine what drives the regional variations, three

kinds of eddying regions are defined (see black contours in

Fig. 1a): rich eddying regions (EKE . 0.1m2 s22), mod-

erate eddying regions (0.01m2s22 , EKE , 0.1m2 s22),

and poor eddying regions (EKE, 0.01m2s22). Blue bars

in Fig. 3a illustrate the eddy-killing effect in each of these

three types of regions for the CTRL simulations. The

larger the EKE, the larger its absolute reduction, but the

weaker its relative reduction:222%,234%, and242%

for high, medium, and low energetic regions, respectively.

This result underlines the fact that the EKE reduction

induced by the CFB is sensitive to the regional charac-

teristics of the ocean dynamics. The next sections explain

the spatial variations of the EKE reduction.

The ocean EKE can be modulated by two processes

(other than advection and diffusion): 1) destabilization

of the mean currents associated with shear (barotropic)
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or baroclinic instabilities and 2) exchange of energy

between the ocean and the atmosphere by EWWK. In

sections 3c and 3d, we evaluate the latter. To understand

how the EWWK (and thus the EKE) is modified by the

CFB, we first consider a simplified analytical framework

(section 3c). To evaluate the impact of the simplifica-

tions introduced in section 3c, we then compare, in

section 3d, the results obtained using this framework to

those obtained through the actual introduction of the

CFB in the simulations.

c. Analytical development of the CFB

Previous analytical studies (Bye 1985; Rooth and

Xie 1992; Duhaut and Straub 2006; Gaube et al. 2015;

Renault et al. 2017a) investigated the effect of the

CFB on the EWWK by estimating the wind stress

response to an ocean surface current perturbation U0
o

as the difference between wind stress computed from

absolute wind speedUa and relative wind speed to the

oceanic current Ur 5Ua 2U0
o (see also appendix):

t0diff 5 r
a
C

d
(jU

r
jU

r
2 jU

a
jU

a
), (4)

with the air density ra and the drag coefficient Cd taken

as constant values.

The EWWK associated with this estimation of wind

stress response t0diff to surface current perturbationU0
o is

then estimated as

EWWK
diff

5 t0diff �U0
o: (5)

Considering the three following approximations:

jUaj � jU0
oj, a small angle between U0

o and t0diff, and a

randomly distributed angle between Ua and U0
o, t

0
diff

can be approximated [see also Eq. (17) of Gaube

et al. (2015), and the appendix] as follows:

t0diff ’2
3

2
r
a
C

d
jU

a
jU0

o: (6)

We can here introduce an ‘‘analytical coupling coeffi-

cient’’ that can be interpreted as a measure of the in-

tensity of the coupling between mesoscale currents and

its wind stress response, and is therefore defined as

t0diff ’ s
tana

U0
o, (7)

and is equal, according to Eq. (6), to

s
tana

52
3

2
r
a
C

d
jU

a
j: (8)

FIG. 1. (a) The 5-yr averaged geostrophic oceanic eddy kinetic energy (EKE) in the CTRL_CFB simulation and (b) difference between

the CTRL_CFB and CTRL_NOCFB simulations. Side plots are zonal means of the corresponding map for HIGH (red), CTRL

(blue), and LOW (green) simulations, and observations (black). The black contours in (a) separate regions of high (.0.1m2 s22), medium

(0.1–0.1m2 s22), and low (,0.01m2 s22) EKE.
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Using Eqs. (7) and (5) EWWKdiff becomes

EWWK
diff

’ s
tana

U0
o �U0

o ’ 2s
tana

EKE: (9)

In this analytical development, the analytical cou-

pling coefficient stana is thus always negative [Eq.

(8)], and so is EWWKdiff [Eq. (9)]. The CFB is thus

supposed to induce a sink of energy from the ocean

to the atmosphere which is proportional to the EKE.

Under the assumption that the CFB-induced EKE

modifications (DEKE) are explained by the EWWK

modifications (i.e., EWWKdiff), without considering

processes associated with barotropic and baroclinic

instabilities, then according to Eq. (9) the relative

modification of EKE (DEKE/EKE in %) should

be proportional to stana. This coefficient stana only

depends on the module of the absolute wind speed

jUaj, which is mostly governed by the large-scale wind

as most of wind energy is located at large scales

(Fig. 7a). This linear dependency of stana with jUaj
should thus explain the regional sensitivity of the

relative EKE reduction. However, comparing Figs. 3a–c,

we show that the regional variability of the rela-

tive reduction of EKE (DEKE/EKE in %) by the

CFB is mainly constrained by EKE intensity (Fig. 3a).

The proportionality to the windmagnitude jUaj (Fig. 3b)
is not visible, which is in contradiction with the analyt-

ical development aforementioned. Two main reasons

can explain this apparent discrepancy. On one hand, the

approximations made in the analytical development

may be too crude. On the other hand, other oceanic

processes may interfere with the EWWK action. These

hypotheses are investigated in the following.

d. Impact of the CFB in the simulations

An important limitation of the aforementioned ana-

lytical development lies in the fact that Ua and U0
o are

assumed to be unchangedwhen computing the change in

wind stress t0diff and EWWKdiff associated with the CFB,

while Ua and U0
o are actually modified by the CFB.

With our set of experiments, we can evaluate both the

total CFB effect including all feedbacks (CTRL_

CFB), and the predicted CFB from the analytical

development using the CTRL_NOCFB experiment,

which does not include these feedbacks. We can there-

fore compute a ‘‘predicted’’ CFB following the ana-

lytical development using CTRL_NOCFB to compute

t0diff [Eq. (4)], EWWKdiff [Eq. (5)], and its estima-

tion from Eq. (9), and then compare it to the actual

modeled EWWK computed from CTRL_CFB using

Eq. (3) (EWWK5 t0 �U0
o).

As our focus is on the CFB, t0 must be the response of

the wind stress to the surface current perturbationU0
o, as

in the analytical development. One key point here is

thus to isolate, within all the wind stress perturbations,

the part of the signal that corresponds to the response to

U0
o. The better this signal in t0 can be isolated, the more

accurate the estimation of EWWK associated with the

CFB will be. The spatial filter as detailed in section 2d is

giving the best results to extract the anomalies of wind

stress t0 associated with U0
o, especially in comparison

with a 90-day temporal filter often used to characterize

the oceanic mesoscale, but less appropriate to the time

scales of the atmospheric variability.

The resulting EWWK map in CTRL_CFB is illus-

trated in Fig. 4 and is consistent with observations and

previous studies (e.g., Hughes and Wilson 2008; Xu

and Scott 2008; Xu et al. 2016; Renault et al. 2017a):

EWWK is negative everywhere with more negative

values over the rich eddying regions, revealing a large

sink of energy from the mesoscale oceanic currents to

the atmosphere. Note that EWWK estimated with a

temporal filter shows similar patterns (Fig. S4) but

with a much weaker signal-to-noise ratio (see discus-

sion section). In CTRL_NOCFB, EWWK computed

with Eq. (3) is almost null (side panel of Fig. 4b; see

also Fig. S5), underlying the critical effect of the CFB

on the EWWK, and indicating that the mesoscale

thermal (SST) feedback has a very limited direct im-

pact on the EWWK. The latter has also been con-

firmed in Renault et al. (2019a) by comparing a fully

coupled experiment and an experiment including CFB

but in which the SST is smoothed to keep only large-

scale SST forcing but no mesoscale SST feedback to

the atmosphere. Their two experiments reveal a simi-

lar behavior regarding the EWWK.

FIG. 2. The 5-yr geostrophic oceanic EKE averaged over the

whole simulation domain for all simulations and the observa-

tions. Percentages indicate the difference between CFB and

NOCFB for each set of simulations.
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FIG. 3. Percentage of EKE decrease due to current feedback averaged over regions

characterized by (a) their EKE level (m2 s22) in NOCFB simulations (delimited by the

black contours in Fig. 1a), (b) their wind speedUa (m s21), and (c) a combination of wind

speed and EKE (m3 s23).
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The comparison of the analytically predicted CFB

(EWWKdiff) computed from CTRL_NOCFB and the

actual EWWK in CTRL_CFB is performed in Fig. 5a.

Both estimations are highly correlated (0.87), and indi-

cate that, as suggested by the analytical development,

the CFB does induce a negative EWWK. This also

confirms that the filtering procedure used to extract the

mesoscale CFB signal in t0 is able to isolate the wind

stress response to mesoscale current. The EWWK esti-

mated from CTRL_CFB is however weaker by ;30%

with respect to EWWKdiff (Fig. 5a; slope of the regres-

sion is 0.7). This may be due to the good but still im-

perfect filtering method, and to the approximations and

limitations of the analytical approach (mainly the ab-

sence of CFB on Ua and U0
o).

Figure 5b depicts the linear regression between

EWWK (or EWWKdiff) and the reduction of EKE

to asses to which extent the reduction of EKE between

CTRL_CFB and CTRL_NOCFB (see section 3b and

Figs. 1 and 2) can be related to the negative EWWK.

EWWK and EKE reduction are significantly correlated

(0.56; significant at 95%), supporting that the EWWK is

the main driver of the weakening of mesoscale activity in

CTRL_CFB, which is also suggested by the similarity

betweenmaps on Figs. 1b and 4.However, the correlation

(0.56) is lower than in Fig. 5a, and the reduction of EKE

is less and less sensitive to EWWK as the amplitude of

EWWK increases, suggesting that other processes than

EWWK impact the EKE reduction. Indeed, the contri-

bution of intrinsic ocean instabilities has to be accounted

for; this will be discussed at the end of section 3.

Finally, as suggested by Eq. (9) and the regression

from Fig. 5b, we can verify to what extent the reduction

of EKE is linked to the level of EKE in CTRL_NOCFB

(Fig. 5c). It reveals a high negative correlation (20.79)

with a slope of;20.3 for low andmoderate EKE levels,

which explains exactly the value of 230% obtained in

Fig. 2a. For stronger EKE bins, the distribution in Fig. 5c

shows a flattening of the EKE reduction relatively to the

linear regression, which corresponds to the regional

values of Fig. 3a. This could be associated to the

variability of the coupling coefficient st or to other

processes at play in the fully coupled model but not

accounted for in the analytical development. Both are

investigated in the following section.

e. Efficiency of the EWWK and regional variability of
the CFB

As for the EWWK, the estimation of the coupling co-

efficient st between ocean mesoscale currents and the

wind stress response in CTRL_CFB requires a careful

treatment in order to get an estimation with as less as

possible noise. To do so, following Renault et al.

(2016a), st is computed for ‘‘slowly moving rotating

features’’ (i.e., nondivergent geostrophic eddies) in

CTRL_CFB by using the linear regression between

spatiotemporal anomalies (see section 2d) of current

vorticity and wind stress curl:

curl(t0)5 s
t
curl(U0

o): (10)

Note that st appears negative everywhere (Fig. 6) and

exhibits a spatial variability mainly related to the

background winds distribution [Fig. 6; black contours

denote the 8m s21 (solid) and 6m s21 (dashed) average

wind]. This is highlighted by the seasonal variation of

both winds and st in Figs. 6a and 6b. Figure 6c depicts

the distribution of st as a function of the wind magni-

tude. Consistent with the analytical development [Eq.

(8)] and satellite observations (Renault et al. 2017a), st
and the wind speed are characterized by a strong linear

dependency (correlation of 0.73 with 95% confidence):

the larger the wind speed, the more negative the st.

The slope of 22.3 3 1023 of this linear regression is

FIG. 4. The 5-yr average of eddy wind work (EWWK;Wm22) in the CTRL_CFB simulation. The side plot represents the EWWKzonal

average for HIGH_CFB (red), CTRL_CFB (blue), LOW_CFB (green), and CTRL_NOCFB (dashed blue) simulations, and observa-

tions (black).
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very close to the analytical value of 22.2 3 1023 from

Eq. (8) (with Cd 5 1.2 3 1023 and ra 5 1.225 kgm23)

and to the observed value of 22.5 3 1023 (Renault

et al. 2017a). However, both in the observations and

the model a positive offset exists, indicating a partial

re-energization of the ocean (due to the full feedback

loop: CFB induces a negative stress anomaly, which

in turn causes a positive wind anomaly, which par-

tially counteract the CFB nominal effect), which is not

represented in the analytical development. Therefore

st can be predicted from jUaj as st522.33 1023jUaj1
0.003 (Nm23 s21).

Assuming that the EWWK is the main driver of the

EKE decrease and that st represents its intensity, the

relative reduction of EKE should depend only on

the coupling coefficient, st. The pattern of EKE re-

duction should be similar to that of st and, thus, to

jUaj as st can be also approximated as a linear ex-

pression of jUaj [Eq. (8) and Fig. 6]. However, Fig. 1b

and Fig. 3b do not support this assumption. Although

the mean value of the EKE relative reduction (230%;

Fig. 2) is in agreement with the analytical estimate

(Fig. 5c), its spatial pattern does not follow the an-

alytical development (Figs. 1b and 3). Figure 5c

confirms the broad view given in Fig. 3a: the CFB

effect is less efficient in very rich eddying regions

than in other regions while Eq. (9) suggests that CFB

relative effect should be proportional to st and

therefore to jUaj [Eq. (8)]. This apparent contra-

diction is explained by the fact that in rich and

moderately rich eddying regions (e.g., WBCs and

their surroundings) other processes than EWWK

have a large influence on the EKE evolution. In

these regions, consistent with Eq. (9) and Fig. 4,

EWWK is stronger in amplitude than in other re-

gions. However, the contribution of EWWK to EKE

is balanced by barotropic and baroclinic instabilities

(Zhai et al. 2010; Loveday et al. 2014) that are less af-

fected by CFB [O(10%), Renault et al. 2017b]. By

contrast, in poor eddying regions (e.g., the basin

centers), baroclinic and barotropic instabilities are

generally very weak (Zhai et al. 2010) and the EKE

evolution is mainly controlled by EWWK. The rela-

tive impact of the CFB is therefore stronger (from

;230% to 240%).

To sum up, the relative impact of CFB is reduced in

regions (WBCs) where EWWK is not the only driver of

EKE, explaining the apparent link to the EKE level

(Fig. 3a), and the weak effect of the spatial variations of

st and jUaj (Figs. 3a–c).

4. Sensitivity to the model spatial resolution

The previous section evidenced the significant

damping of the EKE by the CFB at the quasi-global

scale as well as its regional sensitivity, which is associ-

ated with both the synoptic wind and the amplitude of

the EKE itself. In the following, sensitivity of the results

to the spatial resolution of both oceanic and atmospheric

models is explored.

a. Sensitivity to the oceanic resolution

Not surprisingly, when diminishing the oceanic spatial

resolution from 1/128 (CTRL_CFB) to 1/48 (LOW_

CFB), the oceanic model becomes only eddy-permitting,

except for the equatorial band [108S–108N; see also Fig. 1

from Hallberg (2013)]. EKE levels in LOW_CFB ex-

periment are thus largely underestimated (3–10 times

smaller than in CTRL_CFB; Fig. 1a side panel).

However, despite these large EKE differences, the

striking result when comparing LOW_NOCFB and

LOW_CFB lies in the fact that the EKE damping (in%)

FIG. 5. (a) Regression between analytical eddy wind work difference due to the current feedback (EWWKdiff) computed from CTRL_

NOCFB and the actual eddy wind work in CTRL_CFB (EWWK); (b) regression between EWWK (blue) or EWWKdiff (gray), and the

difference of EKE due to current feedback in CTRL (DEKE5 EKECTRL_CFB 2 EKECTRL_NOCFB); and (c) regression between EKE in

CTRL_NOCFB andDEKE inCTRL.Dashed lines in (a) and (b) are the linear fits for CTRL_CFB. The star-dashed line in (c) is the linear

regression with a slope equal to 20.3.
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is very similar to that of CTRL experiments: 225%,

compared to 229% (Fig. 2a). Additionally, the impact

of the CFB is also characterized by the same regional

variability (with a weaker impact in rich eddying re-

gions, e.g., WBCs) from 238% to 223% (Fig. 3a). At

the global scale, the relative reduction of EKE (in %)

is almost insensitive to the oceanic spatial resolution,

which is coherent with Eq. (9). Because the EKE is

much weaker in the 1/48 than in the 1/128 ocean sim-

ulations, the impact of CFB is weaker in absolute

value, but its relative contribution to the EKE level

remains comparable regardless the resolution. The

slightly weaker impact of CFB (in %) in LOW than in

CTRL experiments can be explained by the CFB re-

gional dependency. As explained in section 3e, in

very rich eddying regions the EKE is controlled not

only by the EWWK but also by baroclinic and baro-

tropic instabilities. Because of its coarser spatial

resolution, the EKE distribution in LOW_CFB is

shifted toward WBCs regions in comparison with

CTRL_CFB: low and medium bins of EKE (Fig. 3a)

capture more points located in WBC regions in LOW_

CFB than in CTRL_CFB. This explains why, for a given

level of EKE, the relative influence of the EWWK is

lower in LOW_CFB than in CTRL_CFB and, thus, why

the relative impact of the CFB (in %) is weaker. In any

case, it is worth noting that even with a relatively coarse

model simulation O(1/48), CFB has still a strong im-

pact on the mesoscale activity. Neglecting this process

will artificially increase the insufficient EKE in such

models, but for the wrong reasons (model errors

compensation).

b. Sensitivity to the atmospheric resolution

By contrast, the increase of the atmospheric resolu-

tion from CTRL (1/48) to HIGH (1/128) has no signifi-

cant impact either on the EKE levels (Fig. 2), or on the

EKE reduction induced by the CFB. At first glance, this

might be surprising. Atmospheric fine scales are better

resolved in a 1/128 than in a 1/48 model. In addition, the

coupling interface is more coherent in HIGH than in

CTRL simulation, as in HIGH the ocean and atmo-

sphere share the exact same grid, whereas in CTRL

experiment, oceanic data are averaged over 3 point 3
3 point boxesbefore being sent to theatmosphere.However,

the insensitivity of the CFB to the atmospheric resolu-

tion in our experiments is explained by a combination of

two facts. First, as demonstrated in section 3e, the cou-

pling coefficient st can be expressed as a function of wind

magnitude jUaj in agreement with the analytical results

FIG. 6. Coupling coefficient st, as defined by Eq. (10) in CTRL_CFB: (a) averaged over the five boreal winters [December–March

(DJFM)] and (b) averaged over the five boreal summers [June–September (JJAS)]; black solid contours depict the 8m s21 wind speed,

and black dashed contours depict the 6m s21 wind speed. Also shown is (c) st averaged over the whole domain and seasons as a function of

wind speedUa in the three simulationsHIGH_CFB (red), CTRL_CFB (blue), LOW_CFB (green). Pointswhere the correlation coefficient is

lower than 0.2 have been removed. The black dashed line is the linear fit for CTRL_CFB (with a slope of 20.023 and an offset of 0.003).
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of Eq. (8). As shown in Fig. 7a, most of the wind energy

is located at large scales, and the differences between

CTRL and HIGH winds are hardly visible at scales

larger than 125–150 km. This explains why the coupling

coefficient st, which is proportional to jUaj, is consis-

tently similar in all the simulations (Fig. 6). The in-

tensity of the coupling between mesoscale surface

currents and its wind stress response is thus insensitive

to the differences in model resolutions considered in

this study.

Second, the identical impact of CFB in HIGH and

CTRL experiments is also explained by the effective and

nominal spatial resolutions of the oceanic and atmo-

spheric models, respectively. The distribution of wind

work (WWK) among scales and regions is illustrated by

the wind stress and surface current cospectrum (Fig. 7d).

In the simulations that ignore CFB (NOCFB simula-

tions), consistent with the absence of sinks of energy and

eddy killing, the cospectrum is positive everywhere, in-

dicating that energy is injected from the atmosphere to

the ocean at any scale. In all the simulations with CFB

(CFB simulations, solid lines with dots), the cospectrum is

negative for scales ranging from ;100 to ;1000km, re-

flecting the sink of energy from the ocean to the atmo-

sphere. These scalesmainly correspond to oceanic eddies,

and extended meandering structures (Gulf Stream,

Kuroshio, etc.). In a 1/128 oceanic simulation, the scales

mostly affected by CFB are in a range fairly well repre-

sented by the atmospheric 1/48 resolution (Figs. 7a,d).

Note that at larger scales, not represented in the

FIG. 7. (a)Wind speed power spectrum, (b) wind stress power spectrum, (c) geostrophic current power spectrum,

and (d) cospectrum of the geostrophic wind work (WWKr0) as a function of wavenumber. All spectra are averaged

over the whole oceanic domain, and over the 5 years of simulation, for the HIGH (red), CTRL (blue), and LOW

(green) simulations. In (a)–(c) CFB simulations are represented. In (d) both CFB (star solid lines), and NOCFB

(solid lines) are represented, as well as the observations (black). Note that in the spectral space, wavelengths are

considered, and thus the minimal representable wavelength corresponds to two grid points.
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cospectrum, the atmosphere forces the ocean, which is

reflected by a positive WWK (albeit weakened by the

CFB: Pacanowski 1987; Luo et al. 2005; Duhaut and

Straub 2006;Hogg et al. 2009;Renault et al. 2016b, 2017b).

The effective resolution of the 1/128 ocean model is

about 6–7 times the grid spacing (;50–60km; Soufflet

et al. 2016), and the surface currents of the 1/128 ocean
model sent to the 1/48 atmospheric model are not sig-

nificantly affected by the 3 3 3 point box average. This

is clearly visible on ocean kinetic energy spectrum

(Fig. 7c) where the 1/128 current spectrum computed on

the 1/128 (blue line) and on the 1/48 grid (cyan line) are

identical for scales larger than 250 km, and very little

affected for scales between 125 and 250km. Therefore,

scales affected by CFB (from;100 to;1000km) are not

impacted by the 33 3 point box average. Consequently, in

order to ensure a proper representation of CFB, the at-

mospheric model grid must have a grid resolution fine

enough to ‘‘see’’ and respond to the oceanic currents. The

required atmospheric resolution is thus driven by the ef-

fective resolution of the ocean model in order to keep

acceptable levels of oceanic EKE seen by the atmosphere.

These results explain why the CTRL simulation has

an atmospheric resolution fine enough to correctly

represent the CFB, and why using the HIGH resolution

does not significantly alter neither the sinks of energy

nor the EKE. The atmospheric nominal resolution

should match the ocean effective resolution. Thus, an

atmospheric resolution 3–5 times lower than that of the

ocean is suitable if it remains fine enough to properly

represent large-scale surface wind speed (.500 km),

which controls the intensity of the coupling coefficient

st. Note that this atmospheric resolution constraint

concerns only the representation of the CFB on a broad

perspective. Other processes or local air–sea cou-

pling effects, for example in coastal regions, may

require a higher-resolution atmospheric grid to be

correctly accounted for.

5. Discussion and conclusions

The current feedback (CFB) induces a negative eddy

wind work (EWWK) that reveals a sink of energy from

the mesoscale oceanic currents to the atmosphere. This

sink of energy is responsible for a damping of the geo-

strophic mesoscale activity by roughly 30%. While the

amplitude of themesoscale activity reduction, and of the

sink of energy are larger over rich eddying regions,

paradoxically, the relative impact of CFB on the meso-

scale activity is more efficient (up to 40%) over poor

eddying areas. This counterintuitive result is explained

by regional differences in the balance between ocean

intrinsic instabilities and EWWK: in rich eddying regions,

barotropic and baroclinic ocean instabilities are strong

and thus the relative contribution of EWWK to the EKE

is not as strong as in other regions. Consequently, the

CFB relative contribution to the EKE reduction is less

important in rich-eddying regions. This explains the

wide range of EKE damping sensitivity to the CFB

found in previous regional coupled studies (e.g., Renault

et al. 2016a,b, 2017b; Seo et al. 2016; Seo 2017; Oerder

et al. 2018). In agreement with these previous studies,

we also find that the CFB impact on the vertically in-

tegrated (or barotropic) EKE is slightly lower but

certainly not negligible (216%), showing the same

pattern and processes as geostrophic EKE (Fig. S7).

Furthermore, we show that the amplitude of the neg-

ative EWWK caused by the CFB is driven by the level

of EKE and by the coupling coefficient between me-

soscale surface current and surface stress st. The

largest sinks of energy are located over rich eddying

regions where st is particularly negative. Consistent

with previous results, we demonstrate that st can be

predicted as a function of wind speed magnitude (Bye

1985; Rooth and Xie 1992; Duhaut and Straub 2006;

Gaube et al. 2015; Renault et al. 2017a). The analytical

framework developed in previous studies (Rooth

and Xie 1992; Duhaut and Straub 2006; Gaube et al.

2015), however, overestimates (by ;30%) the pre-

dicted EWWK due to the omission of Ua and U0
o

changes due to the CFB (feedback loop).

The sensitivity to the model resolution is assessed by

comparing the CTRL simulations (spatial resolution

of 1/128 for the ocean, and 1/48 for the atmosphere) to

two sets of simulations in which model resolution is

degraded in the ocean from 1/128 to 1/48(LOW) or

increased in the atmosphere from 1/48 to 1/128 (HIGH).

The main result is that regardless of the horizontal res-

olution in our set of simulations, the relative decrease of

EKE from a simulation without CFB to a simulation

with CFB is similar (from 225% to 230%). Not sur-

prisingly, the 1/48 oceanic simulations have amuch lower

EKE than the 1/128 simulations, and, consistent with

previous findings, the subsequent sink of energy is

weaker. However, the relative decrease of EKE (in %)

at low resolution (1/48) remains quite similar to the one

observed at higher resolution (1/128). Ignoring the CFB

at low resolution will thus artificially increase the too-

low EKE in such models (errors compensation). More

interestingly, we demonstrate that the eddy killing is

insensitive to an increase in the atmospheric model

spatial resolution from 1/48 to 1/128. This result is ex-

plained by the combination of two factors. First, the

coupling coefficient st is proportional to the surface

wind magnitude, and is therefore insensitive to model

resolution as long as large-scale winds, which account
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for most of the wind energy, are correctly represented.

The simulations with a 1/128 ocean resolution and 1/48
or 1/128 atmosphere resolution have consequently a

comparable st, and subsequent sink of energy. Second,

the correct representation of CFB requires the atmo-

spheric nominal resolution to be finer than the oceanic

effective resolution, which is the case in all our sim-

ulations. With similar spatial resolution, the computa-

tional cost of an ocean–atmosphere coupled model is

mostly attributable to the atmospheric component.

Our results allow us to answer a long-standing question

about the necessity, or not, to have the same oceanic

and atmospheric spatial resolution to correctly resolve

mesoscale air–sea energy transfers, and their implica-

tions on ocean energetics. With such a focus, the re-

quired atmospheric resolution in a coupled model

should be driven by the effective resolution of the

ocean model. A factor of 3 (or even up to 5) between

the spatial resolution of the oceanic model and that of

the atmospheric model is therefore largely acceptable

in terms of mesoscale air–sea coupling and exchange

of energy between the ocean and the atmosphere.

These results are obviously valid for the open ocean,

and are not necessarily true for regions characterized

by specific coastal effects that would need to be re-

solved by the atmospheric model. In addition, our study

only addresses the impact of CFB on the wind input

and ocean geostrophic EKE; it does not assess the im-

pact of both CFB and SST feedback on the atmo-

spheric boundary layer (more than wind stress; e.g.,

Putrasahan et al. 2013; Oerder et al. 2016), which may be

differently sensitive to the atmospheric resolution (but

keeping in mind that the SST gradients are affected by

the effective resolution of the model as currents are).

Recent studies (e.g., Su et al. 2018) have also suggested

that submesoscale motions could significantly impact

the air–sea exchanges and heat transport. Such effects

may be accounted for in higher-resolution studies that

resolve submesoscale, and their potential influence on

the results of the present study should be assessed.

The extraction of the mesoscale anomalies appears

sensitive to the filtering proceduremainly because of the

different spatial and temporal scales that characterize

oceanic and atmospheric circulations. We therefore

reproduced all of our diagnostics using a temporal filter

(a 90-day temporal filter, which is a typical temporal

scale used to select oceanic mesoscale; see Figs. S2–S4).

This temporal filter is less selective than the spatial filter

especially for the atmospheric component as almost all

the atmospheric energy is concentrated at scales smaller

than 90 days. This filter is thus less appropriate to select

the atmospheric response to themesoscale coupling and,

for example, the EWWK estimated using the temporal

filter is therefore less consistent with the analytical

development than the EWWK estimated using a spa-

tial filter (see section 3d). While the main sinks of

energy are still present (but noisy), the center of the

gyres and the nearshore regions are characterized by a

positive EWWK, which is due to the presence of wind-

driven currents (see Fig. 4 and Fig. S4). These large

differences could question our results and their ro-

bustness to the filtering procedure. The key point to

answer this comment is that most of the differences

related to the method chosen to define the mesoscale

will mostly cancel each other as soon as we con-

sider differences between simulations with and with-

out CFB. For instance, the sink of energy defined as

(EWWK_CFB2EWWK_NOCFB) is similar for both

filters (see Fig. S6), and the EKE decrease from NOCFB

to CFB experiments show similar amplitudes, and the

same regional sensitivity with a spatial or a temporal filter

(Fig. 2 and Fig. S2). The choice of using a spatial filter in

this work has been driven by the willingness of getting a

more accurate selection of the atmospheric response to

the presence of mesoscale surface current in order to get

results closer to the analytical framework.

To conclude, our results confirm the ubiquitous im-

portance of the CFB on the ocean EKE distribution.

This has a large implication for the ocean modeling

community as it emphasizes the fact that the CFB

should be taken into account also in forced ocean

models (even at low resolution) in order to obtain a

realistic representation of both the large-scale and

mesoscale circulations. To achieve this, a promis-

ing perspective is to use a parameterization of the

CFB based on the coupling coefficient st (Renault

et al. 2019c).

Finally, our results are very relevant for the climate

modeling community as they provide guidance to de-

termine the adequate atmospheric spatial resolution in

coupled models. The atmospheric model is computa-

tionally themost expensive component, which generally

prevents its resolution increase to ocean eddy-resolving

nominal resolution.We show here that ocean–atmosphere

interactions at the ocean mesoscale can be efficiently

taken into account in coupled models without having

to work with a computationally prohibitive atmo-

spheric resolution.
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APPENDIX

Analytical Development of the CFB

The analytical framework of CFB as summarized

in section 3 is detailed here. It is based on the pre-

vious works by Bye (1985), Rooth and Xie (1992),

Duhaut and Straub (2006), Gaube et al. (2015), and

Renault et al. (2017a). This appendix details the step

by step simplifications and assumptions made in this

analytical framework. The effect of the CFB on the

wind stress is assessed by computing a difference

between wind stress computed from absolute wind

speed Ua and relative wind speed to the oceanic

current:

t
diff

5 r
a
C

d
jU

a
2U

o
j (U

a
2U

o
)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Relativewind stress

2 r
a
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d
jU

a
jU

a|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Absolutewind stress

,

(A1)
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o
j5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jU
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j2 1 jU

o
j2 2 2U

a
�U

o

q
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U
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5 jU

a
j jU

o
j cosu: (A3)

Considering that (first approximation)

jU
a
j � jU

o
j, (A4)

Eq. (A2) becomes
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and Eq. (A1) becomes
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If we define (i, j) the unit vector (pointing in, perpen-

dicular to) the direction of Ua:

U
a
5 jU

a
j i, (A9)

U
o
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o
j cosu i1 jU

o
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Eq. (A8) becomes
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We define

e5 cosui1
1
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sinuj, (A12)

and its module:
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Making two approximations, which are verified at

the mesoscale [see also the appendix of Renault et al.

(2017a)], it is shown that

1) The angle between Uo and t0diff is small

jU
o
j � e’U

o
jej; and (A14)

2) u has a random and uniform distribution between 0

and 2p, and then jej can be replaced by its mean

value, which is ;3/4.

Then finally, the eddy-killing effect can be approxi-

mated to

t0diff ’2
3

2
r
a
C

d
jU

a
jU0

o: (A15)
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Villas Bôas, A., O. T. Sato, A. Chaigneau, and G. P. Castelão,
2015: The signature of mesoscale eddies on the air–sea

turbulent heat fluxes in the South Atlantic Ocean.

Geophys. Res. Lett., 42, 1856–1862, https://doi.org/10.1002/

2015GL063105.

Xu, C., X. Zhai, and X.-D. Shang, 2016:Work done by atmospheric

winds on mesoscale ocean eddies. Geophys. Res. Lett., 43,

12 174–12 180, https://doi.org/10.1002/2016GL071275.

Xu, Y., and R. B. Scott, 2008: Subtleties in forcing eddy resolving

oceanmodels with satellite wind data.OceanModell., 20, 240–

251, https://doi.org/10.1016/j.ocemod.2007.09.003.

Zhai, X., and R. J. Greatbatch, 2007: Wind work in a model of the

northwest Atlantic Ocean. Geophys. Res. Lett., 34, L04606,

https://doi.org/10.1029/2006GL028907.

——, H. L. Johnson, and D. P. Marshall, 2010: Significant sink of

ocean-eddy energy near western boundaries. Nat. Geosci., 3,

608–612, https://doi.org/10.1038/ngeo943.

——,——,——, and C.Wunsch, 2012: On the wind power input to

the ocean general circulation. J. Phys. Oceanogr., 42, 1357–
1365, https://doi.org/10.1175/JPO-D-12-09.1.

2602 JOURNAL OF CL IMATE VOLUME 33

Unauthenticated | Downloaded 04/19/21 01:51 PM UTC

https://doi.org/10.1007/s00382-016-3161-0
https://doi.org/10.1038/ncomms6636
https://doi.org/10.1038/ncomms6636
https://doi.org/10.1016/j.dsr.2008.09.010
https://doi.org/10.1175/JCLI-D-16-0834.1
https://doi.org/10.1175/JCLI-D-16-0834.1
https://doi.org/10.1175/JPO-D-15-0086.1
https://doi.org/10.1016/j.jcp.2009.09.002
https://doi.org/10.1175/MWR2830.1
https://doi.org/10.5065/D68S4MVH
https://doi.org/10.1016/j.dynatmoce.2008.01.001
https://doi.org/10.1016/j.dynatmoce.2008.01.001
https://doi.org/10.1175/1520-0485(2000)030%3C1532:NSOTNA%3E2.0.CO;2
https://doi.org/10.1175/1520-0485(2000)030%3C1532:NSOTNA%3E2.0.CO;2
https://doi.org/10.1016/j.ocemod.2015.12.004
https://doi.org/10.1016/j.ocemod.2015.12.004
https://doi.org/10.1038/s41467-018-02983-w
https://doi.org/10.1038/s41467-018-02983-w
https://doi.org/10.1175/JPO-D-13-0146.1
https://doi.org/10.1002/2015JC011563
https://doi.org/10.1002/2015GL063105
https://doi.org/10.1002/2015GL063105
https://doi.org/10.1002/2016GL071275
https://doi.org/10.1016/j.ocemod.2007.09.003
https://doi.org/10.1029/2006GL028907
https://doi.org/10.1038/ngeo943
https://doi.org/10.1175/JPO-D-12-09.1

