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Abstract

We report theoretical investigations of charge migration that takes place along the

backbone of conjugated hydrocarbons, simulated using time-dependent density func-

tional theory and analyze using tools from nonlinear dynamics. In this electron-density

framework charge migration modes emerge as attosecond solitons and the same type

of solitary-wave dynamics manifests in full molecular simulations and in a simplified

model of the conjugated π system. These attosecond-soliton modes result from a bal-

ance between dispersion and nonlinear effects tied to time-dependent multi-electron

interactions. The soliton-mode mechanism, and the nonlinear tools we use to analyze

it, pave the way for understanding migration dynamics in a broad range of organic
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molecules. For instance, we demonstrate the opportunities for chemically steering

charge migration via molecular functionalization, which can alter both the initially

localized electron perturbation and its subsequent time evolution.

The movement of electrons and holes in matter regulates many physical and chemical pro-

cesses such as chemical reactions, photosynthesis and photovoltaics, and charge transfer.1,2

These dynamics can reach down to the Angstrom and attosecond spatio-temporal scales, and

are commonly referred to as charge migration (CM).3–8 At the fastest time scales, CM is un-

derstood as the purely electronic-driven dynamics that takes place before nuclei have time to

move. It can be the precursor for many of the down-stream processes mentioned above,2,9–11

and therefore a means of understanding and ultimately steering them via charge-directed

reactivity.12,13

The study of molecular CM is a formidable endeavor. Experimental studies require co-

herent probes with attosecond resolution,2,6,14 as enabled by the continuous progress in x-ray

and table-top high harmonic sources over the past few decades.1 Theoretical investigations

of CM necessitate models with multiple interacting electrons,15,16 even when nuclear motion

is ignored.17–21 Furthermore, systematic studies of the mechanisms responsible for regulating

CM involve the analysis of systems with a large number of coupled degrees of freedom.

In this work, we show that periodic modes of CM with a localized hole that travels

back and forth along the molecule’s conjugated chain emerge as attosecond solitons. These

solitary waves represent a balance between dispersion and nonlinear effects that are driven

by time-dependent multi-electron interactions. The attosecond-soliton picture provides a

generic mechanism for sustained CM in organic molecules that does not rely on nonphysical

molecular orbitals for its description. Notably, we find that the same molecule can support

several of these CM modes with periods varying by several hundred attoseconds. We discuss

the implication of our results for future theoretical and experimental CM studies, including

the opportunities for chemically steering CM by molecular functionalization.

Recent simulations demonstrated that halohydrocarbons support facile CM, via hopping
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between π bonds.21 The result was obtained for a hole initially localized on the halogen,

meaning that the robustness of the CM with respect to changes in the initial hole remains un-

explored. Here we address this question using bromohexatriyne for illustration. Specifically,

we investigate the influence of the initial hole localization on the CM it induces. We compute

CM dynamics in the singly ionized cation with ab initio time-dependent density-functional

theory (TDDFT) in NWChem,22,23 using cc-pVDZ and Stuttgart RLC-ECP Gaussian basis

sets together with the PBE0 exchange-correlation functional (see SI for complete simulation

details).

Figure 1 shows the result of a CM-period analysis in bromohexatriyne. The more the

initial hole is localized the further away its electronic structure is from the ground-state

distribution. This translates into a higher level of molecular excitation, which we indicate

along the lower x axis. We vary the portion of the electron hole initially localized on the

Br atom, as discussed in the Computational details below, and follow its subsequent time

evolution. We then compute the frequency of CM modes that move the density between the

Br and final C≡C−H groups in the target – orange markers in figure 1. The period of the

CM increases with the initial-hole localization (excitation energy). This increase happens

in a step-wise fashion over ranges of initial conditions that lead to essentially the same CM

period. Note the two distinctive plateaus between 1.7 eV and 3.3 eV, and 4.3 eV and 6 eV,

highlighted with the dashed grey lines in the figure. In each of those plateaus, CM motions

corresponds to the hole periodically propagating back and forth through the entire chain

by hopping between the Br and adjacent pairs of C≡C – see reference (21) for sample CM

motions.

The CM-modes associated with each of the plateaus in figure 1 correspond to regions of

the parameter space over which different initial conditions lead to the same CM motion, all

with essentially the same period. In other words, the overall CM dynamics is not so much

determined by the details of the individual electronic degrees of freedom, nor the competition

between them, than it is driven by their collective response. This type of collective behavior is
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Figure 1: Main frequency of the bromohexatriyne CM motion that moves the hole throughout
the entire molecule, between the Br and final C≡C-H groups, when varying the degree of
localization of the initial hole on the Br. The left/bottom axes show the corresponding CM
period and excitation energy, respectively.

usually referred to as synchronization and has been identified throughout physics, engineering

and biology.24–26 Below we explain how this synchronization emerges through a solitary-wave

mechanism, providing a novel way to understand CM dynamics in real space directly in time

domain. Notably, the type of parametric stability exhibited in the plateaus is essential for

experimental applications as it provides a robustness of the migration dynamics against

uncertainties in the way the hole is created.

To facilitate further the nonlinear analysis of CM modes, we build a one-dimensional

model of the π system of alkene/alkyne hydrocarbons for which we can perform extensive

computations and detailed analyses (see SI). We first focus on the conjugated carbon chain

alone and discuss the effect of functionalization at the end of the paper. Figure 2 shows

the results of a CM-period analysis akin to that of bromohexatriyne above. For each initial

hole configuration we compute the field-free CM dynamics and extract the main frequency

component of any motion that moves the hole density between the two ends of the molecule

(dark orange markers). The results are strikingly similar to the 3D bromohexatriyne case.

First, the period of the CM increases with increasing molecular excitation energy: initially

more localized holes lead to slower CM. Second, this increase proceeds in an almost step-

wise fashion via a series of plateaus. Within each of these plateaus, the period of the CM

is essentially independent of the excitation energy or, equivalently, of the details of how the

hole was initialized.
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Figure 2: (dark orange markers) Similar CM-frequency/period analysis as in figure 1 for a
model conjugated π system with four carbon dimers – see inset. For comparison, light grey
dots show a direct computations of periodic CM modes in the full phase space of the model
π system.

In figure 3 (a,b) we show the temporal evolution of sample densities associated with two

different plateaus of figure 2, labeled 1 and 2 on the figure. In our model π system, these

dynamics are best understood by looking at the density contribution from the Kohn-Sham

(KS) orbital in which we introduce the initial hole. Both panels reveal qualitatively similar

motions where the initial electron density, instead of spreading, remains localized in space and

periodically propagates through the entire π system like a particle. We observe qualitatively

similar results in the other plateaus of figure 2. Notably, when looking at the CM dynamics

in terms of the physical quantity, the hole density, we see that it follows the same type of

back-and-forth motion as the unpaired KS electron density – compare panels (b) and (c).

We understand the correspondence between the two as the result of the orthonormality of

the KS orbitals in TDDFT (see the Computational details below): The localized density

of panel (b) corresponds to an unpaired KS-orbital channel, which therefore contributes a

single electron to the total one-body density. The other KS orbitals, which are forced to

“stay away” from it via orthogonality conditions, all correspond to fully filled KS channels

and therefore contribute two electrons to the density ultimately leading to the matching hole

density in panel (c).

To better understand the mechanism that regulates the particle-like hole dynamics shown

in figure 3, we formally decompose the TDDFT Hamiltonian operator Ĥeff (see Computa-
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Figure 3: (a,b) Electron density contribution from the unpaired KS-orbital channel in which
we introduce the initial localized-hole perturbation – see text. (c) Hole density associated
with panel (b). The overhead labels 1○ and 2○ indicate the plateaus of figure 2 from which
these are taken.

tional details) into its linear and nonlinear parts Ĥeff [ρ(t)] = Ĥeff [ρGS] + ∆Ĥeff [ρ (t)] , where

ρGS is the ground-state one-body density of the molecular cation. Modeling the CM as a

beating of molecular orbitals (MO) amounts to neglecting the nonlinear part ∆Ĥeff [ρ (t)].

We find that the linearized MO-beating approximation yields qualitatively different results

from those of figure 2 and we understand the inadequacy of the MO-beating picture as fol-

lows (also illustrated in the SI): MOs are delocalized over the entire π system and thus, in

order to obtain a tightly localized electron density over a portion of the chain, one needs a

coherent superposition of multiple MO wave functions. Then, the mismatch in the energy

spacing between these MOs would lead to a decoherence, and thus spread, of the electronic

density, which we do not observe here. This shows that the dispersion associated with the

linear part of Ĥeff [ρ(t)] is cancelled by nonlinear effects associated with the nonlinear com-

ponent ∆Ĥeff [ρ (t)], ultimately leading to the non-dispersing solitary-wave dynamics shown

in figure 3.

To conclude our nonlinear analysis, we return to figure 2 and note that the CM-period

analysis starting from a hole on one end of the system (dark orange markers) explores only

a narrow portion of the total phase space for CM dynamics. One could design different ways

to generate the initial hole, each potentially exploring a different portion of the phase space.

To more fully explore the phase space in our model system, we carry out a direct systematic

search for periodic CM modes that exhibit a traveling solitary wave similar to figure 3 (b,c),
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in the full parameter space of the model π system. We show the period and excitation-energy

of these CM modes with light grey markers in figure 2. As a whole, these results give a very

clear picture of how the dynamics of particle-like CM is organized in the phase space of the π

system: The “ladder” of extended plateaus again shows that essentially the same CM period

can be observed over a wide range of excitation energy, often spanning more than one eV.

We also recover the general trend that slower CM modes are only available for more excited

electronic configurations of the target – note the lack of periodic CM modes in the upper-left

corner of the figure.

In figure 2, the comparison between the periodic CM modes and previous CM-period

analysis is stunning – light grey and dark orange markers, respectively: All the plateaus

in the latter match a set of periodic modes in the former. In other words, these periodic

CM modes form the dynamical skeleton that regulates the CM we observed when creating

an ad hoc localized hole at one end of the π system. The “cleanliness” of that motion –

e.g., figure 3 (a) vs (b) – depends on how close the initial condition puts the electronic

configuration to a suitable periodic CM mode it can mimic. Altogether this suggests a

two-pronged approach to CM studies: (i) asking whether the molecule of interest supports

periodic soliton CM modes. If so, then (ii) tailor the ionization process to create an initial

hole that results in these CM mode(s) of interest.

In conclusion, we have performed detailed analyses of CM in conjugated organic molecules

using tools from nonlinear dynamics. In the density picture we showed that periodic CM

modes, with a hole traveling back-and-forth through the π system in a particle-like manner,

emerge as solitary waves. This mechanism is fundamentally different from the few-orbital

beating pictures that have previously been employed6,9,17 and is driven by time-dependent

multi-electron interactions. Similar solitary-wave CM modes are observed in both full-

dimensional simulations and simplified conjugated model. Our results suggests that the

particle-like CM motions we identify emerge as a result of the dynamical mean-field inter-

action alone. Long-range many-electron interactions are a hallmark of conjugated organic
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molecules, which makes the possibility for sustained CM motions widely available in these

systems. Surprisingly, our analysis reveals that the same molecule can support several soliton

CM modes with very different periods. In the full bromohexatriyne simulations of figure 1,

the two CM modes are 500 as apart. For the model π system shown in figure 2, the identified

CM periods vary over a range of about 1 fs.

Finally, practical application of the principles we report requires creating a localized hole

in one region of the molecule. Experiments and simulations have shown that strong-field

ionization of halohydrocarbons can result in a local hole on the halogen.7,27,28 To determine

the relationship between functionalization and attosecond soliton CM modes, in the model π

system, we emulate halogen functionalization by adding an atomic center at one end of the

conjugated-carbon chain. When varying the properties of this atomic center we have found

that it can change, or even altogether disable, CM observed in the rest of the chain (see SI

figure S1 for an illustration). This speaks to the idea of chemical control of CM, where a

functional group added to a conjugated organic system can act as a bias and alter the ability

of the rest of the molecule to support periodic CM modes. More broadly, the possibility for

altering a molecule’s ability to support CM through changes in its electronic configuration

opens the door to doing the same thing through external knobs like laser fields: The laser

would selectively switch sustained CM “on” or “off” in the target sample by enabling or

preventing its CM modes.

Computational details

In all simulations we use TDDFT, in the Kohn-Sham (KS) formalism,29 with fixed nuclei

i∂tφk(~r; t) = Ĥeff [ρ] (~r)φk(~r; t). (1)
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In the molecular cation with N − 1 active electrons, the one-body density reads

ρ(~r; t) =
N−1∑
k=1

|φk(~r; t)|2. (2)

Following Pauli’s exclusion principle, the KS orbitals {φk}k are orthonormal wave function in

their spin and space coordinates. The one-body density provides a real-space representation

of the electronic-charge distribution in the molecule. From it, the hole density ρh(~r; t) =

ρN(~r)− ρ(~r; t) is computed by taking the difference with the neutral’s ground-state density

ρN(~r).

In this work, we investigate the influence of the initial hole localization on its subsequent

CM dynamics. Specifically, we systematically and continuously vary the initial degree of

localization of a one-electron hole around one end of the conjugated system. By convention

0% localization corresponds to the cation ground state and 100% to a fully localized hole. To

build the initial hole for the Gaussian basis-set TDDFT simulations, we use constrained DFT

(cDFT),30 which combines standard energy minimization techniques with the constraint of

having a certain amount of the hole localized around a specific center in the molecule. This

approach allows us to consistently impose the initial-hole configuration without involving ad

hoc MO mixing. The cDFT approach was shown to be successful in a previous study of CM

in halocarbons.21 For the model π system, we build our variably-localized hole configuration

with a linear combination of a few occupied and unoccupied MOs of the corresponding cation.

Following the initialization of the hole, we compute the subsequent TDDFT dynamics in the

full, unrestricted TDDFT framework of equations (1,2), for both the real molecule and model

system.
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Supporting Information: Charge Migration Manifests

as Attosecond Solitons in Conjugated Organic Molecules

TDDFT simulations

For full-dimensional ab-initio TDDFT simulations in bromohexatriyne,21 we use an all-

electron, spin polarized level of theory with the hybrid PBE0 functional, cc-pVDZ basis

set for the H and C atoms and Stuttgart RLC ECP for Br, as implemented in the NWChem

package.22,23 Following the initial hole configuration (see below), we time propagate the

TDDFT dynamics for 29 fs (1200 a.u.) with a time step of 0.2 a.u. (4.8 as).

For the reduced π-system model (see next section), we use spin-restricted TDDFT

with local-density approximation (LDA) Slater-exchange and correlation potentials31 and

an average-density self-interaction correction (ADSIC).32 For the time propagation, we use

a second-order Strang splitting for a total duration of 30 fs with a time step of 0.05 a.u.

(1.2 a.s.).

Reduced π-system model

We systematically build our reduced π system from one-dimensional (1D) carbon chains,

denoted (C2)n, with n the number of pairs of “C” centers. These chains are the 1D analog

to 3D alkenes, without the hydrogen centers. We use soft-Coulomb33 effective potentials to

describe electron interactions, parameterized as Vsc [Z, a] (x) = − Z√
x2+a2

, with Z the effective

charge and a the softening parameter. For electron-electron interactions we take a softening

parameter aee =
√

2. In the model π system, each C center contributes one electron with

ZC = 1. We set the respective positions for the atomic centers to emulate conjugation-

like bonding by using slightly different inter-atomic distances within and between C2 pairs,
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respectively set to 2.5 a.u. and 2.7 a.u. We chose these distances to be comparable to the ones

from full-dimensional (functionalized) alkenes. Finally, we select the softening parameter

aC = 1 for which we consistently find reasonable electronic properties throughout the (C2)n

family, both in terms of molecular orbital energies and shapes.

For brevity, we mainly show results for the (C2)4 system. We systematically find similar

results – multiple plateaus in the CM-period analysis associated with periodic CM modes

with a traveling particle-like hole, longer CM periods accessible only to more excited config-

urations, etc. – for the other members of the (C2)n family.

To functionalize the model π system we add a single atomic “X” center with ZX = 2 at one

end of the molecule, meant to emulate a halogen group. We then use the softening parameter

aX and distance between the function and chain to tune the coupling/hybridization between

the two.

Figure 4 illustrates how functionalization could be used to control CM dynamics. Here we

functionalize the model π system by adding a single atomic center at one of its ends, meant

to emulate a halogen function. We start the variably-localized hole on the chain side of the

compound and compare the CM dynamics for two different functionalization configurations,

here controlled with the distance between the function-atom and chain. Panel (a) compares

the result of a CM-period analysis for two functionalized π system configuration. The two

analyses show qualitatively different results: The configuration with RXC=3 reproduces the

successions of plateaus with longer periods as the excitation energy increases of the chain

alone – compare to figure 2 of the main document. On the other hand, the configuration

with RXC=4 lacks the plateau structure. This suggests that only the former configuration

supports sustained solitary-wave CM modes, as illustrated in the sample CM motions of

panels (b,c).
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Figure 4: (a) Similar to figures 1 and 2 of the main document: CM-period analysis for two
functionalized model π systems, where we initially set the variably localized hole on the chain
side of the molecule. Here we model two different chemical functionalizations by varying the
distance between the function-atom and the chain – 4 and 3 a.u., as labeled next to the
curves. (b,c) sample CM motions for each model with initial conditions labeled by the arrow
in panel (a).

Variable initial hole configuration

We initialize all simulations with a one-electron hole in the conjugated system of the molec-

ular cation.

For the model π system, we take an intuitive approach to building the initial condition

using a single parameter to control the initial hole localization. In this system, the molecular

cation has one unpaired KS orbital, while the other ones are fully filled. In the unpaired KS-

orbital channel, we linearly mix a one-electron wave function localized around an end C dimer

with the delocalized cation’s ground state highest-occupied molecular orbital; the initial

localization of the hole is controlled by this mixing coefficient. We then reorthonormalize

the remaining paired KS orbitals. In the end, the difference in the number of electrons

contributed by the unpaired and paired KS orbital yields the relative deficit of electronic

density over one of the final C dimers – see figure 5.

For 3D TDDFT simulations of bromohexatriyne, the use of the cDFT method was de-

scribed in reference.21 In reference21 all CM simulations were initialized with the constraint

of having exactly one electron hole on the halogen center. Here, instead, we keep the overall

one-electron hole but vary the amount of that hole that is constrained to be localized around

the Br center – see figure 6.
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Figure 5: Variation of the initial electron/hole configuration we use for the CM-period analy-
sis of the model π system. (a-c) Samples of the initial electron and hole density distributions
along the molecular backbone for 20%, 55%, and 85% localization, respectively. (d) Initial
electron density in the unpaired Kohn-Sham (KS) orbital we use as initial condition in the
CM-period analysis of figure 2. (e) Initial hole density associated with (d). Note that pan-
els (d,e) use the same colormaps as in figure 3. The colormaps stop at 100% initial hole
localization because our initial-condition mixing scheme has an upper bound for the excita-
tion energy it can induce in the cation. On the other hand, we do not have the same upper
limit when directly searching for periodic CM modes in the full parameter space, and we can
therefore achieve the higher excitation energies shown in figure 2.

Figure 6: Like in figure 5 (e), variation of the initial hole configuration for the CM-period
analysis of bromohexatriyne of figure 1. Here the constrained DFT (cDFT) algorithm enables
us to impose over 100% initial localization of the hole on the Br end.
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CM-period analysis

Generally speaking, we tracks the variation of the main frequency component, or equivalently

the period, of the CM motion as a function of a continuously-varied initial hole configura-

tion.34,35 While we use slightly different implementation of the CM-period for the analysis

of the full 3D TDDFT simulations and the model π system, the underlying idea is the same

in both cases: To analyze CM motions across the entire molecule, we construct a complex-

valued scalar signal sFMA(t) = sl(t)+isr(t) by computing the amount of electron/hole density

around the left and right ends of the molecule, respectively sl,r. For the CM-period analysis

itself, we use the time interval 10 fs ≤ t ≤ 30 fs: We discard the first 10 fs to avoid transient

effects associated with the sudden introduction of the localized perturbation in the system.

We have checked that including them in the analysis has only cosmetic effects and does not

change our results and conclusions.

For the 3D TDDFT simulations of bromohexatriyne (figure 1 in the main document), we

compute sl,r by simply integrating the hole density around the Br (left side of the median

plane to the Br-C bond) and around the -C≡C-H (right side of the median plane to the final

≡C-C≡ bond) groups, respectively.

For the model π system (figure 2 in the main document), we compute sl,r by projecting

the electron density contribution for the unpaired KS orbital over the end C2 dimers. We

choose this projection for consistency with the results of figure 3 (a,b) where we showed that

the underlying organization of the CM dynamics is best apparent in this KS-orbital channel.

We have checked that we obtain essentially the same results when projecting the entire hole

density on the same end dimers.

Figure 7 compares the full TDDFT dynamics, including time-dependent electron-electron

interactions, with its linearized approximation ∆Ĥeff = 0 (see main document), which re-

duces the dynamics to the beating between molecular orbitals. Because of the lack of syn-

chronization/CM soliton in the linearized approximation, we do not observe sustained peri-

odic CM modes and instead obtain multiple leading frequency components in the analysis
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discussed above.

Figure 7: Comparison of the CM-frequency (period) analysis for the full TDDFT dynamics
with its linearized approximation of ∆Ĥeff = 0 (see main document), which reduces the
dynamics to the beating between molecular orbitals. The orange curve is identical to the
CM-period analysis of figure 2. The green horizontal lines show the frequency components
using the same initial conditions but with the nonlinear component ∆Ĥeff ignored in the
time propagation. Note the inverted frequency y axis to match other CM-period analyses

Periodic CM mode search

The TDDFT system of equations (1,2) in the main document has an infinite number of

degrees of freedom, which makes it impractical for a direct computation of periodic CM

modes. Instead, we employ a two-step approach: First, we restrict the dynamics to few

occupied and unoccupied MOs of the corresponding cation and use a nonlinear solver – here

the Levenberg-Marquardt Method as implemented in MATLAB© – to find periodic motions

in that restricted space. Then, we use those restricted periodic modes as initial conditions in

unrestricted TDDFT simulations and check that they still correspond to periodic motions.

We stress that, with this approach, the restricted computations only serve as an intermediary

to determining periodic CM modes in the same TDDFT framework we use for our other CM

simulations.
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