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Abstract

This article deals with damage computation of heterogeneous structures containing locally peri-
odic micro-structures. Such heterogeneous structure is extremely expensive to simulate using classical
finite element methods, as the level of discretisation required to capture the micro-structural effects
is too fine. The simulation time becomes even higher when dealing with highly non-linear material
behaviour, e.g. damage, plasticity and such others. Therefore, a multi-scale strategy is proposed
here that facilitates the simulation of non-linear heterogeneous material behaviour in a manner that
is computationally feasible. Based on the asymptotic homogenisation theory, this multi-scale tech-
nique explores the micro-macro behaviour for elasto-(visco)plasticity coupled with damage. The
theory inherently segregates the heterogeneous continua into a macroscopic homogeneous structure,
and an underlying heterogeneous microscopic periodic unit cell. Several heterogeneous structures
have been simulated using the multi-scale method along with a one-dimensional verification with
respect to a reference solution. Additionally, a reduced order modelling is used to prevent large
memory requirement for storing micro-structural quantities of interest.

This is a preprint of the article published as: Mainak Bhattacharyya, David Dureisseix and
Beatrice Faverjon, Numerical homogenisation based on asymptotic theory and model reduction for
coupled elastic-viscoplastic damage, International Journal of Damage Mechanics, Copyright 2020
SAGE Publishing. DOI: 10.1177/1056789520930785.
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1 Introduction

Heterogeneous structures like composites, alloys, porous media and such others are common in the
engineering world and are used in many applications. This kind of structures generally consists of
more than one phase, and the heterogeneity is exhibited at a microscopic scale. Obviously the overall
physical behaviour depends on the size, shape, material properties and distribution of the microscopic
constituents. A classical finite element simulation for such cases is extremely expensive as the level
of discretisation needed to substantiate the underlying micro-heterogeneities will be too fine for real
engineering structures. To circumvent this difficulty, multi-scale methods are being developed over
the years.

One of the classical multi-scale methods is the self-consistent scheme first proposed in [7] which
has later been developed further in [23, 27, 4] and many more like [21]. The main philosophy is the
analytical approximation of material properties for the case of a spherical or an ellipsoidal inclusion
consisting of one material inside an infinite matrix made of another material. This type of concept
has been later used effectively to develop the two-scale damage model, e.g. in [31, 32, ?] for high
cycle fatigue simulation.

Another method which has been popular in recent years is the multi-scale computational ho-
mogenisation approach or the global-local analysis stemming from the works like [43, 26, 25, 44, 35].
The main philosophy is based on the assumption that the heterogeneous media can be separated
into a homogeneous continua and at each material point of it, there exist an underlying heteroge-
neous microstructure. Constitutive behaviour at the macro-scale is not needed and the macroscopic
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state variables at each integration point can be calculated through homogenisation of the underly-
ing micro-structure. The calculation of the micro-structure can be performed through classical FE
approach leading to the well-known FE2 approach, for instance in [8, 9, 36], or using Voronoi cell
methods as done in [19, 20]. Some of the recent developments in the field of FE2 methods can be
found in the works like [16, 33, 17].

There exist another type of multi-scale method, which is based on the asymptotic expansion of
the state variables with respect to a scaling factor, see for instance [2, 41]. This type of expansion can
be utilised in the governing equations which can then be separated into microscopic and macroscopic
problems. The asymptotic homogenisation can provide effective overall structural response including
their local microscopic counterparts. The main assumption of asymptotic homogenisation is the
quasi-periodicity of the lower length scale. The overall structure is assumed to be an agglomeration
of heterogeneous “unit cells”, constituting of two or more different materials. A particular unit cell is
assumed to be surrounded by identical cells as far as geometric and material properties are concerned.
Similar to the FE2 method, the asymptotic homogenisation also sunders the heterogeneous problem
into a macroscopic and a microscopic problem, however unlike FE2, behavioural laws exist on both
the scales.

Initially this type of methods wa used to solve elastic problems especially for composites in
[11, 5], for Cosserat media in [14]. A generalisation of the mathematical homogenisation based on
eigenstrains for heterogeneous structures was done in [10] for elasto-plasticity, in [13] for non-local
brittle damage which was later on extended to include reduced order approximation in [38]. Some
other recent application was to find the effect of damage amplification due to micro-crack interaction,
see [34], to simulate thermoelectric composites, see [45]. It is noteworthy to mention that most of
the analyses are based on O (1) expansion approaches which results in inaccuracy at regions of high
gradients and for low scale separation, higher order homogenisation has been developed for transient
dynamics, see [24], elastic composites see [1], and for elasto-plastic heterogeneity see [12].

In a way global-local methods in a philosophical interpretation can be very similar to classi-
cal asymptotic homogenisation, i.e. existence of micro-structural periodic unit cells at each mate-
rial point of the structure. However the non-existence of macroscopic constitutive behaviour for
global-local analysis in contrast to separated macro-micro constitutive relations for asymptotic ho-
mogenisation can be seen as the main difference. A detailed discussion regarding different numerical
homogenisation approaches can be found in [18].

The purpose of this paper is to extend the classical asymptotic developments presented in [5]
for typical elasto-(visco)plastic materials coupled with isotropic damage. Usage of damage as a
thermodynamically consistent internal variable has been extensive over the years to quantify the loss
of load carrying capacity of a structure, the details of which can be found in [30, 28, 29]. Although,
the usage of damage in asymptotic homogenisation is not unprecedented, the intent herein is to
provide a numerical framework that takes into account Lemaitre-type ductile damage models, i.e.
classical elasto-(visco)plasticity coupled with mixed hardening and isotropic damage.

The article begins with the description of the reference problem including the admissibility con-
ditions and constitutive relations. The scale separation procedure that leads into separated micro
and macro problems is presented thereafter, followed by the complete numerical strategy with de-
tailed algorithms for solving the separate problems, along with a reduced order strategy. Finally,
to exemplify the methodology, a verification study is presented for a one-dimension problem, along
with illustrative three-dimensional examples.

2 Reference problem

A heterogeneous structure in the domain Ω as shown in fig. 1 can be considered as a representative
media. The boundary ∂Ω of the domain is divided into ∂Ω1 where a prescribed displacement Ud
is specified, and the complementary boundary ∂Ω2 where a surface traction F d is applied. The
heterogeneous media is composed of microscopic locally periodic representative volume elements
(RVEs) consisting at least of two different materials. The equilibrium of the structure is then given
by

∇ · σ = 0 in Ω, (1)

with the boundary conditions,

F d = σ · n on ∂Ω2, (2)

u = Ud on ∂Ω1. (3)

The quantity σ is the Cauchy stress tensor, n being the unit normal at each point on the surface,
and u is the displacement field. The strain displacement relationship for infinitesimal strain tensor
ε can be written as

ε = ∇su in Ω, (4)
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with ∇s◦ = 1/2
[
∇ ◦+ (∇◦)T

]
.

∂Ω1

Ud

Fd

∂Ω2

Ω

Figure 1: Heterogeneous media in domain Ω containing locally periodic microstructure.

Apart from such admissibility conditions, the state of the structure at each material point is also
described by constitutive equations which are local in space. For the classical viscoplasticity coupled
with damage, the extra internal variables involved in the description of the constitutive relations
are: α describing the kinematic hardening, r describing the isotropic hardening, and the damage
variable D. Of course there will exist corresponding dual quantities, namely β, R, and Y . Finally
the infinitesimal total strain can be additively decomposed into an elastic part εe and an inelastic or
plastic part εp. The equations of state can be written as

σ = C (1−D) εe, (5)

β = Qα, (6)

R = R∞ (1− exp (−γr)) , (7)

Y =
σ̃2
eqRv

2E
. (8)

C is the Hooke’s tensor containing the modulus of elasticity E and Poisson’s ratio ν. Q is a ten-
sor containing material parameter Q that describes kinematic hardening. R∞ and γ are mate-
rial parameters describing isotropic hardening. Rv is the triaxiality function which is defined as
Rv = (2/3) (1 + ν) + 3 (1− 2ν) (σh/σeq)

2, where σh = (1/3)Tr (σ) represents the hydrostatic part
of the stress tensor, σeq is the von Mises equivalent stress defined as σeq =

√
(3/2)σD : σD with

σD = σ − σhδ being the deviatoric stress (δ is the unity tensor). The ratio σh/σeq in the defini-
tion of Rv is called the triaxiality ratio and σ̃eq is the equivalent of the effective stress defined as
σ̃eq =

√
(3/2)σD/ (1−D) : σD/ (1−D).

The history dependency of the structure is given by the evolution equations,

ε̇p =
∂fp

∂σD
λ̇, (9)

α̇ = −∂f
p

∂β
λ̇, (10)

ṙ = −∂f
p

∂R
λ̇, (11)

Ḋ =

(
Y

S

)s
λ̇

1−D. (12)

The viscoplastic multiplier is defined according to Norton’s law as,

λ̇ = kv 〈fp〉nv . (13)

The viscous coefficient kv and viscous exponent nv are material parameters. The von Mises yield
function fp delimits the elastic domain and is defined as

fp =

√
3

2

[(
σD

1−D − β
)

:

(
σD

1−D − β
)]
−R− σy, (14)
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with σy being the yield stress.
The numerical solution of such a problem requires extremely fine mesh which will be extremely

costly, and for highly non-linear problem, impossible to solve. Therefore a scale separation is neces-
sary to deal with microscopic and macroscopic problem separately.

3 Scale separation

Material position vector, at the macroscopic scale x (where the structure is considered homogeneous),
and at microscopic scale y (describing the heterogeneities), are related to each other by a scaling
factor ξ as

y =
1

ξ
x. (15)

x1

x2

x3

∂Ωx1

Ud

Fd

∂Ωx2

Ωx

Figure 2: Equivalent homogeneous macroscopic domain.

The parameter ξ has to be as small as possible for better scale separation. Such a separation
transforms the macroscopic structural domain into an equivalent homogeneous continua (see fig 2)
and defines a heterogeneous RVE (unit cell) over which the averaging is performed (see fig 3). It is
also assumed that the unit cells are locally periodic or y-periodic. This basically means that

〈∇y · χ〉y = 0, and 〈∇yκ〉y = 0, (16)

for any tensor field χ and any vector field κ. The averaging operator 〈◦〉y is defined as

〈◦〉y =
1

Vy

∫
Ωy

◦dV, (17)

where Vy is the volume of the unit cell.

y1

y2

y3

Ωy

Figure 3: Unit cell.

Using eq. 15, eqs. 1 and 4 can be rewritten as

∇x · σ +
1

ξ
∇y · σ = 0, (18)

ε = ∇sxu+
1

ξ
∇syu. (19)
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with the subscripts x and y represent derivatives with respect to macro and micro scales, respectively.
Now the displacement field u is expanded with respect ξ as

u = u0 + ξu1 + ξ2u2 + · · · . (20)

Using eq. 20 , eq. 19 can be rewritten as

ε =
1

ξ
∇syu0 +

(
∇syu1 +∇sxu0

)
+ ξ

(
∇syu2 +∇sxu1

)
+ · · · .

=
1

ξ
ε−1 + ε0 + ξε1 + · · · , (21)

which basically means that the strain tensor also follows an asymptotic series. Of course it has to
be noted that the terms in these asymptotic series are y− periodic. Eqs. 20 and 21 are valid for any
generic case for infinitesimal strain theory, however the complete resolution of a given mechanical
problem rests on the constitutive behaviour governing the state variables. In the following sections
this resolution strategy is detailed first for linear cases and then for non-linear cases.

3.1 An elastic case

For a linear elastic problem the complete constitutive relation is described by

σ = Cε, (22)

which can be rewritten using eq. 21 as

σ =
1

ξ
Cε−1 + Cε0 + ξCε1 + · · · .

=
1

ξ
σ−1 + σ0 + ξσ1 + · · · . (23)

This expansion of the stress can be used to rewrite eq. 18 as

1

ξ2
∇y · σ−1 +

1

ξ
(∇x · σ−1 +∇y · σ0) + (∇x · σ0 +∇y · σ1) + · · · = 0 (24)

The idea hereafter is to equate terms with equal powers of ξ.

(−2) order problem: equating terms containing ξ−2

∇y · σ−1 = 0 with σ−1 = Cε−1 and ε−1 = ∇syu0. (25)

This immediately provides u0 (x) which can be seen as the macroscopic displacement uM and
ε−1 = σ−1 = 0.

(−1) order problem: equating terms containing ξ−1

∇y · σ0 = 0 with σ0 = Cε0 and ε0 = ∇syu1 +∇sxu0. (26)

The term ∇sxu0 is basically the macroscopic strain εM and eq. 26 can be seen as the microscopic
problem, with the macroscopic strain as a parameter.

0 order problem: equating terms containing ξ0

∇x · σ0 +∇y · σ1 = 0 (27)

Now applying the homogenisation operator, eq. 27 transforms into

∇x · 〈σ0〉y = 0 (28)

where 〈σ0〉y can be considered as the macroscopic stress σM . The boundary conditions can
then be written as

F d = σM · n on ∂Ωx2, (29)

uM = Ud on ∂Ωx1. (30)

Therefore it is clear that the resolution of eqs. 28, 29, 30, along with the macroscopic consti-
tutive behaviour

〈σ0〉y = 〈Cε0〉y , (31)

will provide the macroscopic quantities of interest.

In the preceding developments, approximations till the zero order is considered, and it is sufficient
as both the microscopic and macroscopic behaviours are captured. This linear case can be solved
by calculating unit-cell in an off-line phase and in the on-line phase only the macro problem has
to be solved by classical FE, which can then be used to obtain micro-structural variables through
post-processing. However, for non-linear case, micro-structures cannot be solved easily in an off-line
phase, hence iterative procedures (iterations between macro-micro boundary value problems) are
needed as elucidated in the next section.
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3.2 Extension for elastic-viscoplastic-damage

To start off, it is assumed first of all that the displacement field is approximated as

u ≈ u0 + ξu1 +O
(
ξ2) . (32)

For all the other state variables (e.g. stress, strain, etc.) the nullity of the −1 terms are con-
sidered to be still valid and it is also considered that the zero order approximation is enough
(the subscript 0 will be henceforth omitted for simplicity). For a given set of state variables
$ = {σ, ε, εe, εp, β, α,R, r, Y,D}, $ can be written as

$ = $M +$∗, (33)

where $M = 〈$〉y is the macroscopic quantity and $∗ = $−$M represents its residual. Comparing
eq. 21 with eq. 33, it is clear that

εM = ∇sxu0

ε∗ = ∇syu1. (34)

Eqs. 5, 6, 7, 8 can now be written as

σM + σ∗ = C (1−DM −D∗) (εeM + εe ∗) , (35)

βM + β∗ = Q (αM + α∗) , (36)

RM +R∗ = R∞ (1− exp (−γ (rM + r∗))) , (37)

YM + Y ∗ = G (σM + σ∗, DM +D∗) . (38)

with the function G defined by eq. 8.
Eqs. 9, 10, 11, 12 can similarly be written as

ε̇pM + ε̇p ∗ = H (σM + σ∗, βM + β∗, RM +R∗, DM +D∗) , (39)

α̇M + α̇∗ = I (σM + σ∗, βM + β∗, RM +R∗, DM +D∗) , (40)

ṙM + ṙ∗ = J (σM + σ∗, βM + β∗, RM +R∗, DM +D∗) , (41)

ḊM + Ḋ∗ = K (σM + σ∗, βM + β∗, RM +R∗, DM +D∗, YM + Y ∗) . (42)

with the functions H, I, J , K being defined in accordance with eqs. 9, 10, 11, 12. Now based
on the decomposition of the state variables into a homogenised (macroscopic) part and a residual
(microscopic) part (eq. 33), the boundary value problem is also decomposed into a homogenised part
and a residual part.

Homogenised problem. Following the developments of the elastic problem, the admissibility con-
ditions for the homogenised problem can be written as

∇x · σM = 0 in Ωx, (43)

F d = σM · n on ∂Ωx2, (44)

u0 = Ud on ∂Ωx1, (45)

εM = ∇sxu0 in Ωx. (46)

Using the averaging operator, the constitutive relation can be written as,

σM = 〈C (1−DM −D∗) (εeM + εe ∗)〉y , (47)

βM = 〈Q (αM + α∗)〉y , (48)

RM = 〈R∞ (1− exp (−γ (rM + r∗)))〉y , (49)

YM = 〈G (σM + σ∗, DM +D∗)〉y , (50)

ε̇pM = 〈H (σM + σ∗, βM + β∗, RM +R∗, DM +D∗)〉y , (51)

α̇M = 〈I (σM + σ∗, βM + β∗, RM +R∗, DM +D∗)〉y , (52)

ṙM = 〈J (σM + σ∗, βM + β∗, RM +R∗, DM +D∗)〉y , (53)

ḊM = 〈K (σM + σ∗, βM + β∗, RM +R∗, DM +D∗, YM + Y ∗)〉y . (54)

The resolution of this will provide the homogenised quantities of interest $M .
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Residual problem. The residual admissibility conditions can be written as

∇y · σ∗ = 0 in Ωy, (55)

ε∗ = ∇syu1 in Ωy, (56)

with the only constrained is u1 has to be periodic in the unit cell. The constitutive behaviour
is given by

σ∗ = C (1−DM −D∗) (εeM + εe ∗)− σM , (57)

β∗ = Q (αM + α∗)− βM , (58)

R∗ = R∞ (1− exp (−γ (rM + r∗)))−RM , (59)

Y ∗ = G (σM + σ∗, DM +D∗)− YM , (60)

ε̇p ∗ = H (σM + σ∗, βM + β∗, RM +R∗, DM +D∗)− ε̇pM , (61)

α̇∗ = I (σM + σ∗, βM + β∗, RM +R∗, DM +D∗)− α̇M , (62)

ṙ∗ = J (σM + σ∗, βM + β∗, RM +R∗, DM +D∗)− ṙM , (63)

Ḋ∗ = K (σM + σ∗, βM + β∗, RM +R∗, DM +D∗, YM + Y ∗)− ḊM , (64)

the resolution of which will provide the residual quantities $∗.

It can be noticed that the homogenised and the residual problems are not decoupled from each other.
The interdependence of the two problems means that they are solved using fixed point methods. The
procedure begins with an assumed solution $∗, using which the homogenised problem is solved to
obtain $M which will then be used to solve the residual problem to obtain the updated $∗. This
procedure continues till a convergence on a relative error is obtained.

It can also be noticed that no direct macroscopic behaviour is used in this approach: the evolu-
tions of the macroscopic internal variables (defined as averages) are derived from their microscopic
counterparts in the underlying micro fields beneath each macroscopic material point.

4 Numerical implementation

From an implementation point of view, each Gauss point of the macroscopic structure, represents a
micro structural unit cell, i.e. the number of residual problems to be solved is directly proportional
to the level of discretisation of the macro-structure. For the macroscopic problem, a classical elastic-
predictor plastic-corrector type method is applied to solve macroscopic constitutive behaviour in a
global Newton type algorithm for the satisfaction of the equilibrium. It has to be noted that the
right-hand-sides of the constitutive equations are averaged quantities of the full micro-structure at
each macro Gauss point. The constitutive behaviour at each integration point for a given time step
is independent of each other, and hence can be parallelised. This idea of parallelism should also be
used while solving the residual problem, where each micro-structure is independent from the other
(at the micro-level) and hence the residual problems can be solved using parallel cores.

A classical time incremental procedure is used to calculate $i at time step ti, knowing $i−1, i.e.
at ti−1. The initial values at t0 is considered to be zero, and thereafter at each subsequent time step
ti, the algorithm starts with initial guesses of $∗i = $∗i−1 (see algorithm 3).

4.1 Solution of the homogenised problem at ti

The basic methodology is based on classical Newton type framework that ensures satisfaction of
the macroscopic equilibrium. For the non-linear material behaviour, the classical elastic predictor-
viscoplastic corrector scheme is used.

All the quantities, i.e. $M i and uM i are initialised from the previous time step ti−1, after that
a global Newton algorithm is employed as shown in algorithm 1. It is evident that this type of
framework is quite standard, however what is interesting is that the trial yield function is calculated
at every microscopic integration point for a given macroscopic Gauss point. The corrector step for
a particular macroscopic Gauss point, is employed if any of the underlying microscopic Gauss point
is inelastic. The solution of the set of non-linear equations can be achieved by using any standard
non-linear solvers like Newton-Raphson or trust-region algorithms. The numerical tangent CT can
be calculated from the Jacobian of their corresponding linearised form. The for loop used for every
macroscopic integration point has to be parallelised as they are independent of each other, for the
sake of computational time gain.

Once $M i is obtained the next step is to solve the residual problem.
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Algorithm 1 Newton algorithm for homogenised problem with predictor-corrector steps for the non-
linear material behaviour.

Initialise uM i = uM i−1 and $M i = $M i−1

Calculate the approximate material tangent CT = 〈C (1−DM i −D∗i )〉y
Calculate the internal force vector F int

i = A
[∫

Ωx el
σM iδεdV

]
. A represents the assembly operator

over all elements
Calculate the residual force vector R = F ext

i − F int
i , F ext

i is the externally applied force
Initialise the global convergence criterion η = 1
Initialise ∆εM = 0
while η > ηtol do

Calculate the tangent stiffness matrix KT using CT

Solve KT ∆uM = R for ∆uM
Update uM i = uM i + ∆uM
Update ∆εM = ∆εM +∇s

x∆uM
for every macroscopic Gauss point do

Elastic predictor: Calculate the trial elastic state
εe trial
M = εeM i−1 + ∆εM , σtrial

M =
〈
C (1−DM i −D∗i )

(
εe trial
M + εe ∗i

)〉
y

Calculate the trial yield function
{
fp trial

}
if any

{
fp trial

}
> 0 then

Viscoplastic corrector: Solve the set of non-linear equations

σM i = 〈C (1−DM i −D∗i ) (εeM i + εe ∗i )〉y ,
βM i = 〈Q (αM i + α∗i )〉y ,

RM i = 〈R∞ (1− exp (−γ (rM i + r∗i )))〉y ,
YM i = 〈G (σM i + σ∗i , DM i +D∗i )〉y ,

εpM i = εpM i−1 + ∆t 〈H (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i )〉y ,
αM i = αM i−1 + ∆t 〈I (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i )〉y ,
rM i = rM i−1 + ∆t 〈J (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i )〉y ,

DM i = DM i−1 + ∆t 〈K (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i , YM i + Y ∗i )〉y ,
εeM i = εe trial

M −∆t 〈H (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i )〉y ,

Calculate the numerical tangent CT

else
Update εeM i = εe trial

M , σM i = σtrial
M

Calculate YM i = 〈G (σM i + σ∗i , DM i +D∗i )〉y
end if
Update εM i = εeM i + εpM i

end for
Calculate updated F int

i

Calculate updated R
Calculate η = ‖R‖

end while
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4.2 Solution of the residual problem at ti

This will be the most time consuming part of the whole simulation as a large number of micro-
structural problems need to be calculated (same as the number of macro Gauss points). At this
particular level, the micro-problems are inherently decoupled hence they can be parallelised.

For a given micro-structural problem, one important aspect is to maintain periodicity of the
displacements, strains, stresses and other state variables, see [42], also the anti-periodicity of the
traction should be maintained. Without going into details it is safe to say that if a periodicity
on displacement is maintained, all the other cases will be satisfied. For a one dimensional micro-
structure it is easily achieved by clamping the two extremities. For a two dimensional case, the
opposite edges need to be periodic, i.e. the nodal degrees of freedom (DOFs) should be same on
the periodic edges. Any two adjacent edges can be chosen as master edges and their corresponding
opposite edges become the slave edges. For a three dimensional unit cell there will be three master
surfaces corresponding to three opposite slave surfaces. There will also be three master edges, each
of which will have three slave edges. Of course, periodic boundary conditions do not restrict rigid
body motions hence the corners should be clamped to avoid them.

The idea thereby is while solving the FE equation i.e. KT∆u = R, the corresponding master-
slave pair should have the same value. This can be achieved by reducing the linear system by
excluding the slave DOFs. A substitution matrix G can be constructed that can perform this
operation, see [15]. This matrix can be used to reduce the linear system as KT red∆ured = Rred,
where KT red = GTKTG, Rred = GTR, and ∆u = G∆ured.

For a particular micro-structure, the solution is achieved according to algorithm 2. As can be
observed it is not a standard one, the predictor step is before the while loop and it avoids the while
loop when the macroscopic loading is elastic. Inside the while loop, the non-linear set of equations
are always solved, even for a Gauss point which is elastic. The reason behind is the fact that as the
macroscopic behaviour at the time step is inelastic, the residual quantities need to be corrected for
any elastic micro Gauss point.

Once $∗i is calculated the algorithm once again solves for $M i and so on (see algorithm 3 for
better elucidation). Such a staggered scheme requires an error indicator which for this case at its jth
iteration is defined in terms of stress as

ι =


∑ ∫

Ωy×[0,T ]

(
σji − σ

j−1
i

)
:
(
σji − σ

j−1
i

)
dVydt∑ ∫

Ωy×[0,T ]

(
σji + σj−1

i

)
:
(
σji + σj−1

i

)
dVydt


1/2

. (65)

The stress used in eq. 65 is the total stress (sum of the homogenised and the residual) and the
integrals are summed for all the computed micro-structures.

4.3 Reduced order modelling for storage compression

It is quite obvious that for each time step ti all the quantities for all the micro-structures need to
be stored to progress to the next time step. The memory consumption for such cases can be huge
and a reduced order strategy can be implemented to overcome this difficulty. Indeed, the use of
surrogate micro models for non-linear homogenisation is appealing and different approaches can be
used depending on the material behaviour model, e.g. in [37, 39, 22]. It has also been used in the
context of time homogenization, but without concerning damage and fatigue in [40].

Herein, the basic idea for a particular quantity of interest is to have a single set of basis vectors
representing all the micro-structures and their difference in behaviour will be represented by the time
function which is a scalar and defined at each macroscopic Gauss point.

At time step ti and under the macro Gauss point number n, let χni denote any of the micro state
fields in the set {un1 i, $∗,ni }. Let us assume that there are m basis orthogonal vectors needed to
describe χni−1, i.e.

χni−1 =

m∑
k=1

UkAk,ni−1, (66)

where Uk, k = 1, . . . ,m , are the micro spatial basis vectors (independent of n), and the corresponding
amplitudes are given by the time functions Ak,n(ti−1) = Ak,ni−1. Additionally, we consider normalized

basis vectors: ‖Uk‖2 = 〈Uk,Uk〉 = 1 where 〈◦, ◦〉 represents inner product.
There are at least two strategies for updating the basis. If the number of macro Gauss points is not

too large, the first approach gathers the micro fields and makes use of a singular value decomposition
(SVD):

χi = [χ1
i . . . χ

n
i . . . ] = VB. (67)
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Algorithm 2 Newton algorithm for residual problem with predictor-corrector steps for the non-linear
material behaviour.

Initialise u1 i = u1 i−1 and $∗i = $∗i−1

Calculate the approximate material tangent CT = C (1−DM i −D∗i )
Calculate the tangent stiffness matrix KT using CT

Calculate internal force F int
i = A

[∫
Ωy el

(−CT ∆εM i + ∆σM i) δεdV
]

Solve
(
GTKTG

)
∆u1 red = GTF int

i for ∆u1 = G∆u1 red

Update u1 i = u1 i + ∆u1

Calculate ∆ε∗ = ∇s
y∆u1

εe ∗ trial = εe ∗i−1 + ∆ε∗, σ∗ trial = CT

(
εeM i + εe ∗ trial

)
− σM i

Calculate the internal force vector F int
i = A

[∫
Ωy el

σ∗ trialδεdV
]

Calculate the residual force vector R = −F int
i

Calculate η = ‖GTR‖
if η ≤ ηtol then

εe ∗i = εe ∗ trial, σ∗i = σ∗ trial, Y ∗i = G (σM i + σ∗i , DM i +D∗i )− YM i, ε
∗
i = εp ∗i + εe ∗i

else
while η > ηtol do

Calculate the tangent stiffness matrix KT using CT

Solve
(
GTKTG

)
∆u1 red = GTR for ∆u1 = G∆u1 red

Update u1 i = u1 i + ∆u1

Update ∆ε∗ = ∆ε∗ +∇s
y∆u1

εe ∗ trial = εe ∗i−1 + ∆ε∗,
for every microscopic Gauss point do

Solve the set of non-linear equations

σ∗i = C (1−DM i −D∗i ) (εeM i + εe ∗)− σM i,

β∗i = Q (αM i + α∗i )− βM i,

R∗i = R∞ (1− exp (−γ (rM i + r∗i )))−RM i,

Y ∗i = G (σM i + σ∗i , DM i +D∗i )− YM i,

εp ∗i = εp ∗i−1 + ∆tH (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i )−∆εpM i,

α∗i = α∗i−1 + ∆tI (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i )−∆αM i,

r∗i = r∗i−1 + ∆tJ (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i )−∆rM i,

D∗i = D∗i−1 + ∆tK (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i , YM i + Y ∗i )−∆DM i,

εe ∗i = εe ∗ trial −∆tH (σM i + σ∗i , βM i + β∗i , RM i +R∗i , DM i +D∗i ) + ∆εpM i.

Calculate the numerical tangent CT

Update ε∗i = εp ∗i + εe ∗i
end for
Calculate updated F int

i = A
[∫

Ωy el
σ∗i δεdV

]
Calculate updated R = −F int

i

Calculate η = ‖GTR‖
end while

end if
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Algorithm 3 Solution of the full problem at time ti.

Initialise {$∗}i = {$∗}i−1 . { } represents for all micro-structures
Initialise $M i = $M i−1

Initialise ι = 1 . Error indicator
Initialise j = 0 . Iteration number
while ι > ιtol do

Increment j = j + 1
Compute $j

M i, using {$∗}ji , through algorithm 1

Compute all {$∗}ji , using $j
M i, through algorithm 2

Compute ι
end while

to produce a potential new basis vector V. To simplify, consider the case where only 1 vector is
contained in V (rank-1 decomposition); eq. 67 can then be written as

χni =

(
V −

m∑
k=1

〈Uk,V〉Uk
)
B +

m∑
k=1

〈Uk,V〉UkB,

= Um+1Am+1,n
i +

m∑
k=1

UkAk,ni , (68)

where

Um+1 =
V −

∑m
k=1〈U

k,V〉Uk

‖V −
∑m
k=1〈Uk,V〉Uk‖

, (69)

Am+1,n
i = ‖V −

m∑
k=1

〈Uk,V〉Uk‖B, (70)

Ak,ni = 〈Uk,V〉B, k = 1, . . . ,m. (71)

Now if the magnitude of the Am+1,n
i is sufficiently large then the new pair, whose number is m+ 1,

is added to the existing basis, else it is rejected. This procedure is easily generalised for a higher
order rank decomposition, when V is a set of vectors.

Alternatively, a second approach can be used: the micro field χni alone can be used to complete
the basis, macro Gauss point after macro Gauss point, by orthogonalisation:

χni =

(
χni −

m∑
k=1

〈Uk, χni 〉Uk
)

+

m∑
k=1

〈Uk, χni 〉Uk,

= Um+1Am+1,n
i +

m∑
k=1

UkAk,ni , (72)

and we proceed similarly as before.
In the following, the first approach is used for numerical results.
It is quite obvious that the time functions are basically dependent on n, some micro-structures

may need more basis vectors to represent χni . However as a single set of spatial basis vectors are
used for all micro-structures, if an extra basis m + 1 is added at micro-structure number n to a
pre-existing set of m bases, the time functions

{
Am+1,q
i

}
q 6=n are added as zero. This will basically

give the same number of space-time pairs for all micro-structures at a given time step ti.
When new basis vectors are added to the m pre-existing basis vectors, to be consistent, the

corresponding previous time functions (for t < ti) are also added as zero.
The algorithm can start with an arbitrary but normal basis vector and the basis can be enriched

at each time step. At each time step ti any needed micro quantity χni−1 at the previous time step
can be locally reconstructed from eq. 66.

In a more heuristic sense, this reduced order approximation can be interpreted as an augmented
model describing the non-linear material state of the micro-structures. Indeed, the time functions
A are defined at each macroscopic Gauss point and at each time step. This reduced order strategy
basically provides the macroscopic equivalent of the state variables (observable or internal) of the
underlying micro-structure, and their distributions are given by a single set of spatial basis vectors
(for each χ). Thereby the state of the micro-structures are captured and stored in a highly reduced
memory.

Compared to the FE2 approach, the information interchange between the scales is similar, so the
proposed approach is similar (though not exactly same) to FE2 concerning the CPU cost (provided
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that convergence is similar). For linear problems e.g. linear elasticity, it is possible to avoid FE com-
putation on all the micro-structures using off-line pre-computations. Only a single representative
unit cell simulation would be sufficient, and linear operator relating the micro and macro quanti-
ties can be defined, which basically translates the complete problem into a homogenised problem
(quantities at unit cell level can be calculated as post processing through the aforementioned linear
operators). For non-linear problems (as targeted herein), no such linear operators can be defined.
Instead, the selected solution is to design an iterative procedure between the two scales for obtaining
the quantities of interest, both the macroscopic scale and all the underlying micro-structure. In this
particular case, asymptotic homogenisation provides an alternative methodology to FE2, which is
not necessarily more computationally efficient. Nevertheless, using the micro-macro representation
and deriving the micro problem as a correction (and not the full solution), the various micro-cell
problems may have stronger similarities one to the other, so the use of ROM is effective to improve
the storage cost. Embedding the ROM strategy within the classical FE2 approach for comparison
purposes, both on CPU and storage costs is a direct perspective to this article.

If the augmentation is interpreted with macroscopic fields A as some new macroscopic internal
variables, their meaning and number needs clarification. In a general case, and with a continuum
model, the strict equivalence of a macroscopic model to the reference fine-scale problem (i.e. the
reference solution is the same as the macroscopic one with re-localisation, when no boundary effects
occur), leads to an infinite number of macro internal variables, see [42]. A similar situation resides in
viscoelasticity models with an heredity function that tracks back in the past: if the function has to
be defined on its full range, it contains an infinity of information, see [3]. As an alternative, a finite
number of internal variables, obtained through truncated Prony’s series, is a good approximation.
As the heredity function is vanishing for long past times, it can be truncated as well, with a good
approximation. A similar situation may arise for homogenisation of thermal problems, see [6]. For a
discretised problem, the strict equivalence is obtained if the number of macroscopic internal variables
is the same as the sum of the number of microscopic internal variables of the cell behind a macroscopic
integration point that may still be huge. The model in eqs. 47-54 has a large number of internal
variables: due to averaging, and presence of residual quantities, all microscopic internal variables are
involved, which can be expected to be truncated as well. The ROM is a good solution to perform this
in a data-driven adaptive way (this is why the number of additional internal variables may increase
during evolution time); indeed, this is depending on the loading trajectory on the cells (for a pure
traction case, the mandatory number of internal variables would be smaller).

5 A one dimensional verification

A classic one dimensional example as shown in fig. 4 is chosen for verification of the method. The
bar is of length L = 1000 mm and its area of cross section varies according to a cosine curve such that
it is maximum (AM = 150 mm2) at x = 0 and x = L, and minimum (Am = 100 mm2) at x = L/2. A
traction force Fd = 1500 sin (2πt/T ) N is applied for one cycle of time period T = 10 s at the right
extremity of the bar, while the left one is clamped. The bar is essentially composed of periodic unit
cells containing two materials (see fig. 4) Mat1 and Mat2, which are considered to be Cr-Mo steels
at 20 ◦C and 580 ◦C, respectively. The corresponding material parameters are given in table 1, and
the loading is such that Mat1 remains elastic. The length of the unit cell is l = 1 mm, i.e. the scale
ratio is ξ = 10−3, and half of it comprises of Mat1, and Mat2 constitutes the other half.

x = 0 x = L

Mat1 Mat2

Unit cell

l

Fd
AM

Am

Figure 4: A bar in traction.

To calculate a reference solution, the structure is uniformly discretised using 4000 linear one-
dimensional isoparametric bar elements having 1 Gauss point per element. The discretisation is such
that each RVE is discretised by 4 elements. A classical mono-scale simulation is carried on using
Newton type algorithm to ensure global equilibrium and predictor-corrector steps to solve material
non-linearities.
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For the multi-scale analysis, the macroscopic structure is discretised using only 50 elements, and
the unit cell is discretised using 4 elements. A uniform time step of 0.5 s is used for both the reference
and multi-scale solution. The tolerance that measures the convergence of the Newton algorithm is
taken to be 10−8 for both the macro and the micro problem, and the tolerance of the iterative error
criteria ι is considered to be 10−4.

Table 1: Material parameters.
Mat1 Mat2

E 200000 MPa 134000 MPa
ν 0.3 0.3
σy 180 MPa 85 MPa
Q 20000 MPa 6000 MPa
R∞ 6 MPa 30 MPa
γ 2 2

Kv 195 MPa.s1/nv 1220 MPa.s1/nv

nv 12.5 2.5
S 2.8 MPa 0.6 MPa
s 2 2

An error criteria has been defined as

er℘ =


∑ ∫

Ωy×[0,T ]

(℘ref − ℘ts) · (℘ref − ℘ts) dV dt∑ ∫
Ωy×[0,T ]

(℘ref + ℘ts) · (℘ref + ℘ts) dV dt


1/2

, (73)

with ℘ ∈ {D,σ, εp}, and the subscripts “ref” and “ts” correspond to the reference and the two-scale
solutions, respectively. The spatial integrations are on every unit cells, and the summation is over all
the unit cells. The error on damage is found to be erD = 0.29%, the error on stress is erσ = 0.0327%,
and the error on plastic strain is calculated to be erεp = 0.17%.

The spatial distribution of ℘, where the corresponding quantities are maximum for their respective
temporal evolutions, is plotted in fig. 5. The maxima are obtained at the centre of the bar, with
the minima at the extremities. The curves which have almost zero ordinate for damage and plastic
strain represents the undamaged elastic conditions of Mat1 while the non-zero distributions are for
Mat2.

For the temporal evolution, the maximum total damaged point (at the micro-scale) is chosen,
and errors ℘ for this particular point are plotted with respect to time, along with their corresponding
reference curves (see fig. 6). It is quite obvious that this point corresponds to Mat2. The contiguity
of the multi-scale solution to the reference is quite vivid (as seen in figs. 5, 6).

As far as the CPU time is concerned, the run time of the multi-scale method is 48% of the run
time of the reference problem, i.e. a gain of 52% is achieved on this unidimensional problem.

For the reduced basis approximation, a total of two basis vectors for each of the quantities of
interest are finally obtained to approximate the residual solution. This accounts for a huge reduction
in memory consumption for any particular time step. A memory reduction of 85% per time step is
achieved when compared to a multi-scale solution without the reduced order approximation.

6 A three dimensional simulation for cyclic loading

An L-shaped structure as shown in fig. 7 is considered for a demonstrative example. The geometry
of the structure is quantified by L1 = L2 = 500 mm, W1 = W2 = 100 mm and % = 100 mm. The
structure is clamped at the bottom surface and a surface traction Fd = 7.2 sin (2πt/T ) N/mm2 of
time period T = 10 s is applied on the right surface for 1 cycle.

The underlying micro-structure shown in fig. 8 consists of a cube of length l1 = l2 = l3 = 0.1 mm.
The majority of the cube is made of Mat1, while a cylindrical portion of radius ϑ = 0.025 mm is
composed of Mat2 (see fig. 8).

The macroscopic structure is discretised using 195 linear 8 noded isoparametric hexahedral ele-
ments with 8 Gauss points per element. This constitutes of a total of 360 nodes and 1560 Gauss
points. For a single micro-structure, 360 elements (of the same type) are used, that results in a
total of 534 nodes and 4272 Gauss points. The tolerance measuring the convergence of the Newton
algorithm is taken to be 10−8 for both the macro and the micro problems. The tolerance of the
iterative error criteria ι is considered to be 10−4.
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Figure 5: Distribution of damage, stress and plastic strain over the length of the bar.
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Figure 6: Evolution of damage, stress and plastic strain for Mat2 in an RVE (unit cell) located at the
centre of the bar.

L1
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W1

W2

̺

x1

x2

x3

Applied traction

Clamped boundary

Figure 7: L-shaped structure.
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Figure 8: Micro-structural unit cell.

Figure 9: Distribution of macroscopic damage and cumulative plastic strain at the end of loading.
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The distribution of damage and cumulative plastic strain at the end of loading in the macro-
structure is shown in fig. 9. The macroscopic cumulative plastic strain is defined here with respect
to the rM and DM as

ṗM =
ṙM

1−DM
. (74)

The corresponding total distribution at the underlying micro-structure of the weakest macroscopic
Gauss point is shown in fig. 10, with the residual accumulated plastic strain defined with respect to
r∗ and D∗ as

ṗ∗ =
ṙ∗

1−D∗ . (75)

It is assumed herein that as the damage and the isotropic hardening variable follows eq. 33, so does
the cumulative plastic strain. It is clear that although the macroscopic quantities indicate damage
and plasticity, at the micro-scale only the region of Mat2 shows non-linear behaviour, and the matrix
region made of Mat1 is completely elastic and undamaged. This fact is further emphasised in fig.
11, where the homogenised values are much lower than their total counterparts in the fibre region of
the unit-cell for a given time. Also the matrix region remains completely undamaged and elastic for
the complete loading. As far as the reduced basis approximation is concerned, to approximate εp ∗,

Figure 10: Distribution of total damage and cumulative plastic strain at the end of loading for the
weakest micro-structure.

α∗, β∗, R∗, r∗, D∗, ten basis vectors for each of them are generated. Seventeen basis vectors each
are needed to approximate σ∗ and Y ∗, and seven to approximate u1.

Although the damage for both the one-dimensional and three-dimensional cases are low, as only
one load cycle is considered, these illustrative examples display the effectiveness of the proposed
methodology and can be used for fatigue type loading.
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Figure 11: Temporal evolution of damage and cumulative plastic strain.
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7 A three dimensional simulation for monotonic loading

A square prism is considered with an elliptical through hole as a macroscopic structure as shown
in fig. 12. The upper and lower surface of the block is subjected to equal and opposite traction
loads. The symmetry of the structure dictates that only one-eighth of the whole block is considered
for analysis. The geometry of the symmetric structure is given by L1 = L2 = 1000 mm, and
L3 = 200 mm. The geometry of the groove is given by %a = 400 mm and %b = 200 mm. The surface
traction Fd = 28.8 t

T
N/mm2,∀t ∈ [0, T ], with T = 2 s is applied on the top surface, and the bottom,

left and rear surfaces have symmetric boundary conditions.

x1

x2

x3

̺a

̺b

L1

L3

L2

Applied traction

Symmetric boundary

Figure 12: Block with a groove.

The structure is discretised using 120 linear 8 noded isoparametric hexahedral elements with 8
Gauss points per element. This constitutes of a total of 224 nodes and 960 Gauss points. The
micro-structure is the same as used before, however now the matrix is assumed to be made of Mat2

and the fibre of Mat1.
Expected localisation of the macroscopic quantities of interest is observed as per the distribution

of von Mises stress, damage and cumulative plastic strain at the end of loading, as depicted in fig. 13.
More interesting is to notice their corresponding total distribution (fig. 14) at the micro-structure
corresponding to the macroscopic Gauss point of maximum damage. The total von Mises stress is

calculated as σv =
√

(3/2) (σM + σ∗)D : (σM + σ∗)D. It is to be mentioned that for simplicity, the

macroscopic von Mises stress is calculated using σvM =
√

(3/2)σDM : σDM , and not as an average
of σv. Although the maximum stress exists in the fibre, due to higher elastic limit, there is no
plasticity or damage in the fibre. In the matrix region, it is observed that the distributions are not
axisymmetric.

As far as the reduced basis approximation is concerned, to approximate εp ∗, α∗, β∗, R∗, r∗, D∗,
two basis vectors for each of them are generated. Four basis vectors each are needed to approximate
σ∗ and Y ∗, and four to approximate u1.

8 Conclusion and future perspective

This article introduces a multi-scale method based on asymptotic theory to compute elasto-viscoplasticity
coupled with damage for heterogeneous structures. Verification of the method, although performed
only for one-dimensional case, depicts the accuracy of the asymptotic homogenisation theory. Its
feasibility is exemplified on two three-dimensional computations on structures made of a two-phase
structural material. To achieve practical gains both in CPU time and storage, a reduced order mod-
elling approach is used to cope with memory effects stored in the micro-structural internal variables,
due to its highly non-linear behaviour.
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Figure 13: Distribution of macroscopic von Mises stress, damage and cumulative plastic strain at the
end of loading.
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Figure 14: Distribution of total von Mises stress, damage and cumulative plastic strain at the end of
loading for the weakest micro-structure.
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In the future, the scope of asymptotic homogenisation is indeed bright, as complex loads (of
combined cycle fatigue type) can be simulated on a heterogeneous media using space-time homogeni-
sation. Any edge effects, if present in the heterogeneous continua, can be adequately captured using
local fine scale discretisation (local analysis or local zooming). Also in the future, the level of paral-
lelisation can be more adequate, like nested parallelisation of the micro-structures. One important
aspect that needs to be mentioned is that the numerical examples presented here are of academic
nature with very coarse FE mesh. The reason behind the crude approximation is to be numerically
frugal as the resolution of the non-linear constitutive behaviour can be extremely expensive. It is
possible in the future to use a reduced order strategy that can avoid resolution of all the micro-
structures and thereby decrease numerical expense and in such cases finer level of discretisation can
be used economically.
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