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#### Abstract

Since the founding theory established by G. Floquet more than a hundred years ago, computing the stability of periodic solutions has given rise to various numerical methods, mostly depending on the way the periodic solutions are themselves determined, either in the time domain or in the frequency domain. In this paper, we address the stability analysis of branches of periodic solutions that are computed by combining a pure Harmonic Balance Method (HBM) with an Asymptotic Numerical Method (ANM). HBM is a frequency domain method for determining periodic solutions under the form of Fourier series and ANM is continuation technique that relies on high order Taylor series expansion of the solutions branches with respect to a path parameter. It is well established now that this HBM-ANM combination is efficient and reliable, provided that the system of ODE is first of all recasted with quadratic nonlinearities, allowing an easy manipulation of both the Taylor and the Fourier series. In this context, Hill's method, a frequency domain version of Floquet theory, is revisited so as to become a by-product of the HBM applied to a quadratic system, allowing the stability analysis to be implemented in an elegant way and with good computing performances. The different types of stability changes of periodic solutions are all explored and illustrated through several academic examples, including systems that are autonomous or not, conservative or not, free or forced.


## 1 Introduction

Periodic stationary states of dynamical systems arise in many places in applied mathematics from physics and engineering to biology and chemistry or even economics [GH83b, Str01]. Examples include, to mention just a few: the nonlinear vibrations of guitar strings [TVK00, TLT10] or microelectromechanical resonators [ $\mathrm{KHP}^{+} 09$, LTD12], the stationary notes of clarinets [KVC12], the rotating state of bacterial flagella [GGHW00] or the modeling of business cycles [Goo51]. Depending on the nature, complexity or size of the discrete dynamical systems under study, several numerical approaches are possible to compute periodic stationary solutions [AP98]. For a given set of initial conditions, one could always directly integrate in time the set of nonlinear Ordinary Differential Equations (ODEs) until an eventual periodic state is reached. Doing so, transient and stationary motions are accessible but those methods are time consuming and the computed states are critically dependent on the chosen initial conditions [AP98, TSD16]. A more elaborate approach would necessitate additional shooting methods [NB95, Sey88], that, on top of direct timeintegration, consist in using iterative solvers or standard minimization algorithms to find only the initial conditions associated with periodic stationary states. Spectral methods are another possibility that requires no time integration and consists in decomposing the sought periodic orbit in an orthogonal basis of functions. Amongst them, orthogonal collocation [Doe81, DKK91], based on periodic polynomial representation functions, and
harmonic balance [Ura65, KB16, CV09], based on Fourier series, are the most used methods in the time and frequency domain, respectively. The goal of spectral methods is to transform the original set of ODEs in a larger set of nonlinear algebraic equations. One main advantage of the spectral approaches is that nonlinear algebraic equations are a very relevant framework to use continuation techniques based on predictor-corrector algorithms [Kel87, DKK91] or asymptotic numerical methods [Coc94, CDPF94a, CDPF94b] that allow to follow all the bifurcated stationary states of a dynamical system with respect to relevant control parameters.

A crucial feature, especially when navigating in complex bifurcation diagrams, is to assess the local stability of the computed periodic orbits, since dynamical systems only eventually evolve towards solutions that are asymptotically stable [Kha96]. The linear stability of periodic stationary states of nonlinear dynamical systems can be determined thanks to Floquet theory [Flo79, WW96] applied to the Linear Time-Periodic System (LTPS) governing the dynamical perturbation around a periodic stationary state. Two main numerical methods exist that naturally emerge whether the periodic stationary state has been discretized in the time or frequency domain. In the time domain, the computation of the monodromy or transfer matrix of the LTPS over one period allows for the determination of Floquet multipliers whose absolute value reveal the local stability of the studied state [NB95, WH01]. In the frequency domain, the Fourier expansion of the LTPS allows, through harmonic balancing, for the construction of the Hill matrix whose eigenvalues, also known as Floquet exponents, determine the stability and the nature of the bifurcations of the periodic solutions [Hil86, ZHA04, BL18]. On one hand, the monodromy matrix usually appears as a by-product of the shooting $\left[\mathrm{PVS}^{+} 09\right]$ or orthogonal collocation methods [DKK91] and the stability analysis is therefore efficiently integrated in the computation of periodic solutions in the time domain. On the other hand however, the computation of periodic states of nonlinear systems and the determination of their stability are, in most cases [Moo05], two disconnected steps in the frequency domain [LT10, PBTJR13, DRMK15].

In order to improve the general efficiency of nonlinear algorithms such as continuation techniques in the frequency domain, we investigated whether Hill's method could be automatically integrated in the harmonic balance formalism for the computation of periodic solutions of ordinary differential systems. The first part of this paper reports how Hill's matrix could be constructed as a by-product of the harmonic balance method (HBM) applied to compute the periodic solutions of a set of quadratic ordinary differential equations, which has been shown to be a very efficient and convenient framework for continuation techniques based on HBM and Asymptotic Numerical Methods (ANM) [CDPF94b, CV09, GCV19]. By implementing our theoretical derivations in MANLAB [ACV05, KAL ${ }^{+}$10], the matlab package for interactive continuation and bifurcation analysis of nonlinear ODEs based on harmonic balance and quadratic recast, we illustrate in a second part the feasibility and relevance of our work through the numerical computation of the periodic solutions of some archetypal dynamical systems.

## 2 Floquet-Hill's method for quadratic systems

In this section, a quadratic recast of the equations is used for an efficient and automatic computation of Hill's matrix. First, Floquet's theory is recalled to be applied to a quadratic recast of the equations. Then, the Harmonic Balance Method (HBM) is recalled and used on the quadratic linearized system to compute Hill's matrix. Finally, the implementation of an automatic algorithm is discussed.

### 2.1 Floquet theory

Let us consider the following system of ordinary differential equations:

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=\boldsymbol{f}(\boldsymbol{x}(t), t, \lambda) \tag{1}
\end{equation*}
$$

with $\boldsymbol{x}(t) \in \mathbb{R}^{N}$ the state vector, $t \in \mathbb{R}$ the time, $\lambda \in \mathbb{R}$ a control parameter, $f: \mathbb{R}^{N} \times \mathbb{R} \rightarrow$ $\mathbb{R}^{N}$ an analytic function periodic in its second argument and $N \in \mathbb{N}^{*}$ the size of the dynamical system. $\boldsymbol{f}$ may explicitly depend on $t$ (the system is non-autonomous) or not (the system is autonomous). In the following, the dependence in $\lambda$ will be ommited when not necessary to lighten the writing.

Let $t \mapsto \boldsymbol{x}_{0}(t)$ be a $T$-periodic solution of system (1) for a particular value $\lambda_{0}$ of $\lambda$, with $T \in \mathbb{R}$ its minimal period. The linear stability of this periodic solution $\boldsymbol{x}_{0}(t)$ can be studied by superimposing a small disturbance $\boldsymbol{y}$ such that $\boldsymbol{x}(t)=\boldsymbol{x}_{0}(t)+\boldsymbol{y}(t)$, that verifies the linearized system:

$$
\begin{equation*}
\dot{\boldsymbol{y}}(t)=\boldsymbol{J}(t) \boldsymbol{y}(t) \tag{2}
\end{equation*}
$$

where $\boldsymbol{J}(t)$ is the $N \times N$ Jacobian matrix of $\boldsymbol{f}$ computed at $\boldsymbol{X}=\boldsymbol{x}_{0}$ and $\lambda=\lambda_{0}$ :

$$
\begin{equation*}
\boldsymbol{J}(t)=\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{x}}\left(x_{0}(t), t, \lambda_{0}\right) \tag{3}
\end{equation*}
$$

It has to be noticed that $t \mapsto J(t)$ is $T$-periodic. This allows, thanks to Floquet's theorem (see e.g. [NB95]), to write the perturbation $\boldsymbol{y}(t)$ as:

$$
\begin{equation*}
\boldsymbol{y}(t)=\sum_{n=1}^{N} c_{n} \boldsymbol{y}_{n}(t) \tag{4}
\end{equation*}
$$

where the fundamental solutions $\boldsymbol{y}_{n}(t), n=1, \ldots, N$ of system (2) can be written under the so-called Floquet form:

$$
\begin{equation*}
\boldsymbol{y}_{n}(t)=\mathrm{e}^{\alpha_{n} t} \boldsymbol{p}_{n}(t) \tag{5}
\end{equation*}
$$

where $\alpha_{n}, n=1, \ldots, N$ are complex numbers called the Floquet exponents and $\boldsymbol{p}_{n}$ are $T$-periodic $N$-dimensional periodic vectors. Considering (4) and (5), the real parts of the Floquet exponents $\alpha_{n}$ give the stability of the periodic solution $\boldsymbol{x}_{0}$. If they are all negative, it is asymptotically stable and if one of them is positive, it is locally unstable.

### 2.2 Floquet theory on a quadratic system

Following the works of [CV09, KCV13, GCV19], the nonlinear function $\boldsymbol{f}$ of equations (1) is written in a quadratic form with the use of $N_{a}$ auxiliary variables, denoted by $\boldsymbol{x}_{a}(t) \in \mathbb{R}^{N_{a}}$. The dynamical system (1) is thus rewritten:

$$
\left\{\begin{align*}
\dot{\boldsymbol{x}} & =\boldsymbol{g}\left(\boldsymbol{x}, \boldsymbol{x}_{a}, t\right)  \tag{6a}\\
0 & =\boldsymbol{g}_{a}\left(\boldsymbol{x}, \boldsymbol{x}_{a}, t\right)
\end{align*}\right.
$$

where the vector functions $\boldsymbol{g}$ and $\boldsymbol{g}_{a}$ are of size $N$ and $N_{a}$ respectively and the size of the full system is $N_{f}=N+N_{a}$. In this augmented system, the second vector equation (6b) of size $N_{a}$ fully defines the $N_{a}$ additional variables $\boldsymbol{x}_{a}$ as a function of the primary variables $\boldsymbol{x}$ (this definition can be implicit, in the form of Eq. (6b), or explicit, this equation being rewritten $\boldsymbol{x}_{a}=\tilde{g}_{a}(\boldsymbol{x}, t)$ ). Then, the first equation (6a) is equivalent to the initial dynamical system (1).

We consider here that $\boldsymbol{g}$ and $\boldsymbol{g}_{a}$ are quadratic in $\boldsymbol{x}$ and $\boldsymbol{x}_{a}$ and periodic in $t$. These properties are written:

$$
\left\{\begin{align*}
\boldsymbol{g}\left(\boldsymbol{x}_{f}, t\right) & =\boldsymbol{c}(t)+\boldsymbol{l}\left(\boldsymbol{x}_{f}\right)+\boldsymbol{q}\left(\boldsymbol{x}_{f}, \boldsymbol{x}_{f}\right)  \tag{7a}\\
\boldsymbol{g}_{a}\left(\boldsymbol{x}_{f}, t\right) & =\boldsymbol{c}_{a}(t)+\boldsymbol{l}_{a}\left(\boldsymbol{x}_{f}\right)+\boldsymbol{q}_{a}\left(\boldsymbol{x}_{f}, \boldsymbol{x}_{f}\right)
\end{align*}\right.
$$

where $\boldsymbol{x}_{f}(t) \in \mathbb{R}^{N_{f}}$ is the augmented state vector:

$$
\boldsymbol{x}_{f}=\left[\begin{array}{c}
\boldsymbol{x}  \tag{8}\\
\boldsymbol{x}_{a}
\end{array}\right]=\left[\boldsymbol{x} ; \boldsymbol{x}_{a}\right],
$$

where the notation ";" means that the vectors are gathered row-wise. $\boldsymbol{c}(t) \in \mathbb{R}^{N}, \boldsymbol{c}_{a}(t) \in$ $\mathbb{R}^{N_{a}}$ are $T$-periodic vectors, $\boldsymbol{l}: \mathbb{R}^{N_{f}} \rightarrow \mathbb{R}^{N}, \boldsymbol{l}_{a}: \mathbb{R}^{N_{f}} \rightarrow \mathbb{R}^{N_{a}}$ are linear operators and $\boldsymbol{q}: \mathbb{R}^{N_{f}} \times \mathbb{R}^{N_{f}} \rightarrow \mathbb{R}^{N}, \boldsymbol{q}_{a}: \mathbb{R}^{N_{f}} \times \mathbb{R}^{N_{f}} \rightarrow \mathbb{R}^{N_{a}}$ are bilinear operators, not necessary symmetric. We consider here that the explicit time dependence is concentrated in the constant operators $\boldsymbol{c}$ and $\boldsymbol{c}_{a}$, without loss of generality, since additional variables in $\boldsymbol{x}_{a}$ can be defined as time functions. As an example, the case of parametrically excited systems will be treated in section 3.3.2.

Let us define $\boldsymbol{x}_{f 0}=\left[\boldsymbol{x}_{0} ; \boldsymbol{x}_{a 0}\right]$ a $T$-periodic solution of the full quadratic system (6). Let $\boldsymbol{y}_{f}(t)$ be a small perturbation of $\boldsymbol{x}_{f 0}$, such that $\boldsymbol{x}_{f}=\boldsymbol{x}_{f 0}+\boldsymbol{y}_{f}$. Replacing this expression in Eq (6), expanding the result in powers of $\boldsymbol{y}_{f}$ and keeping only linear terms in $\boldsymbol{y}_{f}=\left[\boldsymbol{y} ; \boldsymbol{y}_{a}\right]$ gives:

$$
\left\{\begin{align*}
\dot{\boldsymbol{y}} & =\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{x}} \boldsymbol{y}+\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{x}_{a}} \boldsymbol{y}_{a}  \tag{9a}\\
0 & =\frac{\partial \boldsymbol{g}_{a}}{\partial \boldsymbol{x}} \boldsymbol{y}+\frac{\partial \boldsymbol{g}_{a}}{\partial \boldsymbol{x}_{a}} \boldsymbol{y}_{a}
\end{align*}\right.
$$

where the four Jacobian matrices of $\boldsymbol{g}$ and $\boldsymbol{g}_{a}$ are taken at $\boldsymbol{x}_{f}=\boldsymbol{x}_{f 0}\left(\boldsymbol{x}=\boldsymbol{x}_{0}, \boldsymbol{x}_{a}=\boldsymbol{x}_{a 0}\right)$. With the help of Eq. (7), this set of equations can also be written:

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{y}}=\boldsymbol{l}\left(\boldsymbol{y}_{f}\right)+\boldsymbol{q}\left(\boldsymbol{x}_{f 0}, \boldsymbol{y}_{f}\right)+\boldsymbol{q}\left(\boldsymbol{y}_{f}, \boldsymbol{x}_{f 0}\right)  \tag{10a}\\
0=\boldsymbol{l}_{a}\left(\boldsymbol{y}_{f 0}\right)+\boldsymbol{q}_{a}\left(\boldsymbol{x}_{f 0}, \boldsymbol{y}_{f}\right)+\boldsymbol{q}_{a}\left(\boldsymbol{y}_{f}, \boldsymbol{x}_{f 0}\right)
\end{array}\right.
$$

The above equations show that the Jacobian matrices of Eqs. (9) are linear functions of $\boldsymbol{x}_{0}(t), \boldsymbol{x}_{a 0}(t)$, because of the quadratic expression of $\boldsymbol{g}$ and $\boldsymbol{g}_{a}$. They do not depend on the constant operators $\boldsymbol{c}(t)$ and $\boldsymbol{c}_{a}(t)$ and they are function of time only through the $T$-periodic functions $\boldsymbol{x}_{0}(t), \boldsymbol{x}_{a 0}(t)$, and not explicitely. They are thus $T$-periodic in time.

If the auxiliary variables $\boldsymbol{x}_{a}$ are defined with a linear declaration rule in Eq. (6b) (see [GCV19] for all the details), the matrix $\partial \boldsymbol{g}_{a} / \partial \boldsymbol{x}_{a}$ is non-singular and Eq. (9b) gives

$$
\begin{equation*}
\boldsymbol{y}_{a}=-\left(\left[\frac{\partial \boldsymbol{g}_{a}}{\partial \boldsymbol{x}_{a}}\right]^{-1} \frac{\partial \boldsymbol{g}_{a}}{\partial \boldsymbol{x}}\right) \boldsymbol{y} \tag{11}
\end{equation*}
$$

Replacing the above expression in Eq. (9a) leads to write:

$$
\begin{equation*}
\dot{\boldsymbol{y}}(t)=\underbrace{\left(\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{x}}(t)-\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{x}_{a}}(t)\left[\frac{\partial \boldsymbol{g}_{a}}{\partial \boldsymbol{x}_{a}}(t)\right]^{-1} \frac{\partial \boldsymbol{g}_{a}}{\partial \boldsymbol{x}}(t)\right)}_{\boldsymbol{J}(t)} \boldsymbol{y}(t) \tag{12}
\end{equation*}
$$

Comparing the above expression with the original linearized system (2) shows that it is possible to exactly compute the Jacobian matrix $\boldsymbol{J}(t)$ with the Jacobian matrices of the augmented system vector functions $\boldsymbol{g}$ and $\boldsymbol{g}_{a}$. It is then possible to compute Floquet exponents $\alpha_{n}$ and Floquet eigenfunctions $\boldsymbol{p}_{n}$ as explained at the end of section 2.1.

### 2.3 Harmonic Balance Method and Hill's Method

An efficient method for computing a periodic solution $\boldsymbol{x}_{0}(t)$ of the smooth dynamical system (1) is to look for the solution in the form of a truncated Fourier series. This is the so-called Harmonic Balance Method, abbreviated HBM here. Then, it is natural to estimate the stability of the solution $\boldsymbol{x}_{0}(t)$ by computing the Floquet exponents in the Frequency domain, leading to the so-called Hill's method. Some previous works [LT10] already used a similar framework with a quadratic format of the equations to compute Hill's matrix efficiently. We propose in the following a generalization of this method.

### 2.3.1 Quick recall of the Harmonic Balance Method

The HBM consists in expanding the $T$-periodic unknown solution $\boldsymbol{x}(t)$ of system (1) in a truncated Fourier series:

$$
\begin{equation*}
\boldsymbol{x}(t)=\sum_{h=-H}^{H} \boldsymbol{x}^{(h)} \mathrm{e}^{i h \omega t}=\boldsymbol{x}^{(0)}+\sum_{h=1}^{H}\left(\boldsymbol{x}_{c}^{(h)} \cos (h \omega t)+\boldsymbol{x}_{s}^{(h)} \sin (h \omega t)\right), \tag{13}
\end{equation*}
$$

where the angular frequency is $\omega=2 \pi / T$. In the following, bold capital letters will denote the vectors gathering all Fourier components of a particular $T$-periodic function. For instance, the Fourier coefficients of $\boldsymbol{x}(t)$ will be denoted by $\boldsymbol{X}$, which can be either a vector of the complex Fourier coefficient $\left[\boldsymbol{x}^{(-H)} ; \ldots ; \boldsymbol{x}^{(0)} ; \ldots, \boldsymbol{x}^{(H)}\right]$ or the vector of the real Fourier coefficients $\left[\boldsymbol{x}^{(0)} ; \boldsymbol{x}_{c}^{(1)} ; \ldots ; \boldsymbol{x}_{c}^{(H)} ; \boldsymbol{x}_{s}^{(1)} ; \ldots, \boldsymbol{x}_{s}^{(H)}\right]$, without loss of generality, since both complex and real Fourier series can be equally used. The size of this vector is $(2 H+1)$ times the size of $\boldsymbol{x}$.

The system of equations (6) is then written in the frequency domain by expanding it on the real Fourier basis of order $H$ [CV09]. The equivalence between the real form and the complex form of the Fourier series allows to switch between the two, using the one that is the most appropriate for our purpose. The article [GVVC17] explains in detail how to use efficiently the complex representation to compute the products with a convolution and how to recover real operators from complex operators.

The system (6) written in the frequency domain formally looks like:

$$
\left\{\begin{align*}
\omega \boldsymbol{D}(\boldsymbol{X}) & =\boldsymbol{G}\left(\boldsymbol{X}, \boldsymbol{X}_{a}\right)  \tag{14a}\\
0 & =\boldsymbol{G}_{a}\left(\boldsymbol{X}, \boldsymbol{X}_{a}\right)
\end{align*}\right.
$$

with

$$
\left\{\begin{align*}
\boldsymbol{G}\left(\boldsymbol{X}, \boldsymbol{X}_{a}\right) & =\boldsymbol{C}+\boldsymbol{L}\left(\boldsymbol{X}_{f}\right)+\boldsymbol{Q}\left(\boldsymbol{X}_{f}, \boldsymbol{X}_{f}\right)  \tag{15a}\\
\boldsymbol{G}_{a}\left(\boldsymbol{X}, \boldsymbol{X}_{a}\right) & =\boldsymbol{C}_{a}+\boldsymbol{L}_{a}\left(\boldsymbol{X}_{f}\right)+\boldsymbol{Q}_{a}\left(\boldsymbol{X}_{f}, \boldsymbol{X}_{f}\right)
\end{align*}\right.
$$

In the above system, $\boldsymbol{X}$ is of size $N(2 H+1), \boldsymbol{X}_{a}$, is of size $N_{a}(2 H+1)$ and $\boldsymbol{X}_{f}=\left[\boldsymbol{X} ; \boldsymbol{X}_{a}\right]$ is of size $N_{f}(2 H+1)$ with $N_{f}=N+N_{a}$. They gather the Fourier coefficients of $\boldsymbol{x}, \boldsymbol{x}_{a}$ and $\boldsymbol{x}_{f} . \omega \boldsymbol{D}$ is a linear operator in $\boldsymbol{X}$ of size $N(2 H+1)$, equivalent to the time differentiation in the frequency domain; $\boldsymbol{C}, \boldsymbol{L}$ and $\boldsymbol{Q}$ are respectively constant, linear and quadratic operators in $\boldsymbol{X}_{f}$, of size $N(2 H+1$ ), corresponding to Eq. (6a) in the Frequency domain; $\boldsymbol{C}_{a}, \boldsymbol{L}_{a}$ and $\boldsymbol{Q}_{a}$ are respectively constant, linear and quadratic operators in $\boldsymbol{X}_{f}$, of size $N_{a}(2 H+1)$, corresponding to Eq. (6b) in the Frequency domain. All the operators are constructed from the operators $\boldsymbol{g}$ and $\boldsymbol{g}_{a}$ of the ODE system as described in [CV09]. The full algebraic system (14) truncated at order $H$ is of size $(2 H+1) N_{f}$.

### 2.3.2 Hill's method on a quadratic system

Hill's method is basically a frequency domain approach of Floquet theory. The idea is to solve Eq. (2) or equivalently Eq. (12) in the frequency domain by expanding the Jacobian matrix $\boldsymbol{J}(t)$ in Fourier series.

Equations (9) are now rewritten using Floquet theory. Eqs. (4) and (5) show that $\boldsymbol{y}(t)$ is a linear combination of the Floquet forms $\boldsymbol{y}_{n}(t)$. Since Eq. (9) is linear, it is sufficient to verify it with any fundamental solution $\boldsymbol{y}_{n}(t)$, written here without the $n$ subscript to lighten the notations: $\boldsymbol{y}(t)=\mathrm{e}^{\alpha t} \boldsymbol{p}(t)$ with $\boldsymbol{p}(t)$ being $T$-periodic. Consequently to Eq. (11), we can write $\boldsymbol{y}_{a}(t)=\mathrm{e}^{\alpha t} \boldsymbol{p}_{a}(t)$, with the same Floquet exponent $\alpha$ and $\boldsymbol{p}_{a}(t)$ being $T$-periodic. We also denote $\boldsymbol{p}_{f}(t)=\left[\boldsymbol{p}(t) ; \boldsymbol{p}_{a}(t)\right]$. Substituting those two Floquet forms into Eqs. (9), one obtains:

$$
\left\{\begin{align*}
\dot{\boldsymbol{p}}+\alpha \boldsymbol{p} & =\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{x}} \boldsymbol{p}+\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{x}_{a}} \boldsymbol{p}_{a}  \tag{16a}\\
0 & =\frac{\partial \boldsymbol{g}_{a}}{\partial \boldsymbol{x}} \boldsymbol{p}+\frac{\partial \boldsymbol{g}_{a}}{\partial \boldsymbol{x}_{a}} \boldsymbol{p}_{a} .
\end{align*}\right.
$$

The above system is now written in the frequency domain; using Eqs. (14) and (15), one obtains:

$$
\left\{\begin{align*}
\omega \boldsymbol{D}(\boldsymbol{P})+\alpha \boldsymbol{P} & =\boldsymbol{L}\left(\boldsymbol{P}_{f}\right)+\boldsymbol{Q}\left(\boldsymbol{X}_{f 0}, \boldsymbol{P}_{f}\right)+\boldsymbol{Q}\left(\boldsymbol{P}_{f}, \boldsymbol{X}_{f 0}\right),  \tag{17a}\\
0 & =\boldsymbol{L}_{a}\left(\boldsymbol{P}_{f}\right)+\boldsymbol{Q}_{a}\left(\boldsymbol{X}_{f 0}, \boldsymbol{P}_{f}\right)+\boldsymbol{Q}_{a}\left(\boldsymbol{P}_{f}, \boldsymbol{X}_{f 0}\right) .
\end{align*}\right.
$$

where $\boldsymbol{P}$ is of size $N(2 H+1), \boldsymbol{P}_{a}$, is of size $N_{a}(2 H+1)$ and $\boldsymbol{P}_{f}=\left[\boldsymbol{P} ; \boldsymbol{P}_{a}\right]$ is of size $N_{f}(2 H+1)$ with $N_{f}=N+N_{a}$. They gather the Fourier coefficients of $\boldsymbol{p}(t), \boldsymbol{p}_{a}(t)$ and $\boldsymbol{p}_{f}(t)$. The above equations, linear in $\boldsymbol{P}$ and $\boldsymbol{P}_{a}$, can be written:

$$
\left\{\begin{align*}
\omega \boldsymbol{D}(\boldsymbol{P})+\alpha \boldsymbol{P} & =\frac{\partial \boldsymbol{G}}{\partial \boldsymbol{X}} \boldsymbol{P}+\frac{\partial \boldsymbol{G}}{\partial \boldsymbol{X}_{a}} \boldsymbol{P}_{a}  \tag{18a}\\
0 & =\frac{\partial \boldsymbol{G}_{a}}{\partial \boldsymbol{X}} \boldsymbol{P}+\frac{\partial \boldsymbol{G}_{a}}{\partial \boldsymbol{X}_{a}} \boldsymbol{P}_{a}
\end{align*}\right.
$$

The second set of the above equations allows to write $\boldsymbol{P}_{a}$ as a function of $\boldsymbol{P}$ in the same manner as in the system (11):

$$
\begin{equation*}
\boldsymbol{P}_{a}=-\left[\frac{\partial \boldsymbol{G}_{a}}{\partial \boldsymbol{X}_{a}}\right]^{-1} \frac{\partial \boldsymbol{G}_{a}}{\partial \boldsymbol{X}} \boldsymbol{P} . \tag{19}
\end{equation*}
$$

Replacing $\boldsymbol{P}_{a}$ by its expression in Eq. (18a) gives the following eigenvalue problem:

$$
\begin{equation*}
\left(\boldsymbol{H}-s \boldsymbol{I}_{N(2 H+1)}\right) \boldsymbol{Q}=\mathbf{0}, \tag{20}
\end{equation*}
$$

which is the system (12) projected on the Floquet forms in the frequency domain, where the so-called Hill matrix is:

$$
\begin{equation*}
\boldsymbol{H}=\frac{\partial \boldsymbol{G}}{\partial \boldsymbol{X}}-\frac{\partial \boldsymbol{G}}{\partial \boldsymbol{X}_{a}}\left[\frac{\partial \boldsymbol{G}_{a}}{\partial \boldsymbol{X}_{a}}\right]^{-1} \frac{\partial \boldsymbol{G}_{a}}{\partial \boldsymbol{X}}-\omega \boldsymbol{D} \tag{21}
\end{equation*}
$$

In the above Eq. (20), the eigenvalue and eigenvectors have been denoted by $(s, \boldsymbol{Q})$ instead of $(\alpha, \boldsymbol{P})$ for a reason that will be addressed in the next section.

As compared to the previous work [LT10] on the subject, the Hill matrix can be automatically computed by knowing only the quadratic operators $\boldsymbol{g}$ and $\boldsymbol{g}_{a}$ (and their extension in the frequency domain, $\boldsymbol{G}$ and $\boldsymbol{G}_{a}$ ), using the condensation of the auxiliary variables that has been explained in [GCV19]. A numerical comparison of this automatic construction of Hill's matrix and a construction by hand, using the method described in [BL18], has been done and the results are consistent once the order of truncation is strictly more than 1.


Figure 1: Bifurcation and local stability analysis of a periodic solution by studying the locus of Floquet exponents $\alpha_{n}$ (first row) and multipliers $\rho_{n}$ (second row) in the complex plane. (a) Simple bifurcation (saddle-node, pitchfork). (b) Flip or period doubling bifurcation. (c) Secondary Hopf or Neimark-Sacker bifurcation.

### 2.4 Floquet exponents and Hill's eigenvectors

Computing the spectrum of the square Hill matrix $\boldsymbol{H}$ of size $N(2 H+1)$ (Eq. (20)), we get $N(2 H+1)$ eigenvalues $s_{l}$ and complex eigenvectors $\boldsymbol{Q}_{l}$ of size $N(2 H+1), l=1, \ldots, N(2 H+$ 1). When the number of harmonics of the HBM tends to infinity, at the limit $H \rightarrow+\infty$, the eigenvalues are actually not all independent [ZHA04, Moo05, LTD12, BL18] since they verify the relation:

$$
\begin{equation*}
s_{l}=s_{n}^{(h)}=\alpha_{n}+i h \omega, \tag{22}
\end{equation*}
$$

with $l=1, \ldots, N(2 H+1), n=1, \ldots, N, h=-H, \ldots-1,0,1, \ldots, H$. An analogous property holds for the eigenvectors. If the complex Fourier expansion of the periodic vector $\boldsymbol{p}_{n}(t)$ is written:

$$
\begin{equation*}
\boldsymbol{p}_{n}(t)=\sum_{h=-H}^{H} \boldsymbol{p}_{n}^{(h)} \mathrm{e}^{\mathrm{i} h \omega t} \tag{23}
\end{equation*}
$$

we gather its Fourier components in the vector:

$$
\begin{equation*}
\boldsymbol{P}_{n}=\left[\boldsymbol{p}_{n}^{(-H)} ; \ldots ; \boldsymbol{p}_{n}^{(-1)} ; \boldsymbol{p}_{n}^{(0)} ; \boldsymbol{p}_{n}^{(1)} ; \ldots ; \boldsymbol{p}_{n}^{(H)}\right] \tag{24}
\end{equation*}
$$

of size $N(2 H+1)$. Then, the $l$-th. eigenvector $\boldsymbol{Q}_{l}$ of Eq. (20) can be written:

$$
\begin{equation*}
\boldsymbol{Q}_{l}=\boldsymbol{Q}_{n}^{(h)}=\left[\boldsymbol{p}_{n}^{(-H+h)} ; \ldots ; \boldsymbol{p}_{n}^{(-1+h)} ; \boldsymbol{p}_{n}^{(0+h)} ; \boldsymbol{p}_{n}^{(1+h)} ; \ldots ; \boldsymbol{p}_{n}^{(H+h)}\right] \tag{25}
\end{equation*}
$$

Observing Eqs. (22) and (25) shows that each Floquet mode $\left(\alpha_{n}, \boldsymbol{p}_{n}(t)\right), n=1, \ldots N$ is computed redundantly $(2 H+1)$ times by the Hill eigenproblem (20). In the case of the eigenvalues, a given $\alpha_{n}$ can be theoretically computed equally $(2 H+1)$ times with $\alpha_{n}=s_{n}^{(h)}-i h \omega$. A graphical representation of this property is shown in the complex plane in the first row of Fig. 1 in which the $(2 H+1)$ eigenvalues $s_{n}^{(h)}$ associated to $\alpha_{n}$, for a given $n$, appear with the same real part translated vertically $(2 H+1)$ times of a quantity $\omega$. For the eigenvectors, Eq. (25) shows that $\boldsymbol{Q}_{n}^{(h)}$ contains $\boldsymbol{P}_{n}$ with its Fourier components translated from a factor $h$, so that it is obtained $2 H+1$ times. This is illustrated in


Figure 2: Plot of the components of some eigenvectors $\boldsymbol{Q}_{n}^{(h)}$ of Eq. (21). For a particular point close to the primary resonance of the forced Duffing oscillator (Fig. 6), computed with $H=10$ harmonics, the eigenvectors $\boldsymbol{Q}_{1}^{(h)}$ linked to the first Floquet form $(n=1)$ are shown. Each plot shows the components of $\boldsymbol{Q}_{1}^{(h)}$ for a particular value of $h, h \in 0,1,2,3,8,9,10$. The components of $\boldsymbol{Q}_{1}^{(h)}$ (Eq. 25) are shown on the y-axis as the norm $\left\|\boldsymbol{p}_{1}^{(i)}\right\|$ as a function of $i=-H, \ldots 0 \ldots, H$ in the x -axis.

Fig. 2 in which $\boldsymbol{Q}_{1}^{(h)}$ has the same pattern than $\boldsymbol{Q}_{1}^{(0)}$, in term of Fourier components, but translated of $h$ harmonics.

The above redundancy results holds only at the limit $H \rightarrow+\infty$. In practice, $H$ is finite and the redundancy is not exact. Consequently, some eigensolutions $\left(s_{n}^{(h)}, \boldsymbol{Q}_{n}^{(h)}\right)$ give a better estimate of $\left(\alpha_{n}, \boldsymbol{P}_{n}\right)$, for a given $n$, and there is a necessity to sort the spectrum of the truncated Hill's matrix in order to properly compute the basis of $N$ converged independent Floquet forms among the $N(2 H+1)$ computed eigensolutions. Two main sorting methods exist in the literature whether the sorting algorithm is based on the eigenvalues relation Eq (22) [ZHA04] or the eigenvectors equation (25) [LT10, BL18]. In the following, we use the latter class of sorting algorithms since literature has shown it was the fastest to converge [BL18].

Before describing the eigenvector sorting algorithm, Fig. 2 illustrates the loss of exact redundancy of the eigenvectors when $H$ is finite. One can first notice that the property of Eq. (25) holds only for low values (close to zero) of $|h|^{1}$. In particular, for $h=1,2,3$, the pattern of $\boldsymbol{Q}_{1}^{(0)}$ is exactly recovered on $\boldsymbol{Q}_{1}^{(h)}$ but translated of $h$ harmonics on the right (it would be on the left for $h<0$ ). However, for high values of $|h|$, close to $H(h=8,9,10)$, the pattern is distorted, illustrating that $\boldsymbol{Q}_{1}^{(8)}, \boldsymbol{Q}_{1}^{(9)}$ and $\boldsymbol{Q}_{1}^{(10)}$ in this case are bad estimates of $\boldsymbol{P}_{1} \simeq \boldsymbol{Q}_{1}^{(0)}$. Considering that the Fourier expansion of $\boldsymbol{p}_{n}(t)$ is convergent, its amplitude is concentrated in its low harmonics and its high harmonics are zero; $\boldsymbol{Q}_{1}^{(0)}$ in Fig. 2 then seems the better estimate of $\boldsymbol{P}_{n}$. Consequently, the $N$ better estimates of the $\boldsymbol{P}_{n}, n=1, \ldots N$, are the eigenvectors $\boldsymbol{Q}_{l}, l=1, \ldots N(2 H+1)$ with the most centered pattern. A quantitative

[^0]indicator of this is the weighted mean of $\boldsymbol{Q}_{l}$, defined by:
\[

$$
\begin{equation*}
w_{l}=\sum_{i=-H}^{H} h\left\|\boldsymbol{p}_{l}^{(i)}\right\| / \sum_{i=-H}^{H}\left\|\boldsymbol{p}_{l}^{(i)}\right\|, \tag{26}
\end{equation*}
$$

\]

where $\|\bullet\|$ is the norm of • and $\boldsymbol{p}_{l}^{(i)}$ is defined in Eq. (25). The $N$ most converged eigenvectors are then the $N$ ones with a weighted mean $w_{l}$ the closest to zero. Moreover, apart when $h$ is close to $H$, the particular form of Eq (25) implies $w_{l}=w_{n}+h$ for $h=-H, \ldots,-1,0,1, \ldots, H$ so the $N$ fundamental eigenvalues $\alpha_{n}$ and eigenvectors $\boldsymbol{P}_{n}$ are finally the ones for which the weighted means $w_{n}$ are inside the primitive cell $-1 / 2 \leq w_{n}<$ $1 / 2$. Upon convergence, i.e. for a sufficiently large $H$, only $N$ weighted means should be found in the primitive cell. This property is illustrated in Fig. 2, in which $w_{l}$ is shown in a red vertical dashed line and the primitive cell in light blue shading. Only $\boldsymbol{Q}_{1}^{(0)}$ has its weighted mean inside the primitive cell. Currently, there is no rigorous mathematical proof on the convergence of this sorting method but the literature [LT10, TLT10, LTD12, MTTB14, GVVC17, BL18, Laz19], and now the following results, demonstrate to date the great efficiency of the method.

Using the above algorithm, it is possible to estimate the stability of the periodic solution $\boldsymbol{x}_{0}(t)$ by either observing the locus of the $N$ Floquet exponents $\alpha_{n}(n=1, \ldots, N)$ with respect to the imaginary axis in the complex plane, or more classically (see e.g. [NB95]) the locus of the $N$ Floquet multipliers, defined by $\rho_{n}=\exp \left(\alpha_{n} T\right)$ with $T=2 \pi / \omega$, with respect to the unit circle (see Fig. 1). A crossing of those limits implies a change of stability and the nature of this crossing is linked to a particular type of bifurcation. Moreover, like classical normal modes for linear systems of ODEs with constant coefficients, Floquet forms constitute an orthogonal basis for linear time-periodic systems [CW84, BL18]. In particular, in the case of a Neimark-Sacker bifurcation, the quasi-periodic function $\boldsymbol{p}_{n}(t) e^{\alpha_{n} t}$ at the onset of instability gives the direction of the new quasi-periodic solution. This practical use of Floquet forms will be illustrated later on in Section 3.2.2. Note that the modal information $\boldsymbol{p}_{n}(t)$ is almost never used in the literature for navigation in bifurcation diagrams, although it could be used for initial guess to compute new bifurcation branches.

All the developments of section 2.3 are valid for either real coefficients or complex coefficients for the Fourier expansion (see Eq. (13)). Consequently, if real coefficients are chosen to compute the periodic solution $\boldsymbol{x}_{0}(t)$ (which is the case for the computation shown in this article), the Hill matrix (21) will also be composed of real coefficients, as well as the computed eigenvectors $\boldsymbol{Q}_{l}$. On the other hand, the sorting of the Hill eigenvectors explained in the present section has to be done on the complex Fourier coefficients. As a consequence, the real coefficients of $\boldsymbol{Q}_{l}$ have to be transformed into their complex counterpart before using the sorting algorithm.

## 3 Validation on some test cases

In this section, we have implemented the aforementioned theoretical developments in the Matlab continuation software MANLAB that is based on the asymptotic numerical expansion of quadratic systems of algebraic equations obtained by the harmonic balance method [man, $\mathrm{KAL}^{+} 10$ ]. To validate and challenge our new stability algorithm, we review here the most archetypal bifurcation diagrams of periodic solutions of classical nonlinear dynamical systems, with an emphasis on the stability determination.

### 3.1 Continuation algorithm

The continuation algorithm used to draw the bifurcation diagrams of all the systems studied is based on a Taylor series expansion of the solution branch coupled with the harmonic
balance method. It is freely available online on a dedicated website [man] and has been the subject of many publications, hence the method is not recalled here. The stability computation using Hill's method as described in the previous sections has been implemented within the framework of this tool and is then completely automatized once the system to solve is written in the appropriate format. The examples below are recast in a quadratic format following the works [GCV19, GVC18, KCV13] and the previous sections.

The general setting to have the stability computation automatically available is to recast the system of Ordinary Differential Equations in the appropriate format:

$$
\left\{\begin{array}{l}
0=\boldsymbol{g}\left(\boldsymbol{x}, \boldsymbol{x}_{a}, t\right)-\dot{\boldsymbol{x}}  \tag{27a}\\
0=\boldsymbol{g}_{a}\left(\boldsymbol{x}, \boldsymbol{x}_{a}, t\right)
\end{array}\right.
$$

which is almost exactly the same as (6), although the derivatives appear with a -1 sign. The stability analysis is performed at the starting and the ending point of a continuation step. If the system encounters a bifurcation, it automatically searches for the exact bifurcation point using a dichotomy algorithm.

Depending on the choice of the bifurcation parameter and the kind of dynamical system, three cases can be considered in practice. To precise this, the algebraic system (14) solved by the continuation method is formally written:

$$
\begin{equation*}
\boldsymbol{R}\left(\boldsymbol{X}_{f}, \lambda, \omega\right)=\mathbf{0} \tag{28}
\end{equation*}
$$

which has $N_{f}(2 H+1)$ equations (the size of $\left.\boldsymbol{R}\right)$ and $N_{f}(2 H+1)+2$ unknowns. The implicit functions theorem states that with $N_{f}(2 H+1)+1$ unknowns, this system can be solved. In practice, either an additional phase equation is needed, or one of the parameters $\lambda$ or $\omega$ has to be prescribed, leading to the three following cases:

- (i) autonomous non conservative systems: in this case, a phase equation is added to (28), imposing that for the $i$-th. unknown $\dot{x}_{i}(t=0)=0$, for a given $i$. This case is considered in section 3.2;
- (ii) autonomous conservative systems: in this case, as explained in section 3.4, both a fictitious bifurcation parameter $\lambda$ and a phase equation are added. The computation of nonlinear modes of conservative systems is in this case [RKC16];
- (iii) forced systems: in this case, no phase condition is needed since the phase of the periodic solution is imposed by the forcing and is thus a consequence of the computation. Usually, one considers $\omega$ as the bifurcation parameter $(\lambda=\omega)$. Another case can be to prescribe $\omega$ at a fixed value and to leave $\lambda$ free, as the forcing amplitude. Some examples are given in section 3.3.


### 3.2 Autonomous non conservative system

We consider here some autonomous dynamical systems that lead to self-sustained oscillations. They encounter typical bifurcations such as saddle-node, pitchfork and NeimarkSacker bifurcations associated to changes of stability. Moreover, since the systems are autonomous, one of the Floquet multiplier is always equal to $\rho_{1}=1$. For practical reasons, in the implemented algorithm, it is first identified among all the $\rho_{n}, n=1, \ldots N$ by the one the closest to $1\left(\rho_{1}=\min _{n}\left|\rho_{n}-1\right|\right)$. Then, $\rho_{1}$ is not considered for the stability tests. It is thus not plotted on the Floquet multiplier plots of this section.


Figure 3: Bifurcation diagram (in the form of a waterfall of the phase diagrams), evolution of the periodic solution frequency $\omega$ as a function of the bifurcation parameter $\lambda$ and evolution of the Floquet multipliers of the Van der Pol oscillator (29). The solution-branch has been computed with $H=50$ harmonics. Stable solutions are represented in blue, unstable solutions in red. A global bifurcation occurs for $\lambda=0$ since (29) degenerates into a conservative harmonic oscillator whose periodic orbit is shown in green.

### 3.2.1 Van der Pol oscillator

Let us consider a classical Van der Pol oscillator

$$
\begin{equation*}
\ddot{x}-\lambda\left(1-x^{2}\right) \dot{x}+x=0 \tag{29}
\end{equation*}
$$

Introducing $y=\dot{x}, r=1-x^{2}$ and $v=\lambda y$ yields the following quadratic system:

$$
\begin{array}{ll}
0=y & -\dot{x} \\
0=r v-x & -\dot{y} \\
0=r-\left(1-x^{2}\right) &  \tag{30}\\
0=v-\lambda y &
\end{array}
$$

This system has a branch of periodic solutions existing for all the values of $\lambda$ that encounters a global bifurcation for $\lambda=0$. Indeed for $\lambda=0$ fixed, equation (29) describes a harmonic oscillator and thus a branch of periodic solutions of a conservative system. As explained before, one of the Floquet multiplier is equal to one (not represented in right figure 3) and the other one is real greater than 1 if $\lambda<0$ (the solution is unstable) and between 0 and 1 if $\lambda>0$ (the solution is stable).

### 3.2.2 Coupled Van der Pol oscillators

Let us consider a system of coupled Van der Pol oscillators similar to the one studied in [GVVC17] :

$$
\begin{array}{ll}
\ddot{x}_{1}+a_{1} \dot{x}_{1}+x_{1} & =\lambda\left(\dot{x}_{1}+\dot{x}_{2}\right)\left(1+b\left(x_{1}+x_{2}\right)+c\left(x_{1}+x_{2}\right)^{2}\right) \\
\ddot{x}_{2}+a_{2} \dot{x}_{2}+\Omega^{2} x_{2} & =2 \lambda\left(\dot{x}_{1}+\dot{x}_{2}\right)\left(1+b\left(x_{1}+x_{2}\right)+c\left(x_{1}+x_{2}\right)^{2}\right) \tag{31}
\end{array}
$$

where $x_{1}$ and $x_{2}$ are the two physical variables of the system and $\lambda$ is the control parameter. Introducing $z_{1}=\dot{x}_{1}, z_{2}=\dot{x}_{2}, r=\left(x_{1}+x_{2}\right)^{2}, w=\left(x_{1}+x_{2}\right)\left(z_{1}+z_{2}\right)$ and $v=r\left(z_{1}+z_{2}\right)$
yields the following quadratic system:

$$
\begin{array}{ll}
0=z_{1} & -\dot{x}_{1} \\
0=\lambda\left(z_{1}+z_{2}\right)+b \lambda w+c \lambda v-x_{1}-a_{1} z_{1} & -\dot{z}_{1} \\
0=z_{2} & -\dot{x}_{2} \\
0=2 \lambda\left(z_{1}+z_{2}\right)+2 b \lambda w+2 c \lambda v-\Omega^{2} x_{2}-a_{2} z_{2} & -\dot{z}_{2}  \tag{32}\\
0=r-\left(x_{1}+x_{2}\right)^{2} & \\
0=w-\left(x_{1}+x_{2}\right)\left(z_{1}+z_{2}\right) & \\
0=v-r\left(z_{1}+z_{2}\right) &
\end{array}
$$



Figure 4: Bifurcation diagram and evolution of the Floquet multipliers around the bifurcations of Eqs. (31). The solution branches have been computed with $H=30$ harmonics. Stable solutions are represented in solid lines, unstable solutions in dotted lines. The two degrees of freedom $x_{1}$ and $x_{2}$ are represented on both the branches that arise from the two Hopf bifurcations. The Floquet exponents are represented around the two Neimark-Sacker bifurations NS1 and NS2 that occur on the first and the second branch respectively.

The chosen parameters are: $a_{1}=0.01, a_{2}=0.05, b=c=-2, \Omega=\sqrt{6}$. This system encounters two Hopf bifurcations for $\lambda=a_{1}$ and $2 \lambda=a_{2}$, in our case for $\lambda=0.01$ and $\lambda=0.025$. From these two bifurcations, periodic branches arise that both encounter a Neimark-Sacker bifurcation. Figure 4 shows the bifurcation diagram of the system on the left-hand-side and the Floquet exponents on the right-hand-side. The first NeimarkSacker bifurcation NS1 occurs on the branch arising from the first Hopf bifurcation. The solutions on this branch are approximately $2 \pi$-periodic, the dynamics is governed by the first degree of freedom $x_{1}$. Thus, the new angular frequency that appear at NS1 is expected to be around $\Omega$, the eigen angular frequency of the second oscillator. On the figure, the imaginary part of the Floquet exponents that crosses the imaginary axis, i.e. the angular frequency introduced in the system, is around 2.2 that is close to $\Omega=\sqrt{6}=2.45$. In the same manner, at the second Neimark-Sacker bifurcation NS2 the angular frequency introduced in the system is around 1 , which is the eigen angular frequency of the first oscillator.

At the bifurcation NS1, the shape of the arising quasi-periodic (QP) solution can be approximated using the Floquet forms. If $\boldsymbol{x}_{0}(t)=\left[x_{1}(t) ; x_{2}(t)\right]$ denotes the state vector of periodic physical solutions with fundamental frequency $\omega$, the perturbed solution is given by $\boldsymbol{x}_{F F}(t)=\boldsymbol{x}_{0}(t)+A \boldsymbol{y}_{n}(t)$ where $\boldsymbol{y}_{n}(t)=\mathrm{e}^{\alpha_{n} t} \boldsymbol{p}_{n}(t)$ given in (5) is a Floquet form of $\boldsymbol{x}_{0}(t)$ and $A$ is a complex constant that can be chosen freely. We recall the Floquet exponents $\alpha_{n}$ and periodic eigenfunctions $\boldsymbol{p}_{n}(t)$, with period $T=2 \pi / \omega$, are obtained by solving the automatically computed Hill eigenvalue problem as explained in section 2. A good approximate of the bifurcated quasi-periodic solution at NS1 is to choose the
quasi-periodic Floquet form $\boldsymbol{y}_{n}(t)$ associated with $\Re\left(\alpha_{n}\right) \rightarrow 0$ that is responsible for the bifurcation and a relatively small constant $A$ for the linear approximation to be correct. Figure 5 shows the expected shape of QP solution $\boldsymbol{x}_{F F}(t)$ in the time domain obtained for $A=0.05$ and the QP solution, slightly after NS1, computed with a QP harmonic balance method that has been described in [GVVC17]. The two solutions are in a qualitatively good agreement. It seems that there is a small phase shift between the two shapes but as these are QP solutions, it is not so easy to state for sure. As it makes it easier to compare the signal shapes, the author decided not to find a better phase agreement. This approach based on Floquet forms leads to an easier initialization of QP orbits after Neimark-Sacker bifurcations which is known to be a very tough problem when dealing with QP signals. The possibility to initialize the computation of QP solution branches using this technique is implemented in the version of MANLAB available online, used for this article.


Figure 5: Comparison of the quasi-periodic solution computed using the Floquet forms (5) with the method described in section 2.4 and the quasi-periodic solution using the quasiperiodic HBM from [GVVC17]. The shapes qualitatively coincide very well.

### 3.3 Forced systems

We consider here some periodically forced (non-autonomous) dynamical systems that also encounter typical bifurcations such as saddle-node, pitchfork, symmetry breaking, period doubling and Neimark-Sacker bifurcations associated to changes of stability. In this case, all the $N$ Floquet multipliers $\rho_{n}, n=1, \ldots N$ are variables and analyzed to assess the stability of the periodic solutions.

### 3.3.1 Forced Duffing oscillator

Let us consider a classical Duffing oscillator

$$
\begin{equation*}
\ddot{u}+\mu \dot{u}+\omega_{0}^{2} u+\Gamma u^{3}=F \cos (\Omega t) \tag{33}
\end{equation*}
$$

where $u(t)$ is the physical unknown we are interested in and $\lambda=\Omega$, the excitation frequency, is the control parameter we choose for computing the bifurcation diagram. Introducing $v=\dot{u}$ and $r=u^{2}$ yields the following quadratic system:

$$
\begin{array}{ll}
0=v & -\dot{u} \\
0=F \cos (\Omega t)-\mu v-\omega_{0}^{2} u-\Gamma u r & -\dot{v}  \tag{34}\\
0=r-u^{2} &
\end{array}
$$



Figure 6: Bifurcation diagram for a Duffing oscillator. (a) Amplitude of the first harmonic of the periodic response $u(t)$ as a function of excitation frequency, for forced and free response, as mentioned. Full and dashed lines indicate stable and unstable branches, respectively. (b,c) Detail of the superharmonic resonances of order $1 / n, n \in\{2,3,4,5\}$. SB: symmetry breaking bifurcations; SN : saddle node bifurcations. (b) odd harmonics $H_{1}$, $H_{3}$ ); (c) even harmonics $H_{0}, H_{2}, H_{4}$ as mentioned. Parameters: $\mu=0.05, F=3, \omega_{0}=1$, $\Gamma=1, H=30$.
that can be implemented in MANLAB to compute the periodic solution $u(t)$ as well as its stability as a function of $\Omega$.

We first consider a continuation at fixed driving amplitude $F$ with the driving frequency $\Omega$ as the continuation parameter. The bifurcation diagram of $u(t)$ as a function of $\Omega$ is given in Figure 6 for $H=30, F=3, \mu=0.05, \omega_{0}=1, \Gamma=1$. This diagram is classical and can be found for example in [LT10] for numerical computation or in [NM79] for multiple scale analysis. The global bifurcation diagram showing the amplitude of the first harmonic of the periodic solution $u(t)$ is displayed in Figure 6(a). The shape of the branches qualitatively conforms to the one obtained by perturbation methods and the saddle node (SN) bifurcations are precisely located at the turning point. This latter remark highlights the fact that the Floquet exponents computed and sorted from the Hill matrix of (21) crosses the imaginary axis at the correct $\Omega$. Figure 6(b) and (c) show a zoom for $\Omega \in[0.1,1.3]$ to highlight the behaviour of the system under superharmonic resonances, for which numerous SN bifurcations are obtained, again precisely located at the turning points. The superharmonic resonances of order $1 / n$ with $n$ odd are characterized by small resonances of the haramonics $H_{n}$, giving rise to loops of the resonance curves, as shown in Fig. 6(b). For the superharmonic resonances of order $1 / n$ with $n$ even, the branch of symmetric $u(t)$ (all even harmonics are zero) becomes unstable between two pitchfork bifurcations and gives birth to stable branches where $u(t)$ is asymmetric (non-zero even harmonics). Those pitchfork bifurcations, called consequently symmetry breaking (SB) bifurcation, are well recovered. For the chosen level of forcing $(F=3)$, even superhamonic resonances of order $1 / 2,1 / 4$ and $1 / 6$ are obtained. Those two types of bifurcations (SB, SN ) are responsible of the same behaviour of the Floquet multipliers, one of them crossing the unit-circle for both cases (see inset of Fig. 6(a)).

One has also to mention that the location of the SB bifurcation is exactly found where
the bifurcation detector implemented in Manlab (based on the emergence of a power series in the Taylor series in the vicinity of a bifurcation point, see [CM13] for details) detects a branch crossing. This further highlights the quality of the stability detection of the proposed algorithm.


Figure 7: Bifurcation diagram for a Duffing oscillator with fixed driving frequency $\Omega$ $(\Omega \in\{0.9 ; 0.95 ; 1 ; 1.05 ; 1.1\}$, see the legend for the color of the curves) and the driving excitation $F$ as the bifurcation parameter. (a) whole diagram and (b,c) zoom on details. Only the first harmonic of $u(t)$ is plotted. Parameters: $\mu=0.05, \omega_{0}=1, \Gamma=1, H=30$.

We now consider a continuation at fixed driving frequency $\Omega$ with the driving amplitude $F$ as the continuation parameter. The bifurcation diagram of $u(t)$ as a function of $F$ is given in Figure 7 for $H=30, F=3, \mu=0.05, \omega_{0}=1, \Gamma=1$. For low values of $F$ (see Fig. 7(c)), the diagram is classical and can be found for example in [NM79]. In this case, since $\Gamma>0$, the behaviour is hardening and the two saddele-node bifurcations (SN) are obtained only for driving frequencies $\Omega$ higher that the natural frequency $\omega_{0}$. Then, for higher values of $F$ (see Figs. $7(\mathrm{a}, \mathrm{b})$ ), loops of superharmonic resonances of order $1 / 2$ and $1 / 3$ are observed, for any value of $\Omega$, showing symmetry breaking (SB) and saddle node (SN) bifurcation, as in the case of a continuation in $\Omega$ in Fig. 6.

### 3.3.2 Parametric pendulum

Parametric pendulums are archetypal examples of an important class of dynamical systems known as time-varying systems or parametric oscillators [Ric12, BL18, Laz19]. We consider the classical case of a pendulum forced by a vertical acceleration of its pivot that has notably been analytically treated in [BM90]. In the latter, the equation of motion is written in the form

$$
\begin{equation*}
\ddot{\theta}+2 \delta \dot{\theta}+(1-\varepsilon \sin (\omega t)) \sin (\theta)=0 \tag{35}
\end{equation*}
$$

where $\theta$ is the angular displacement from the downward vertical, $\delta$ is the damping ratio, $\varepsilon$ represents the forcing amplitude, $\omega$ is the ratio of the forcing frequency $\Omega$ to the natural frequency $\omega_{0}$ and the unit of time $t$ is the inverse of the natural frequency. Introducing $\psi=\dot{\theta}, F=\varepsilon \sin (\omega t), s=\sin (\theta), c=\cos (\theta)$ and the differentiated forms $\mathrm{d} s=c \mathrm{~d} \theta$, $\mathrm{d} c=-s \mathrm{~d} \theta$ (see [GCV19, GVC18] for more details on this recast) yields the following
quadratic formulation :

$$
\begin{array}{lll}
0=\psi & -\dot{\theta} & \\
0=-2 \delta \psi-(1-F) s & -\dot{\psi} & \\
0=F-\varepsilon \sin (\omega t) & &  \tag{36}\\
0=s-\sin (\theta) & d s-c d \theta=0 \\
0=c-\cos (\theta) & d c+s d \theta=0
\end{array}
$$

To qualitatively compare the computed numerical results to the analytical solutions plotted in [BM90], we choose the parameters $\delta=1 / 8, \varepsilon=1.05$ and a truncation number $H=100$ to ensure convergence of the numerical Fourier series expansion of $\theta(t)$. The bifurcation parameter is chosen as the driving frequency so that $\lambda=\omega$.


Figure 8: Bifurcation and local stability analysis of the nonlinear parametric pendulum of [BM90]. (a) First and second parametric resonances showing the amplitudes of harmonics $1 / 2$ and 1 of $\theta(t)$ as a function of $\omega$. (b) Locus of the Floquet multipliers in the complex plane for the trivial branch $\theta(t)=0$ when $\omega$ varies from 0.2 to 2.8.

Figures 8 and 9 show a numerical evolution of $\theta(t)$ and a stability prediction as expected from the analytical study of [BM90]. As shown with the Floquet multipliers in Figure


Figure 9: Bifurcation and local stability analysis of the beginning of the period-doubling cascade. (a) Zoom on the period doubling sequence showing the amplitudes of harmonics $1 / 8,1 / 4,1 / 2$ and 1 of $\theta(t)$ as a function of $\omega$. (b) Locus of the Floquet multipliers associated with the bifurcation diagram in (a).

8(b) when $\omega$ varies, the trivial downward vertical solution $\theta(t)=0$ alternates between $T$-periodic and $2 T$-periodic instability regions (with $T=2 \pi / \omega$ ) that respectively give rise to Simple (SB) and Period Doubling (PD) bifurcations. The amount of damping in our example, $\delta=1 / 8$, limits the number of instability regions to two. For $\omega \approx 1\left(\Omega \approx \omega_{0}\right)$, the parametric forcing destabilizes the trivial downward equilibrium position $\theta(t)=0$ which bifurcates on an asymmetric oscillation dominated by the lowest harmonic $\omega$. The principal parametric instability region of the trivial solution $\theta(t)=0$ is located around $\omega=2\left(\Omega \approx 2 \omega_{0}\right)$. The sequence of bifurcation emerging from this $2 T$-periodic instability is complex and will be described from right to left as a function of $\omega$. At $\omega \approx 2.4$, the parametric forcing destabilizes the trivial downward equilibrium position $\theta(t)=0$ on a twice slower symmetric motion with fundamental frequency $\omega / 2$. Continuing on the new stable branch, around $\omega=1.8$, a symmetry breaking bifurcation occurs and harmonics multiple integers of $\omega$ emerge in the solution, as shown by the curve $H_{1} \theta$ in Figure 8(a). Decreasing $\omega$ even further, a new period doubling bifurcation occurs which is the beginning of a period-doubling cascade that is detailed in Figure 9.

In order to follow the period doubling bifurcations of Figure 8, one needs to add harmonics of order $1 / n$, where $n$ is a positive integer, in the Fourier expansion of the Harmonic Balance Method each time a period doubling bifurcation is encountered. In practice, this is done by forcing the oscillator at $n \omega$, and by computing a response with a fundamental harmonic lower than $n$. Thus, the red branch with harmonics $1 / 2$ shown in Figures 8-9 has been obtained by forcing the oscillator at a $2 \omega$ frequency and by computing a response with fundamental harmonic $\omega$. Around $\omega=1.73$ in Figure 9(a), a new period doubling bifurcation (PD1) occurs as shown by the associated Floquet multipliers crossing the unit circle on the real axis by the left. To compute the new emerging solution with harmonics $1 / 4$, we had to force the oscillator at a $4 \omega$ frequency to be able to represent a solution with a full spectrum with fundamental harmonic $\omega$. Decreasing $\omega$ further, the stable branch encounters a new period doubling bifurcation PD2 where a new solution with harmonic $1 / 8$ arises. Although we stopped computing this sequence after PD3, it is well known that the period-doubling sequence actually terminates with a narrow band of nearly-periodic oscillations before chaotic oscillations or some independent periodic oscillations are reached [BM90]. The period-doubling cascade is correctly computed from our stability algorithm. This cascade is also recognizable with Floquet multipliers in the Argand plane that consist of sequence of circles of conjugate eigenvalues, with smaller and smaller radius, that lock-in on the real axis so that Floquet multipliers cross the unit circle from the left.

### 3.3.3 Coupled oscillators in 1:2 internal resonance

Let us consider the following dynamical system introducing two oscillators in one-to-two (1:2) internal resonance:

$$
\left\{\begin{array}{l}
\ddot{u}_{1}+\mu_{1} \dot{u}_{1}+\omega_{1}^{2} u_{1}+\beta_{1} u_{1} u_{2}=F_{1} \cos \Omega t  \tag{37}\\
\ddot{u}_{2}+\mu_{2} \dot{u}_{2}+\omega_{2}^{2} u_{2}+\beta_{2} u_{1}^{2}=F_{2} \cos \Omega t
\end{array}\right.
$$

where the two natural frequencies are chosen such that $\omega_{2} \simeq 2 \omega_{1}$ and where only the corresponding resonant quadratic nonlinear terms have been kept in the oscillators [GH83a, TTC04]. Since the above system is naturally quadratic, one has just to introduce $v_{1}=\dot{u}_{1}$ and $v_{2}=\dot{u}_{2}$ to obtain a first order system in the right formalism without auxiliary equations ( $\boldsymbol{x}_{a}=\boldsymbol{g}_{a}=\mathbf{0}$ in Eqs. (6)). This kind of system is encountered in many different physical systems and has already been studied by a number of investigators (see e.g. [NM79, NB89, Nay00] and references therein, about spring pendulums, ships, surface waves etc.). It is also the canonical system for studying more complex quadratic internal resonances such as 1:1:2, 1:2:4 etc. encountered in shells and musical instruments [TTC05, TTL07, MTTB14,

MTT15]. Here, as previously, the bifurcation parameter is chosen as the driving frequency $\lambda=\Omega$.

Two main canonical cases are considered here. The first one is when only the low frequency oscillator is forced, namely $F_{2}=0$. In this case, a coupled solution between the two oscillators is obtained, for which, at first order, $u_{1}$ oscillates at frequency $\Omega$, $u_{1}(t) \simeq a_{1} \cos \left(\Omega t+\varphi_{1}\right)$ and $u_{2}$ oscillates at frequency $2 \omega, u_{2} \simeq a_{2} \cos \left(2 \Omega t+\varphi_{2}\right)$, where $a_{1}$, $a_{2}$ are the amplitudes and $\varphi_{1}, \varphi_{2}$ are the phases. Fig. 10(a) shows $a_{1}$ and $a_{2}$ as a function of $\Omega$. Several saddle node (SN) bifurcations are obtained and successfully computed at the limit points of branches (where the tangent is vertical). Moreover, a zone of quasi-periodic solution is predicted around $\omega=\omega_{1}$, obtained after Neimark-Sacker (NS) bifurcations, for which two complex conjugate Floquet multipliers exit the unit circle (Fig. 10(b)). This case if fully compatible with approximate analytical solutions [NM79].

The second considered case is when only the high frequency oscillator is forced, namely $F_{1}=0$. In this case, an uncoupled solution, for which the unforced mode has no oscillations $\left(u_{1}(t) \equiv 0, u_{2}(t)=a_{2} \cos \left(\Omega t+\varphi_{2}\right)\right)$ coexists with a coupled solution for which the low frequency mode oscillates at half the driving frequency $\left(u_{1}(t)=a_{1} \cos \left(\Omega / 2 t+\varphi_{1}\right), u_{2}(t)=\right.$ $\left.a_{2} \cos \left(\Omega t+\varphi_{2}\right)\right)$. Fig. 11(a) shows $a_{1}$ and $a_{2}$ as a function of $\Omega$. The branches of two solutions are connected by period doubling (PD) bifurcations, for which a real Floquet multiplier exits the unit circle by the left. In practice, if the period 1 solution is computed with a standard HBM method, the stability check detects the PD bifurcations, as shown in Fig. 11(b). Then, to compute the coupled period 2 solutions, one has to add harmonics of order $1 / 2$ in the Fourier expansions of the HBM. This is done in practice by forcing the second oscillator at a $2 \Omega$ frequency. The uncoupled solution has thus zero odd harmonics and the PD bifurcations degenerate into pitchfork bifurcations, from which the coupled solutions emerge with a full spectrum, its fundamental harmonics being the harmonics of order $1 / 2$ of the classical coupled solution.



Figure 10: Bifurcation diagram for two oscillators in 1:2 internal resonance. (a) Amplitude of harmonics 1 of $u_{1}$ and harmonics 2 of $u_{2}$; (b) locus of the Floquet multipliers in the complex plane. Forcing of the low frequency oscillator $\left(F_{2}=0\right)$ around its resonance $\left(\Omega \simeq \omega_{1}\right)$. Value of the parameters: $\omega_{1}=1 ; \omega_{2}=2 ; \mu_{1}=0.01 ; \mu_{2}=0.02 ; \beta_{1}=\beta_{2}=0.1$; $F_{1}=0.1 . H=10$ harmonics have been retained in the computation.


Figure 11: Bifurcation diagram for two oscillators in 1:2 internal resonance. (a) Amplitude of harmonics $1 / 2$ of $u_{1}$ and harmonics 1 of $u_{2}$; (b) locus of the Floquet multipliers in the complex plane for the uncoupled branch. Forcing of the high frequency oscillator ( $F_{1}=0$ ) around its resonance $\left(\Omega \simeq \omega_{2}\right)$. Value of the parameters: $\omega_{1}=1 ; \omega_{2}=2 ; \mu_{1}=0.01$; $\mu_{2}=0.02 ; \beta_{1}=\beta_{2}=0.1 ; F_{2}=0.2 . H=10$ harmonics have been retained in the computation.

### 3.4 Autonomous conservative systems

The case of autonomous conservative system is particular, as compared to generic autonomous (dissipative) systems considered in section 3.2, since they have an invariant quantity (a first integral). In our case, it is the total mechanical energy $\mathcal{H}$ of our systems. Ideed, the system periodic orbits belong to a one-parameter family, parametrized by the value of $\mathcal{H}$ which should be the bifurcation parameter and which do not appear explicitely in the equations of the dynamical system [MAFG $\left.{ }^{+} 03\right]$. This fact has two consequences in our context of resonant mechanical systems.

Firstly, to ensure the uniqueness of the computed periodic orbit with an appropriate phase condition, one has to add a fictitious bifurcation parameter $\lambda$ in the dynamical system by adding a term $\lambda \dot{u}$ (all details can be found in [MAFG+ 03 , KCV13, KCV14]). In our case the phase condition is $\dot{u}_{1}(0)=0$, i.e the derivative of the first state variable vanishes at $t=0$.

Secondly, the autonomous conservative systems considered here are associated to the free oscillations of resonant mechanical systems and lead to the definition of nonlinear modes of conservative systems [SP93, TTC04, KPGV09, RKC16]. Usually, the frequency $\omega$ of those modes is displayed as a function of $\mathcal{H}$, leading to so-called frequency-energy plots [KPGV09]. One can also choose a particular coordinate of the system and plot its amplitude as a function of $\omega$, leading to so-called backbone curves [NM79]. Both representations will be used in the following.

About the stability of those periodic solutions, since the systems considered here are autonomous, as explained in section 3.2, one of the Floquet multipliers is always $\rho_{1}=1$ and is not considered in the stability checks. Moreover, since the dynamical system is conservative, a classical case is to obtain periodic solutions which are marginally stable. In this case the tolerance for the stability check has to be chosen carefully as the multipliers often lies exactly on the unit cycle. Numerically it is then irrelevant to ask for $\rho_{n} \leq 1$ and a numerical threshold $\nu$ must be added so that the stability condition becomes $\rho_{n} \leq 1+\nu$.

In practice, $\nu=10^{-6}$ is used.

### 3.4.1 Duffing oscillator

The equation of motion of the free Duffing oscillator corresponding to the forced one presented in (33) is

$$
\begin{equation*}
\ddot{u}+\lambda \dot{u}+\omega_{0}^{2} u+\Gamma u^{3}=0, \tag{38}
\end{equation*}
$$

where, as explained above, a dissipative term $\lambda \dot{u}$ has been added, where $\lambda$ is a free (bifurcation) parameter. Since this term is dissipative, $\lambda$ is found very close to zero, as a result of the computation of periodic orbits, that exist theoretically only if the system is conservative ( $\lambda=0$ ). The phase condition is $\dot{u}(0)=0$.

The bifurcation diagram of the system is superimposed with the bifurcation diagram 6(a) of the forced Duffing oscillator, constituting its backbone curve. The whole branch is found marginally stable, with the second Floquet exponents $\rho_{2}$ computed close to one with a $10^{-13}$ accuracy. The bifurcation parameter $\lambda$ is found equal to zero at a numerical error less than $10^{-14}$. Those result confirm the efficiency of the proposed algorithm.

### 3.4.2 A two degrees of freedom mass spring nonlinear system



Figure 12: (a) The two nonlinear modes of the two degrees of freedom mass spring system with a cubic nonlinear spring. Frequency $\omega$ of periodic orbits as a function of the total energy $\mathcal{H}$ of the system. Logarithmic scales. (b) detail of (a); '--': branches of mode 2 with frequency divided by 2 or 3 , that are connected to the tongues of the $1: 2$ and $1: 3$ internal resonances. $H=30$ harmonics have been retained in the computation.

We consider here a two degrees of freedom system composed of two masses (of inertia 1) linked to each other and to the frame by three linear springs (of equal stiffness 1 ). A nonlinear spring with a cubic restoring force also connects one mass to the frame. The equations of motion are:

$$
\left\{\begin{array}{l}
\ddot{u}_{1}+\lambda \dot{u}_{1}+2 u_{1}-u_{2}+u_{1}^{3} / 2=0,  \tag{39}\\
\ddot{u}_{2}+\lambda \dot{u}_{2}-u_{1}+2 u_{2}=0 .
\end{array}\right.
$$

where, as explained above, dissipative terms $\lambda \dot{u}_{1}, \lambda \dot{u}_{2}$ have been added. This system has been used in several papers about nonlinear modes (see [KPGV09, RKC16] for instance). Its total energy is:

$$
\begin{equation*}
\mathcal{H}=1 / 2\left[\dot{u}_{1}^{2}+\dot{u}_{2}^{2}+u_{1}^{2}+u_{2}^{2}+\left(u_{1}-u_{2}\right)^{2}+u_{1}^{4} / 4\right] . \tag{40}
\end{equation*}
$$

Introducing $v_{1}=\dot{u}_{1}, v_{2}=\dot{u}_{1} r=u_{1}^{2}$ yields the following quadratic system:

$$
\begin{array}{ll}
0=v_{1} & -\dot{u}_{1} \\
0=v_{2} & -\dot{u}_{2} \\
0=-\lambda v_{1}-2 u_{1}+u_{2}+u_{1} r / 2 & -\dot{v}_{1}  \tag{41}\\
0=-\lambda v_{2}+u_{1}-2 u_{2}+ & -\dot{v}_{2} \\
0=r-u_{1}^{2} &
\end{array}
$$

In practice, since we need $\mathcal{H}$ to compute the frequency energy plots, it is possible to add Eq. (40) (which is naturally quadratic with $u_{1}^{4}=r^{2}$ ) in (41) to compute it as an additional auxiliary variable. This slightly reduces the accuracy of the computations, since the polynomial order of variables in $\mathcal{H}$ is higher than in the remaining part of the system which increases the number of Fourier coefficients needed to obtain the same accuracy in the HBM method. Then, one consider only the static part $\left(H_{0}\right)$ of $\mathcal{H}$ for the plots, naturally given by the HBM as the zero-th. harmonic of the Fourier expansion of $\mathcal{H}$.

The two degree of freedom system (39) has two nonlinear modes that can be defined as two families of periodic orbits that emerge from its two natural frequencies $\omega_{1}=1$ and $\omega_{2}=\sqrt{3}$ [RKC16]. Fig. 12 shows the frequency $\omega$ of the periodic orbits associated to the two nonlinear modes as a function of the energy $\mathcal{H}$ of the system. Mode 2 is stable along its whole branch, whereas mode 1 in subjected to internal resonances $1: n, n=2,3,4 \ldots$ with mode 2 , that create tongues in the frequency energy plot (FEP). For odd internal resonance ( $n$ odd), the tongue emerges from the main branch without pitchfork bifurcations and is only subjected to saddle node (SN) bifurcations. For even internal resonance ( $n$ even), the main branch is unstable in the vicinity of the tongue, the latter being connected to the main branch with two symmetry breaking (SB) bifurcations. It also shows SN bifurcations. All those bifurcations are accurately predicted by the stability check [KPGV09]. In particular, all SN bifurcation are detected at the limit point of vertical tangent in the FEP (the energy is the bifurcation parameter) and SB bifurcations occur at positions predicted by the branch point detector of [CM13].

Another feature is that each 1:n internal resonance tongue is connected in a particular point (denoted by B in Fig. 12) to the branch of mode 2 with its frequency $\omega$ divided by $n$. At this point, there is a change of stability on the tongue branch, which is accurately predicted by the stability detector. This point is also particular since three branches of solution of the HBM algebraic system (14) intersect in this point (the branch of mode 2 and two branches for mode 1: if $\left(u_{1}, u_{2}\right)$ is solution, $\left(-u_{1},-u_{2}\right)$ is also solution with the same energy $\mathcal{H})$.

### 3.5 A hinged-hinged beam

This section presents the case of a hinged-hinged beam, studied in particular in [Lew97] for the free vibration (autonomous conservative) case and in [Lew97, LTD12] for the forced and damped case. This is an example of a system of a larger size in terms of numbers of degrees of freedom than the previous ones, selected to demonstrate the performances of the proposed method.

### 3.5.1 Governing equations

We consider a straight beam of length $L$, with a homogeneous cross section of area $S$ and second moment of area $I$ built in an homogeneous and isotropic elastic material of Young's modulus $E$ and density $\rho$. Its large amplitude vibrations are modelled here by the following von Kármán model with neglected axial inertia and immovable ends in the axial direction
[WK50, Lew94b]:

$$
\left\{\begin{array}{l}
\rho S w_{, t t}+E I w_{, x x x x}-N w_{, x x}=p  \tag{42a}\\
N=\frac{E S}{2 L} \int_{0}^{L} w_{, x}^{2} \mathrm{~d} x
\end{array}\right.
$$

where $w(x, t)$ is the transverse displacement at axial position $x$ and time $t, N(t)$ is the axial force, that is uniform over the length beam, $p(x, t)$ is the external force per unit length and $\bullet, x=\partial \bullet / \partial x, \bullet_{, t}=\partial \bullet / \partial t$. For numerical purpose and also to reduce the number of free parameters, this model is rewritten in the following dimensionless form:

$$
\left\{\begin{array}{l}
\ddot{\vec{w}}+\bar{w}^{\prime \prime \prime \prime}-\bar{N} \bar{w}^{\prime \prime}=\bar{p},  \tag{43a}\\
\bar{N}=\frac{1}{2} \int_{0}^{1} \bar{w}^{\prime 2} \mathrm{~d} \bar{x},
\end{array}\right.
$$

with:

$$
\begin{equation*}
\bar{w}=\frac{w}{r}, \quad \bar{x}=\frac{x}{L}, \quad r=\sqrt{\frac{I}{S}}, \quad \bar{t}=\frac{1}{L^{2}} \sqrt{\frac{E I}{\rho S}} t, \quad \bar{N}=\frac{L^{2}}{E I} N, \quad \bar{p}=\frac{S L^{4}}{E I^{2}} p . \tag{44}
\end{equation*}
$$

$r$ is the radius of gyration of the beam, $\bullet^{\prime}=\partial \bullet / \partial \bar{x}$ and $\bullet=\partial \bullet / \partial \bar{t}$.
The model of Eqs. (43a,b) is expanded on $K$ eigenmodes of its linear part (of natural frequency $\omega_{k}$ and mode shape $\Phi_{k}(\bar{x}), k=1 \ldots K$ :

$$
\begin{equation*}
\bar{w}(\bar{x}, \bar{t})=\sum_{k=1}^{K} \Phi_{k}(\bar{x}) q_{k}(\bar{t}) . \tag{45}
\end{equation*}
$$

Using the orthogonality properties, it can be shown that the modal coordinates $q_{k}(t)$ verify the following dynamical system:

$$
\left\{\begin{array}{l}
\ddot{q}_{k}+2 \xi_{k} \omega_{k} \dot{q}_{k}+\omega_{k}^{2} q_{k}+\bar{N} \sum_{i=1}^{K} \alpha_{i k} q_{i}=Q_{k},  \tag{46a}\\
\bar{N}=\frac{1}{2} \sum_{i, j=1}^{K} \alpha_{i j} q_{i} q_{j},
\end{array}\right.
$$

where

$$
\begin{equation*}
\alpha_{i j}=\alpha_{j i}=-\int_{0}^{1} \Phi_{i}(\bar{x}) \Phi_{j}^{\prime \prime}(\bar{x}) \mathrm{d} \bar{x}=\int_{0}^{1} \Phi_{i}^{\prime}(\bar{x}) \Phi_{j}^{\prime}(\bar{x}) \mathrm{d} \bar{x}, \quad Q_{k}=\int_{0}^{1} \Phi_{k}(\bar{x}) \bar{p}(\bar{x}, t) \mathrm{d} \bar{x} . \tag{47}
\end{equation*}
$$

One can verify that the above first equation is valid for most classical boundary conditions. Otherwise, different coefficients for the nonlinear terms appear in Eqs. (46a,b).

For hinged-hinged boundary conditions, the transverse displacement verifies $w(0, t)=$ $w(L, t)=0, w^{\prime \prime}(0, t)=w^{\prime \prime}(L, t)=0$, the dimensionless natural frequencies $\omega_{k}=k^{2} \pi^{2}$, the mode shapes $\Phi_{k}(\bar{x})=\sqrt{2} \sin k \pi \bar{x}$ and the coefficients of the linear terms $\alpha_{k k}=k^{2} \pi^{2}$ and $\alpha_{i j}=0, \forall i \neq j$. The dynamical system (46) is then, for all $k=1, \ldots K$ :

$$
\left\{\begin{array}{l}
\ddot{q}_{k}+2 \xi_{k} \omega_{k} \dot{q}_{k}+\omega_{k}^{2} q_{k}+\pi^{2} k^{2} \bar{N} q_{k}=Q_{k},  \tag{48a}\\
\bar{N}=\frac{\pi^{2}}{2} \sum_{i=1}^{K} i^{2} q_{i}^{2}
\end{array}\right.
$$

In all the plots of this section (Figs. 13, 14, 15), the maximum amplitude of the dimensionless transverse displacement $\max _{t \in[0 T]} \bar{w}\left(x_{\text {disp }}, t\right)$ over one period $T=2 \pi / \Omega$, at a given position $x_{\text {disp }}$ on the beam, is shown. Its is reconstructed knowing the Fourier coefficients of $q_{k}(t)$ and the modal expansion (45).

### 3.5.2 Free response



Figure 13: Backbone curves of a hinged-hinged beam. Maximum amplitude of the transverse displacement, over one period, at $x_{\text {disp }}=0.28 L$. (a) general view showing the backbone curve of the first mode and the multiple internal resonances originating from it; The backbones curves of mode 2 and 3 , with frequency divided by 3 or 6 , are shown in '--'; (b) detail of the $1: 3$ internal resonances between modes 1,2 and modes 2,3 and the 1:3:6 internal resonances between modes $1,2,3$; (c) 1:2 internal resonances between modes 1,2 with symmetry breaking (SB) bifurcations. $H=20$ harmonics and $K=10$ modes have been retained in the computations. All curves correspond to stable periodic solutions unless around the $1: 2$ internal resonance of the mode 1 backbone.

The free response of the hinged-hinged beam is obtained by looking for periodic solutions of (48) with the forcing and the damping terms cancelled ( $Q_{k}=0, \xi_{k}=0$ for all $k=1, \ldots K)$. An autonomous conservative system is obtained. As described in section 3.4, a term $\lambda \dot{q}_{k}$ is added in all equations (48a) to ensure the uniqueness of the periodic solution. In our computations, $H=20$ harmonics and $K=10$ modes have been chosen. The size of the dynamical system is here $K+1=11$ and the size of the Hill matrix, for the stability computation, is $(K+1)(2 H+1)=451$.

Firstly, the backbone curves of the first three modes of the beam are computed with their stability. In practice, for the $k$-th. mode, the simulation is initialized on the $k$-th. mode shape with a small amplitude ( $q_{k}=0.001 \cos \omega_{k} t, q_{i}=0$ for all $i \neq k$ ). The phase condition is prescribed on the $k$-th. modal coordinate: $\dot{q}_{k}(0)=0$. Those three backbones curves are shown in blue in Fig. 13. They are found marginally stable in a wide range of amplitude, with the modulus of all Floquet exponents smaller than $1+10^{-6}$. Mode 1 looses its stability around $\Omega=3 \omega_{1}$ where a 1:2 internal resonance with mode 2 is observed.

Those backbone curves are connected by internal resonance branches with a complex topology shown in Figs. 13(a,b). Around $\Omega=1.5 \omega_{1}$, a $1: 3$ internal resonance between modes 1 and 2 is observed. Two corresponding branches, of the same amplitude but with different phases, connect the two backbones (the one of mode 1 and the one of mode 2 with its frequency divided by 3). They have the shape of an arch and are shown in orange in Fig. 13(b). This 1:3 internal resonance is well documented in a series of article [Lew94a, Lew94b, Lew97] and emerges from the backbone of mode 1 without any loss of stability. The corresponding bifurcation is then not a simple pitchfork. Other internal resonances are also found: a 1:2 internal resonance between modes 2 and 3, that connects their backbones, shown in purple in Fig. 13(b) and a 1:3:6 internal resonance between modes 1,2 and 3, shown in yellow. All the branches of those internal resonances are
found marginally stable. Again, the branch points found at the connections between those curves are not simple pitchforks, since no loss of stability is observed. In practice, to find the branch point, a perturbation is added to the dynamical system and the continuation process naturally switch from the main branch to the bifurcated one [PF79]. One can also notice the very complex topology of those internal resonances, very different from the more classical loops (tongue) of the backbone curves often reported (see e.g. [KPGV09, GGTD19]) and shown in Fig. 12. To the knowledge of the author, this is the first time that such particular internal resonances are reported, especially the 1:3:6 one.

Another internal resonance is also found, that emerges from the backbone curve of mode 1 around $\Omega=3 \omega_{1}$. It is a $1: 2$ internal resonance with mode 2 , for which standard supercritical and subcritical pitchfork bifurcations are found, with a loss of stability of the main backbone in between. Two stable and two unstable branches emerge from the backbone of mode 1, that do not connect to each other and tends to infinity. Again, the classical internal resonance loop of [KPGV09], shown in Fig. 12, is not recovered.

### 3.5.3 Forced response



Figure 14: Forced response (solid blue line) of the hinged-hinged beam driven with point forces $P_{1}(t)$ and $P_{2}(t)$. Maximum amplitude of the transverse displacement, over one period, at $x_{\text {disp }}=0.28 L$. The backbones of the first mode and the $1: 3$ internal resonance are also shown in orange and yellow.

To further validate and test our stability computation algorithm, the forced case considered in [Lew97, LTD12] is also analyzed. The beam is driven by two out of phase point forces $P_{1}(t)=-13.63 E \operatorname{Ir} / L^{3} \cos \Omega t$ and $P_{2}(t)=9.62 E I r / L^{3} \cos \Omega t$, respectively imposed at $x_{1}=L / 4$ and $x_{2}=3 L / 4$. The damping ratios are adjusted to have a mass proportional damping, such that $\xi_{k}=0.005 \omega_{1} / \omega_{k}$. The maximum amplitude of the transverse displacement of the beam at $x_{\text {disp }}=0.28 L$ is shown in Fig. 14. It has the overall shape of the forced response of a hardening Duffing oscillator, with an additional resonance around $\Omega=1.5 \omega_{1}$ due to the $1: 3$ internal resonance with mode 2 . A number of saddle node bifurcations are obtained, as well as two Neimarck-Sacker bifurcations, already observed in [LTD12].

Then, the same process is applied with similar forces, with an amplitude increased by a factor 4: $4 P_{1}$ and $4 P_{2}$, to observe the $1: 2$ internal resonance. The blue curve of Fig. 15 is obtained. The same qualitative behaviour is obtained, with losses of stability due to saddle-node and Neimark-Sacker bifurcation at low amplitude. At higher amplitude, around $\Omega=3 \omega_{1}$, the $1: 2$ internal resonance is observed with four additional resonances obtained after subcritical and supercritical pitchfork (symmetry breaking) bifurcations.


Figure 15: Forced response (solid blue line) of the hinged-hinged beam driven with point forces $4 P_{1}(t)$ and $4 P_{2}(t)$. Maximum amplitude of the transverse displacement, over one period, at $x_{\text {disp }}=0.1 L$. The backbones of the first mode, and the 1:3 and 1:2 internal resonances are also shown in orange and yellow.

## 4 Conclusion and perspectives

With the use of condensation variables to recast a set of smooth nonlinear ODEs in a quadratic format, not only it becomes relatively straightforward to compute and follow periodic solutions through harmonic balance formulation and continuation techniques, but Hill's matrix emerging from Floquet theory is computed automatically. One could highlight two immediate advantages from this outcome. Firstly, the efficiency of the stability and bifurcation analysis of periodic orbits of nonlinear dynamical systems is now greatly enhanced when using harmonic balance and asymptotic numerical methods. Secondly, it becomes natural to decompose the perturbation around the studied periodic stationary state in its orthogonal basis of Floquet forms since the latter results directly from the spectrum of Hill matrix. Alike normal modes for the perturbations of fixed points of nonlinear ODEs, FFs give physical insights in the instability mechanism of a periodic orbit and provide notably directions of bifurcation. The present paper brings new convincing arguments for the eventual use of nonlinear algorithms in the frequency domain to compute periodic solutions of ODEs. It notably highlights the fact that alike Monodromy matrices and their Floquet multipliers for orthogonal collocation or shooting techniques in the time domain, Hill's matrices and their Floquet exponents could be constructed as a by-product of Harmonic balance methods. In future works, we will strive to expand our results to larger class of ordinary differential systems such as Differential Algebraic Equations (DAE). Also, another theoretical challenge concerns the improvement of the computation of the spectrum of Hill's matrix that currently could require the calculation of eigenproblems with large size.
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[^0]:    ${ }^{1}$ For a sake of conciseness, Fig. 2 shows $\boldsymbol{Q}_{1}^{(h)}$ for positive values of $h$ only. The same behaviour has been observed for negative values of $h$

