N

N

Modeling and Predicting the Short-Term Evolution of
the Geomagnetic Field
Julien Béarenzung, Matthias Holschneider, Johannes Wicht, Sabrina Sanchez,

Vincent Lesur

» To cite this version:

Julien Barenzung, Matthias Holschneider, Johannes Wicht, Sabrina Sanchez, Vincent Lesur. Modeling
and Predicting the Short-Term Evolution of the Geomagnetic Field. Journal of Geophysical Research :
Solid Earth, 2018, 123 (6), pp.4539-4560. 10.1029/2017JB015115 . hal-02862530

HAL Id: hal-02862530
https://hal.science/hal-02862530

Submitted on 10 Jun 2020

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-02862530
https://hal.archives-ouvertes.fr

L)

Check for
updates

ADVANCING
EARTH AND
ﬂuu SPACE SCIENCE

Journal of Geophysical Research: Solid Earth

RESEARCH ARTICLE

10.1029/2017JB015115

Special Section:
Magnetism in the Geosciences
- Advances and Perspectives

Key Points:

« The model we propose permits to
estimate the reliability of certain
patterns the flow at the Earth’s
core-mantle boundary is exhibiting

« The model we present enables
to predict the evolution of the
geomagnetic field and to accurately
estimate prediction errors

« We show that the discrepancies
between the predicted trend in
length of day and the observed one
can be explained by our flow model

Correspondence to:
J. Barenzung,
baerenzung@gmx.de

Citation:

Béarenzung, J., Holschneider, M.,
Wicht, J., Sanchez, S., & Lesur, V.
(2018). Modeling and predicting

the short-term evolution of the
geomagnetic field. Journal of
Geophysical Research: Solid

Earth, 123, 4539-4560.
https://doi.org/10.1029/2017JB015115

Received 17 OCT 2017

Accepted 29 APR 2018

Accepted article online 9 MAY 2018
Published online 19 JUN 2018

©2018. American Geophysical Union.
All Rights Reserved.

Modeling and Predicting the Short-Term Evolution
of the Geomagnetic Field

Julien Birenzung'2'"/, Matthias Holschneider'"', Johannes Wicht?, Sabrina Sanchez3,

and Vincent Lesur?*

TInstitute for Mathematics, University of Potsdam, Potsdam, Germany, 2German Research Centre for Geosciences (GFZ),
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Abstract we propose a reduced dynamical system describing the coupled evolution of fluid flow

and magnetic field at the top of the Earth’s core between the years 1900 and 2014. The flow evolution is
modeled with a first-order autoregressive process, while the magnetic field obeys the classical frozen flux
equation. An ensemble Kalman filter algorithm serves to constrain the dynamics with the geomagnetic field
and its secular variation given by the COV-OBS.x1 model. Using a large ensemble with 40,000 members
provides meaningful statistics including reliable error estimates. The model highlights two distinct flow
scales. Slowly varying large-scale elements include the already documented eccentric gyre. Localized
short-lived structures include distinctly ageostophic features like the high-latitude polar jet on the Northern
Hemisphere. Comparisons with independent observations of the length-of-day variations not only validate
the flow estimates but also suggest an acceleration of the geostrophic flows over the last century.
Hindcasting tests show that our model outperforms simpler predictions bases (linear extrapolation and
stationary flow). The predictability limit, of about 2,000 years for the magnetic dipole component, is mostly
determined by the random fast varying dynamics of the flow and much less by the geomagnetic data
quality or lack of small-scale information.

1. Introduction

In the Earth’s outer core, turbulent motion of the electrically conducting fluid sustains the geomagnetic field
through dynamo action. Part of this field, the poloidal one, crosses the mantle and can be observed at the
Earth’s surface and above. Because of the low conductivity of the mantle (see Jault, 2015; Velimsky, 2010), once
measured and modeled, the poloidal field can be estimated everywhere outside and at the outer boundary
of the core (core-mantle boundary, CMB). The advection of the magnetic field at the CMB by the underlying
flow produces geomagnetic field changes that can be observed at the Earth’s surface. These changes are
known as geomagnetic secular variation, and their close examination can thus allow for inferences on the
core surface flow.

Within the outer core, the evolution of the magnetic field is prescribed by the induction equation. Under the
assumption that the mantle is a perfect electrical insulator, the magnetic toroidal field, which interacts with
the poloidal field inside the outer core, vanishes at the CMB. In addition, since the fluid cannot penetrate
the mantle, its associated velocity field is purely two dimensional. Finally, on short timescales, diffusion can
be considered as negligible in comparison to advection as shown in Roberts and Scott (1965). All in all, the
induction equation expressed at the CMB can be simplified into the so-called frozen flux (FF) approximation
(see Backus et al., 1996; Kahle et al., 1967). By inverting this equation, which couples the velocity field to the
radial component of the magnetic field and the secular variation, fluid motions at the CMB can be recovered.

However, since the velocity field has two components for one equation, and since any flow scale can inter-
act with the magnetic field to generate the large-scale, observable, secular variation, the inverse problem is
ill posed. Additional physical assumptions help to reduce the nonuniqueness of the velocity field and thus
to decrease the dimension of possible solutions. Constraints generally used in core flow inversions, such as
quasi-geostrophy, columnar, tangential-geostrophy, or purely toroidal, are, for example, described in Finlay
etal. (2010) and Holme (2015). Nevertheless, to obtain a unique solution, additional constraints on the veloc-
ity field need to be imposed. Typically, one enforces the energy associated with the small-scale velocity field
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to rapidly decay, based on the so-called large-scale assumption (see Finlay et al., 2010; Holme, 2015). However,
Baerenzung et al. (2016) have shown that although the flow is dominant at large scales, its total kinetic energy
spectrum does not exhibit a strong decaying slope. Recently, other strategies have been developed to bypass
the issues raised by the nonuniqueness of the velocity field. In particular, Aubert (2014) used the statistical
properties of an Earth-like geodynamo simulation (the coupled Earth model of Aubert, 2013) to constrain the
flow and the magnetic field a priori. A major advantage of such an approach is that the correlations between
the fields at the CMB and the fields within the outer core are available allowing for the imaging of the entire
outer core state.

Constraining priorily the temporal dependency of the velocity field is a more delicate operation than con-
straining it spatially. Optimally, one should account for the dynamics of the outer core fluid and magnetic field
prescribed by the magnetohydrodynamic equations. Approaches such as variational data assimilation (see
Canetetal,, 2009; Li et al., 2014) allow to implement a physical dynamical model into the inversion framework.
To do so, the method searches for the optimal initial conditions of the system in order for the deterministic
trajectories of the different fields to explain at best the observations. The drawback of the variational method
is that all data are treated simultaneously, so whenever the dimension of data or their amount are large, the
algorithms become computationally expensive. An alternative to avoid such a block inversion is to operate
sequentially. Kuang and Tangborn (2008) were the first to adopt a sequential assimilation algorithm in the
context of geomagnetic modeling. The optimal interpolation algorithm they used proceeds recursively in two
steps. In the first one, referred as the forecast, the state variables are propagated in space and time with a given
physical model, in the case of Kuang and Tangborn (2008), a three-dimensional geodynamo simulation. Once
observations become available, the analysis is initiated, and the state variables are corrected to serve as input
for the next prediction step. Since with this approach uncertainties are not modeled, they have to be specified
in an ad hoc manner. The Kalman filter (KF) is a broadly used algorithm that allows the estimation of an opti-
mal model and its associated uncertainties (see Cohn, 1997; Evensen, 2003; Kalman, 1960; Talagrand, 1997),
also proceeding through a sequence of forecast and analysis. The main advantage compared to the approach
used by Kuang and Tangborn (2008) is that in the KF the evolution of the errors are also predicted, and when-
ever data become available, these errors are taken into account for the Bayesian update of the state variables.
However, the KF can only be applied to systems exhibiting linear dynamics. When the dynamics of the system
are nonlinear, as it is the case here for the geomagnetic field, the propagation of errors cannot be analyti-
cally derived. However, it can be either approximated by linearization with the extended version of the KF
or represented through an ensemble of possible solutions as in the ensemble Kalman filter (EnKF). Although
the forecasting potential of the EnKF has already been exploited in geomagnetic studies (see Aubert, 2015;
Beggan & Whaler, 2009; Gillet, Barrois, & Finlay, 2015), it is only recently that its ability to assimilate data has
been taken into account (see Barrois et al., 2017).

In the EnKF, the different fields of interest are represented through an ensemble of possible states. At the pre-
diction step, the dynamical model of the system prescribes the spatiotemporal evolution of each individual
member of the ensemble. At the analysis, covariances deriving from the forecasted fields and observations
are combined in order to correct the state of the predicted ensemble. Due to limitations in available com-
putational power, a balance between complexity of the dynamical model and size of the ensemble has to
be found. Here we decided to favor accuracy in statistical representation over model complexity. The evolu-
tion of the core magnetic and velocity fields is solely modeled at the CMB level, through, respectively, the FF
equation and a first-order autoregressive process (AR1). Extending the approach of Baerenzung et al. (2016) to
the time domain, the parameters of the autoregressive process are assumed to derive from scale-dependent
power laws and are directly estimated with the COV-OBS.x1 core magnetic field secular variation model of
Gillet et al. (2013) and Gillet, Barrois, and Finlay (2015).

The article is organized as follows. Section 2 describes the physical model and the mathematical approach
chosen to tackle the inverse problem. The framework is then applied to the real geophysical context, and the
results shown in section 3. Finally, conclusions are drawn in section 4.

2. Modeling Strategy

2.1. Quantities of Interest and Notations

In this study three fields are of particular interest, the radial component of the magnetic field B,(x, t), the
annual secular variation 9,B,(x, t), and the velocity field u(x, t), all expressed at the Earth’s CMB described by x.
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The spectral counter parts of B,(x, t) and 9,B,(x, t) are, respectively, given by the spherical harmonics (SH)
coefficients b, ,, and y, ,, such as the following:

I=+00 m=+/

B,(x,t) = Z T+1) Y bym(®Y (), Q)
m=—|
I=+0c0 m=+/

B == D (+1) D 7u®Y 0, 2)

=1 m=—/
with ¥}, (x) being the Schmidt seminormalized SH of degree / and order m.

The two-dimensional velocity field at the CMB u(x, t) is decomposed into a poloidal ¢(x, t) and toroidal y(x, t)
scalar field such as the following:

ux, t) =rx Vywx, t) + Vy(|rigx, 1), (3)

where V,; corresponds to the horizontal divergence operator and r is the radius of the CMB. In spectral
space, the poloidal and toroidal fields are, respectively, derived from the coefficients ¢, ,, and y;,, through
the formulation:

I=+00 m=+/

Pty =Y Z GOV () » @
=1 m=
I=+00 m=+/

woe= D Y YY) (5)
=1 m=-I

The magnetic field and secular variation energy spectra are given by the following:

m=l/

E(h=(+1) ) b, ©6)
m=—|
m=I

E(h=(+1) Z VR, - 7)
m=—|

and the velocity field u(x, t) poloidal and toroidal energy spectra, respectively, as

m=l/
10+ 1
E =52 Y 4, ®)
m=—|
_ld+)
E, (D= 241 Z ©)

In the following, we will use normal characters and bold characters. Normal characters will refer to vectors
containing the SH representation for one instant in time (epoch); for example,

b(ty) = by = (b1 m=o> b1=1,m=1> O1=1 m=—1> IO (10)
Bold characters refer to all single epoch vectors; for example,
b = (by, by, ...by_;). (11

Finally, a constant formalism for some statistical quantities will be used all over the manuscript. The mean
value of a distribution p(a) will be written with an over bar such as the following:

a:/ap(a)da (12)
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and the covariance associated with a random variable a or between a random variable a and a random
variable b will respectively be expressed as follows:

Y, =(@-a)(a-a) (13)

_ T
Tp=(@—-a)(b-b) . (14)
Note that the use of bold characters for space time-dependent variables also applies to statistical quantities.

2.2. Sequential Assimilation of the Core Secular Variation and Magnetic Field

We combine a dynamic model for the magnetic and velocity fields at the CMB with the geomagnetic field
model COV-OBS.x1 model by Gillet et al. (2013) and Gillet, Jault, and Finlay (2015), derived from geomagnetic
data, through an EnKF approach (Evensen, 2003). The EnKF method allows the sequential assimilation of data
within a two-step procedure: the forecast and the analysis. In the forecast, an ensemble of possible solutions of
the magnetic and velocity fields is evolved in time until data become available. In the analysis, the predictions
of the ensemble are then corrected accordingly to the data. Details on the implementation of these two steps
are given in the following.

2.2.1. Forecast

2.2.1.1. Magnetic Field

As mentioned in section 1, under the assumption that the observed secular variation is solely induced by
advection of the magnetic field at the CMB, the dynamical evolution of B, is expressed by the FF equation as
following: 9,B,(x,t) = =V (u(x, t)B,(x, t)). Based on the notations given in section 2.1, this equation can be
written in spectral space as

9:b(t) = 1(t) = —Ap () = —A,,b(t) = —AUDD)) (15)

where the linear operators A, and A, and the third-order tensor A allow us to calculate the SH coefficients
associated with the advection term V(u(x, t)B,(x, t)) when they are respectively applied to u, b and (ub).
2.2.1.2. Velocity Field

The dynamical evolution of the fluid within the Earth’s outer core is described by the Navier-Stokes equations.
Numerically solving this equation is not only computationally expensive; it remains out of reach in Earth
regime. Since on short timescales the observable magnetic field and secular variation only depend on the
velocity field at the CMB, we model the outer core flow only on this surface. Following Gillet, Jault, and Finlay
(2015), we choose a first-order autoregressive process (AR1) to do so. In its continuous form, this process reads

0t m(0) + =y (0) = ot (16)
5 T(l) 5

where @(t) is a Gaussian white noise process and where u, ,, stand for either ¢, ,, or v, ,,. The characteris-

tic time 7(/) and the scaling factor o(/) are the scale-dependent parameters of the AR1 process. Note that

these parameters will differ between the poloidal and toroidal part of the velocity field and that they will be

directly estimated with the observed secular variation and core magnetic field following the procedure given

in section 2.3.

2.2.2. Analysis

For the analysis step of the EnKF algorithm, the ensemble of state variables characterizing the modeled system

is predicted at observation time to be corrected with the data d°. If the latter ensemble is referred as {xf}, and

if the observations are related to the state variables through the relation d° = Hx + &9, where £% is a normally

distributed measurement noise with a 0 mean and a covariance matrix X, then each ensemble member x,’:

can be updated accordingly to the formulation:

X8 =xl + S HT (HE HT +39)7 (d0 —Hx]) | (17)

where d} corresponds to the data perturbed by random realizations of the measurement uncertainties (5,‘;’)
and where we recall that the covariance of a field x is referred as X, and the covariance between a field x and
a field y is expressed as Z,,.. In equation (17), whereas the product =, +HT expresses the covariance between
the state variables and the observations, the matrix HZ, ¢ H” + Z9 describes the possible variations of the data
around their mean prediction Hx;.
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In this study, magnetic field and secular variation data are simultaneously used to correct an ensemble of
predicted magnetic field and velocity field {uf, b’}. The data are taken from the Gaussian model COV-OBS.x1
of Gillet, Barrois, and Finlay (2015) with a 2-year time interval At*, which corresponds to the knots of the
model’s B-spline expansion. At a given epoch, the “observed” magnetic field b° and secular variation y° are
characterized by the normal distributions:

p(b°) = N (b°,%) (18)

po) =N (7°.52) . (19

where the covariance matrices Xy and 2;’ are derived from the 100 ensemble members provided by the
COV-0BS.x1 model. Because of the singular nature of these matrices, only their diagonal part is kept.

To correct each pair (“Z’ b;) of the kth forecasted ensemble member with the observations b° and y°, a

prediction for the observables is built according to the following relations:

Vi = —A(ub) (20)

b= = Hb,. (21

where the predicted secular variation y is given by the FF approximation of relation (15) and where the linear
operator H simply truncates the forecasted magnetic field at the level of the observed one leading to the
large-scale magnetic field b'<.

From the ensemble {uf, b, yf, Hbf} the covariances necessary for the analysis step of the EnKF are calculated
and used to update each pair of predicted velocity field and magnetic field with the relation:

f f sf YT

( UZ > B < UIf( ) " E’;}/Z?b";{

a
be b! sf STH
-1
f oyf T f
X ZV ;'- ZVnybTH ( y}? - ?/k ] )
o o ’
HEf HE[HT + X0 b2 — Hb|

where y? and b7 are random realizations from the distributions of the COV-OBS.x1 model given in
equations (18) and (19).

2.2.3. Numerical Implementation of the Forecast

To predict the evolution of an ensemble of velocity and magnetic fields {u, b}, equations (15) and (16) have
to be numerically solved. For the magnetic field, this operation is not straightforward. Indeed, since the FF
equation does not contain any diffusion mechanism, cascading magnetic energy will have a tendency to
accumulate on the smallest simulated scales and to slowly contaminate the entire field through nonlinear
interactions. An extra hyperdiffusion term is thus added to the FF approximation so that the evolution of the
magnetic field is then prescribed by the following equation:

(22)

a,b = —A,b—npA*b, (23)

where the hypperdiffusivity term is set to i, = 9 x 10'® km&/year. This value is chosen so that over 100 years
of pure diffusion, the magnetic energy at SH degrees 13, 26, and 39, respectively, decreases by 0.09%, 18%,
and 99%. With the discretized (in time) version of equation (23), each member b, of the ensemble of magnetic
field {b} is numerically forecasted. However, since the time step of the analysis At® = 2 years is too large
to ensure the stability of the algorithm, a smaller time step of At" = 0.5 year has been used to predict the
evolution of each b,. Whereas the first forecast iteration is performed with an Euler scheme, the following
ones are achieved with a second-order Adams-Bashforth scheme, such as the following:

by(t + At = by (t) + AtFi () (24)
. f AL f f 3 AL f 1 s A of .
byt + (i + 1AL = by(t + iAt) + At <§Fk(t+/At )= SFt - it )) >, (25)
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where Fi = -A, b, — npA*b,. To predict the evolution of the velocity field, we use the analytical solution
of equation 16:
, v —t ¢ t—s ,
U t)=exp| ——— | u,+ exp | — o(hdw(s) Vt' >t. (26)
‘ h )" t ()

Since the velocity field is advecting the magnetic field, the former has to be known at each t + iAt’ epochs.
Under the assumption that the flow at the CMB is in a stationary state, formulation (26) can be expressed for
each member u, of the ensemble of velocity field {u} as the following:

Ut + (i + DAL = T(Au(t + iath) + g (At ,i> 0, 27)

where the memory term Tis a diagonal matrix with entries given by exp (—Atf/‘r(/)) and where ¢, isarandom
realization of the Gaussian white noise ¢. The latter is characterized by a 0 mean and a covariance X, deriving
form the spatial covariance of the velocity field in its stationary state £ such as the following:

L, =50 -1, (28)

Note that at this stage, % is unknown. It will be parameterized, as shown in section 2.3.1, and its parameters
will be directly estimated with the data, according to the methodology detailed in section 2.3.2.

2.3. Characterization of the Parameters of the Autoregressive Process

The numerical resolution of the EnKF algorithm requires a knowledge of I" and &, the parameters of the dis-
crete AR1 process given by equation (27). Instead of imposing these parameters, they are evaluated so that
the resulting flow evolution explains at best the time series of the observed secular variation 7°. For this eval-
uation to be possible, a certain parametrization M of I and 2% (or ;) is necessary. The assumptions taken
to characterize M are detailed in the following section.

2.3.1. Parametrization of the Autoregressive Process

Following the developments of Baerenzung et al. (2016), % is derived from the poloidal and toroidal station-
ary spectra of the flow, the latter being assumed to behave as power laws with different spectral ranges. T,
which contains the information on the scale-dependent temporal correlations of the velocity field, is derived
from power laws with the same ranges as the flow energy spectra. Under such assumptions, the poloidal and
toroidal stationary spectra of the flow and memory terms of the AR1 process are given by the following:

E¢(l)=C2¢l§¢l_Pg¢ for IeAl (29)
EW(I)=CQWIEWI'PQW for len) (30)
rd,(/):c;d)/ﬁ/"’i% for Ieal, (31)
L= &M for leal, (32)

where the I's are the magnitudes of the energy spectra and the memory terms, and the P¥'s are their slopes
within the SH ranges A¥’s. The constants C*'s are given by the following:

a=k
ck= Hexp (log (l,4) (P*=P*")) (33)
a=2
I, being the SH degrees where transitions in slope occur. For a visual interpretation of relations (29) to (33),
the reader can look at Figures 1 and 2.

According to this parametrization, whereas the matrix I" is diagonal and contains both [';(/) and [ (/), the
spatial covariance X derives from the poloidal and toroidal energy spectra such as the following:

— E
¢I,m¢l’,m’ = I(IT”SIII&mm/ (34)
_____  EO
Yim¥Yrm = I(I‘I/Tnéll/émm/ (35)
¢LmlI//I,m/ =0 Vl, ,,,m,m, . (36)
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In matrix form, £ can be written as:
g Ey(lo) 0
S loUo+1)
L 10 IR T 6
= ++++ o . 0
° ;k+r\r\ P = lollo+1) s (37)
N = A4 VVQ u o . .
= ++ : : :
= 0 0 Ey (max)
— 100 Imax(’max‘”)
= = Toroidal field
LS Poloidal field where [, and /.., are, respectively, the smallest and largest SH degrees of
+ [1900 — 2014] estimation the flow spectral decomposition.
O [1970 — 2014] estimation
1071 = 10 15 20 95 The set of parameters M associated with the autoregressive process can
é) herical 1 0 d I 2 be divided into two categories, one containing the parametrization of the
pherical harmonies degree spatial covariances, My, and the other associated with the memory terms
Figure 1. Prior kinetic energy spectra for the toroidal part of the velocity of the process M .. My and M- are, respectively, given by the following:

field (black) and for its poloidal part (gray). Estimations with the COV-OBS.x1

secular variation and magnetic field model between 1900.0 and 2014.0
(crosses) and between 1970.0 and 2014 (circles). The solid lines are the

My = {IEWP’QS,A;,IEW,P’EW,A{V} (38)

combination of the two evaluations used as a prior information to

parametrize the autoregressive process for the flow.

My = {ly Pl Al P8 b (39)

where the index i and j are associated with the different poloidal and
toroidal SH ranges.
2.3.2. Estimation of the Parameters Associated With the Autoregressive Process
To estimate the parameters M, which enable the flow to optimally explain 7°, the secular variation time
series of the COV-OBS.x1 model, one can maximize the distribution p(M|7°). In order to obtain the latter
distribution, the joint posterior distribution p(u, b, M|7°) can be marginalized in the following manner:

PMIF®) = / plub. Mi7duch = ~ 1 / / p(r°|u. b, Mp(BPMUIMPMIdudb.  (40)

On the second line of equation (40), p(7°|u, b, M) is the likelihood distribution, p(b), p(M) and p(u| M) are
the prior distributions for, respectively, the magnetic field, the parameters of the AR1 process, and the velocity
field knowing M, and finally, p(7°) is the prior distribution of the secular variation data, which is a constant.
The derivation of each distribution entering relation (40) is detailed in the following.

2.3.2.1. Likelihood Distribution p(7°|u, b, M)

The likelihood distribution is a measure of the statistical properties of the data once reality is known. In our
case we assume that the real secular variation is at any time given by the FF equation such asy = —A(bu). The
data being the COV-OBS.x1 Gaussian model for the secular variation, the likelihood distribution is therefore
given by the following:

p(7°lu.b, M) = ' (~Abw), %9 ) (1)

The possible correlations in time of the errors associated with the

103
=
=

T 102

AToroidal fiold COV-0BS.x1 secular variation are neglected; therefore, Z° is a block diag-
Poloidal field onal matrix with Z;’ blocks (the covariance matrices of the COV-OBS.x1

secular variation at different epochs).

2.3.2.2. Prior Distribution of the Magnetic Field p(b)

This distribution is decomposed into two parts. The first one describes the

statistical properties of the large-scale, observable field b<, whereas the

second part expresses our prior knowledge on the small-scale field b”.

“A/—\/-\/.\/.\AAAAAAAAAAAAAAAAAA The large-scale magnetic field is characterized by the prior distribution:

p(b<) = N'(b°, %)), (42)

10

Figure 2. Prior characteristic timescale z(/) for the autoregressive process

5

10
Spherical harmonics degree [ netic fields b° and covariance matrices X° at different epochs. As for the

15 20 25 where b° and ¢ are, respectively, composed of the COV-OBS.x1 mag-

covariance of the COV-OBS.x1 secular variation, the correlations in time of

of the flow, associated with the toroidal part of the velocity field (in black) the magnetic field model errors are neglected and X7 is a block diagonal

and its poloidal part (in gray).

matrix composed of X7 blocks.
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The small-scale magnetic field is chosen to be at any time isotropically distributed, with a 0 mean and a covari-
ance Z,. deriving from the extrapolation of the large-scale field spectrum E, - (/). Here we use the formulation
proposed by Buffett and Christensen (2007) to characterize the magnetic field spectrum at the CMB. It reads

Ep(h=Ciy' (43)

where y = 0.99.To determine the constant C,, we used the COV-OBS.x1 magnetic field sampled every 2 years
between 1900.0 and 2014.0 and performed a weighted least squares fit of the associated energy spectra
between SH degree | = 2 and | = 13. We obtained that C; = 7.15x 10° nT2. Another type of extrapolation has
also been tried, assuming an exponential decay of the magnetic field spectrum. Although we do not show
the results associated with this modeling, we observed that such an assumption would provide insufficient
levels of energy at small scales, leading to suboptimal predictions of the magnetic field evolution. From the
extrapolation given in equation (43) we construct the covariance of the small-scale magnetic field Z,. at a
given time through the relation:

e &)

————————— 0 Oy - 44
Im~1m (l+1)(2/+1) 1" “mm ( )

Neglecting a priori the temporal correlations between the small scales of the magnetic field, the full covari-
ance XZ,. is simply a block diagonal matrix where every block is identical and given by X,.. The prior
distribution associated with the small-scale magnetic field is thus given by the following:

p(b”) = N'(0,%,.), (45)

and we have p(b) = p(b~)p(b”).

2.3.2.3. Prior Distribution of the AR1 Parameters p(M)

The parameters M depend on the magnitudes I's, the slopes P’s, and the SH ranges A’s of the flow stationary
spectra and the ART memory terms. Whereas the ranges A’s will be a priori imposed and therefore considered
as known, the magnitudes and slopes are completely undetermined. To reflect this lack of knowledge, we
characterize them by uniform distributions such as the following:

p() = U0, c0) (46)

p(P) = U (—c0,0) . (47)

The full prior distribution of M is simply the product of the prior distributions of each individual AR1
parameter.

2.3.2.4. Prior Distribution of the Velocity Field Conditioned by the AR1 Parameters p(u|.M)

The dynamical evolution of the velocity field is prescribed the first-order autoregressive process described in
section 2.2. In its discrete form, we recall that the process can be written as follows:

u(t + At) = T'(At, Mu(t) + E(AL, M) (48)

If the parameters M describing T" and & are known, and if we assume that the velocity field at the CMB is
in its stationary regime, the prior distribution of the velocity field on a given time window can be expressed
as follows:

p(ulM) = N'(0.%, ) (49)

where the covariance matrix X, is given by:
M

(N-1)
% DvZa® o D Zul
EDOFT y ® .._F(N—Z)Zeo
Mt | \ |
Syu=[ M o MM (50)
s op M- 5 o p (-2 ¥
ulm Im ulm™ IM u| M

2.3.2.5. Mariginalization
Because of the nonlinear term entering the likelihood distribution in equation (40), the marginalization of
p(u, b, M|7°) with respect to B and u results in a complex distribution, which is hard to handle numerically.
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This is why, following the development of Baerenzung et al. (2016), the posterior distribution of the AR1
parameters given the secular variation p(M|7°) is approximated by the following distribution:

o P [‘§7°Tzﬂwo 7l p
pMI7°) = % - o7’
@07 [E 0 2

(51

where d, is the dimension of the secular variation vector. To construct the matrix Z 1,0+ the covariance
between y° at a time t, and y° at a time t;, with respect to the distribution p(7°|u, b, M)p(b)p(u| M) is cal-
culated for every combination of epochs considered. The component at a row index j and a column index j of
the resulting covariance matrix Zi’/;”ya reads

tyts _ olatp ~ tyty AT
(EMW0 >U N (27 )ij + (AbO(ta)ZulMABo(tﬁ)>ij
talp olalp
* Aimn <ZU|M >mr <2b )ns Ajrs ’

where we recall that the third-order tensor A is defined such as A (u);(b), = (Abu) = (Aub)i, and where the

i

(52)

Einstein summation convention applies to the tensor indexes m, n, r, and s.

3. Geophysical Application

3.1. Numerical Setup

The data entering our EnKF assimilation scheme consist of magnetic field and secular variation SH coefficients
from the COV-OBS.x1 model of Gillet, Barrois, and Finlay (2015) spanning the time period between 1900 and
2014. The coefficients are taken within a 2-year sampling, corresponding to the knots of COV-OBS.x1 B-spline
temporal expansion. The magnetic and velocity fields simulations are performed through a pseudospectral
approach on the Gaussian-Legendre grid provided by Schaeffer (2013). Both the poloidal and toroidal parts
of the velocity field are expanded up to SH degree | = 26, and the radial component of the magnetic field is
expressed up to SH degree | = 39 in order for the field to possess a large enough diffusion range. Whereas
the COV-OBS.x1 magnetic field is always taken up to SH degree | = 13, the expansion of the COV-OBS.x1
secular variation depends on the variance level associated with each degree. If globally at a certain scale the
standard deviation of the secular variation is larger than the absolute value of the mean secular variation, the
total field is truncated at this scale. Under such a condition, the COV-OBS.x1 secular variation is taken up to
SH degrees | = 10,/ = 11,/ = 12, and | = 13 for the respective time windows [1900-1923], [1924-1943],
[1944-1963], and [1964-2014]. Finally, the state of the system is characterized by 40,000 pairs of magnetic
field and velocity field at the CMB.

3.2. Estimation of the Flow Optimal Autoregressive Parameters

To simulate the spatiotemporal evolution of the flow at the CMB, the parameters of the autoregressive process
have to be estimated. We recall that their posterior distribution, p(M|7°), is expressed in equation (51). By
maximizing this distribution, it is possible to get the optimal parameters for the AR1 process. However, instead
of estimating both temporal and spatial parameters simultaneously, we proceed in two steps. First, only the
spatial covariance of the velocity field is evaluated following the method proposed and tested by Baerenzung
et al. (2016). This approach consists in maximizing the distribution p(M|7°) in which only the block diagonal
part of the covariance matrix EMW is kept. Once the spatial covariance is determined, it is assumed to be
known, and the maximum of p(M|7°, My) is calculated.

Following the developments of section 2.3.1, the AR parameters are decomposed into scale-dependent power
laws exhibiting different spectral ranges. Baerenzung et al. (2016) showed that if the stationary spectra of
the flow are decomposed into two spectral ranges, the optimal scales where transition in slope occurs are
I = 3 and | = 8 for, respectively, the toroidal and poloidal energy spectra. Here whereas we keep the same
decomposition for the spectrum associated with the poloidal field, more degrees of freedom are allowed
for the toroidal field spectrum. Since we wish to accurately determine the spatiotemporal evolution of the
eccentric gyre, toroidal field component at SH degree / = 1 and /| = 2, the main components of the gyre, are
free to exhibit any variance level and characteristic time. Similarly, toroidal field components at SH degree
| = 3 are also assumed to be unconstrained by surrounding velocity field scales. This choice is motivated
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Table 1
Combined Optimal Covariance Parameters My of the Flow Autoregressive
Process, Within the 1970.0-2014.0 and the 1900.0-2014.0 Periods

Flow field Range index i A; li P;
Toroidal 1 1 541 0

2 4.56 0

3 3 1.71 0

4 [4,26] 2.05 5.8x 1072
Poloidal 1 [1,8] 1.52 0.54

2 [8,26] 663 6.4

Note. I; corresponds to the magnitudes and P; to the slopes of the prior
stationary spectra, within the spectral ranges A; (see equations (29) and
(30), and (34) and (35)).

by the particular low level of energy that these scales are exhibiting over
recent epochs (see Baerenzung et al,, 2016; Whaler et al., 2016). Finally, one
spectral range is used to characterize the toroidal field spatial variance and
memory effects between SH degrees | = 4 and | = 26. All in all, the AR1
parameters associated with the toroidal field exhibit the four respective
spectral ranges, Ay = [1], A; = [2], A, = [3],and A; = [4, 26].

As mentioned in the beginning of the section, the estimation of the
stationary energy spectra parameters is performed between 1900.0 and
2014.0, taking the COV-OBS.x1 magnetic field and secular variation every
At* = 2years. In Figure 1 the resulting power law spectra are displayed with
crosses. As already observed in Baerenzung et al. (2016), the toroidal field
(in black), and in particular its large scales (SH degree | = 1 and | = 2),
exhibits a much larger energetic level than the poloidal field (in gray). The
toroidal energy spectrum also presents a strong increase of energy toward
its smallest scales. This contradiction with the results of Baerenzung et al.

(2016) is likely attributed to a slight underestimation of the COV-OBS.x1 secular variation uncertainties.
Indeed, secular variation components that are not consistent with the FF approximation can only be explained
by an artificial injection of small-scale velocity field. Therefore, in order to better estimate the small-scale
energy spectra of the velocity field, we performed different estimations of the stationary spectra parame-
ters by varying the time window in which the evaluation is computed. We found that the largest period
where the spectra did not exhibit an anomalous behavior was 1970.0-2014.0. The resulting prior spectra
are shown in Figure 1 with circles. Combining the small-scale spectra of the 1970.0-2014.0 evaluation to the
large-scale ones of the 1900.0-2014.0 estimation, we get the final prior spectra for both the toroidal and
poloidal field displayed in Figure 1 with solid lines. The values associated with the spectra parameters are given

in Table 1.

The spatial covariances of the AR1 process being characterized, the evaluation of the memory terms is now
performed by maximizing the distribution p(M-|7°, My) within the 1900.0-2014.0 time window. The results,

expressed through the scale-dependent characteristic time (/) = —

A,
log(T'(1) "

are shown in Figure 2, and the

parameters of the memory terms are given in Table 2. The most striking feature we observe is the very long
memory time of the order of thousand years, of degrees | = 1 and/ = 2, associated with the main components
of the eccentric gyre. This indicates that this structure has to be very persistent over time in order to optimally
explain the observed secular variation. These values should nevertheless be taken with care since they are
evaluated on a comparatively short time window of 114 years. In contrast with the large-scale field, the toroidal
field components at SH degree varying from | = 3 to/ = 26 exhibit much lower characteristic memory,
with decaying times of z(/ = 3) ~ 50 years and z(/ = 26) ~ 30 years. Note that this limiting time is similar
to the e-folding time of the geodynamo as calculated by Hulot et al. (2010) and Lhuillier et al. (2011). The
characteristic times associated with the poloidal field indicate a similar behavior but with z(/) varying from
7(/ = 1) ~ 400 years to 7(/ = 8) ~ 40 years.

Table 2
Optimal Parameters for the Memory Term of the Autoregressive Process My, Evaluated Within the 1900-2014 Time Window
Flow field Range index i A; 1-1; P; 7(A;)
Toroidal 1 1 1.43x 1074 0 3495

2 2 5.03x 1074 0 994

3 8.53x 1073 0 58

4 [4,26] 5.42x1073 5.72x1073 [53,34]
Poloidal 1 [1,8] 1.24x 1073 1.13x 1073 [403,38]

2 [8,26] —1.47 x 1072 2.65x 1072 [38,17]
Note. I; and P; are, respectively, the magnitudes and the slopes of the assumed power laws within the spectral ranges A;.
Also given are the characteristic times of the AR1 process 7 = _log;T expressed in years.
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Figure 3. Time series of some selected secular variation coefficients y; ,, at the CMB. Black dots and gray lines
respectively correspond to 7/Am (EnKF) and 7,0m (COV-OBS.x1). Error bars and gray shaded areas provide the associated
standard deviations. EnKF = ensemble Kalman filter.

3.3. Implementation of the EnKF and Misfit to the Data

With the AR1 process parametrization in place, the estimation of the velocity and magnetic field at the CMB
are ready for the EnKF algorithm. To initialize the fields in 1900.0, we applied the Gibbs sampling algorithm
proposed by Baerenzung et al. (2016) and which is detailed in Appendix A. However, instead of sampling
the joint posterior distribution of the flow and the magnetic field at the 1900.0 epoch only, we sampled the
distribution characterizing simultaneously the fields in 1900.0, 1950.0, and 2000.0, in order to constrain the
initial state with recent observations.

Once the initial fields were obtained, the EnKF algorithm was numerically solved, alternating analysis every
At* = 2 years and forecasts consisting of four successive predictions with a time step of At = 05 year.
The consistency of the model with the data is evaluated through the prediction misfit proposed by Evensen
(2003). For respectively the magnetic field and the secular variation, this quantity reads

2014.0
2= <l(50 — HB"Y (9 + HEZGHT) ™ (6° — Hb' )> (53)
db 1900.0
: . 2014.0
X = <d—(7° - (0 +x) G- 7f)> , (54)
4 1900.0

where the notation < ... >;F is associated with the time averaging between T, and T; of the quantity lying

within the brackets and whoere dy, and d, are the dimensions of, respectively, the observed magnetic field
and secular variation. We recall that y* and b’ correspond to the predictions of the secular variation and the
magnetic field at every analysis epochs. The value of ;(VZ = 1.08 indicates that globally, the predictions for
the secular variation are consistent with its observations. For the magnetic field, the mean prediction misfit
of )(lf = 0.58 suggests a slight overfit of the data. This effect is certainly due to the fact that y° directly derives
from the time series of b° and that therefore their respective uncertainties are correlated. Yet these correlations
are neglected in our model.

The ability of our model to reproduce the time evolution of the observed secular variation is illustrated in
Figure 3. Indeed, the time series of some selected secular variation coefficients 77/f‘m and associated standard
deviation (black dots with erros bars) compare well with their observed counter parts 7fm, which are shown
with gray lines and shaded areas for the corresponding standard deviations.

3.4. General Properties of the Flow at the CMB
Because of the sequential nature of the EnKF algorithm, the accuracy of the estimated fields is not constant
over time but improves whenever new data are assimilated. This effect is well illustrated in Figure 4 displaying
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at two different epochs, 1900.0 (gray) and 2000.0 (black), the energy spec-
tra of the toroidal (top) and poloidal (bottom) mean velocity fields (thick
solid lines) and uncertainty fields (circles). Whereas in 1900.0 the mean

10! toroidal field exhibits a level of energy larger or of the same order than the
I, variance of the field up to SH degree | = 3, in 2000.0 reliable information
o TR 8806006 b ilable up to SH degree | = 9, although some component
gt Efs 3 Co00000 ecomes available up to egree | = 9, a .oug so.eco ponents
22 Crae) of the field at SH degree /| = 3 and | = 8 remain uncertain. Above these
Lﬂ: 10° o) scales the posterior variance of the flow rapidly reaches its prior level. One
o can also notice that the larger the scale, the stronger the variance reduc-

tion over time. The latter observation, which is also valid for the poloidal

field, is linked to the characteristic times z(/) associated with the different

101 flow scales (see Figure 2). Indeed, the fact that z(/) is a strictly decaying

function of /,implies that small-scale velocity field will exhibit a higher ran-
domization rate than large scales, and so between two analysis step, the
prior variance will increase faster at small scales.

In physical space, the gain of flow accuracy over time is particularly strik-
ing for the toroidal part of the velocity field as shown on Figure 5. In this
figure, the toroidal (left) and poloidal (right) mean velocity fields are dis-
played with black arrows for three different epochs, 1900.0 (top), 1950.0
(middle), and 2000.0 (bottom). Color maps, representing the 90% confi-
dence interval on the velocity field orientation, provide information on
locations where the mean flow direction can be reliably estimated (violet
and blue) or not (red). In 1900.0, very little of the eccentric gyre can be con-

1 2

Figure 4. Toroidal (top) and poloidal (bottom) energy spectra associated
with the ensemble mean fields (thick lines) and standard deviation (circles),
for the 1900.0 (gray) and 2014.0 (black) epochs. Thin lines correspond to the

prior spectra.

345

6 7 8 9 10111213 14 15 fidently estimated. Only the westward flow below Africa and the Atlantic

Spherical harmonics degree [ Ocean, the southern branches of the gyre, and the northern circulation

‘* Prior === Mean field O Uncertainties ‘

around and partially inside the tangent cylinder (the cylinder tangent to

1900.0 == 20000 | the inner core and aligned with the axis of rotation of the Earth), appear

as reliable patterns. At later times the gyre is better defined, and many
of its small-scale structures become visible. Globally, uncertainties on the
toroidal part of the flow are decreasing with time. This does not seem
to be the case for the poloidal field, for which in 1950.0 reliable patterns
are covering a larger surface of the CMB than in 2000.0. Nevertheless, the
root-mean-square (r.m.s.) velocity of the poloidal field and associated standard deviation of 3.49 + 0.23
in 1950.0 and 2.49 + 0.21 in 2000.0 indicate that the global uncertainty level of the poloidal field and its
magnitude have been decreasing between 1950.0 and 2000.0.

Contrary to flow models constrained to be geostrophic (see Amit & Paris, 2013; Bloxham & Jackson, 1991),
upwelling and downwelling fluid motions, associated with the poloidal field close to the CMB, are not particu-
larly located around the equator. Instead, a strong and persistent poloidal structure evolves below the Indian
Ocean and South Africa. According to Bloxham (1986), such a poloidal field could be at the source, through
the expulsion of magnetic flux from the outer core, of the intense reversed flux patch located there. Although
the FF equation cannot model the transport of magnetic structures between the core and its outer bound-
ary, the poloidal flow estimation hints at upwelling and downwelling connected to subsurface flow, which are
usually connected to spread or concentration of magnetic flux, respectively.

Other specific features of the velocity field are in apparent contradiction with a possible geostrophic state of
the outer core flow. This includes the reliable part of the toroidal field penetrating the tangent cylinder, or its
component crossing the equator below India and South America, as already reported in other studies (see
Barrois et al., 2017). Clearly visible is the violation by the eccentric gyre of the equatorial symmetry condition
imposed by quasi-geostrophy (see Amit & Olson, 2004). Indeed, the flow responsible for the westward drift,
together with the circulations around the tangent cylinder, exhibits different levels of intensity in the Northern
Hemisphere than in the Southern Hemisphere.

These visual observations are confirmed in Figure 6, where the r.m.s. velocity and associated standard devi-
ation of the toroidal part of the flow, are measured in different locations of the CMB. One can observe on
the top right of Figure 6 that the flow evolving below Africa and the Atlantic Ocean within the areas shown
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90% confidence interval on flow orientation (degree)

Figure 5. Toroidal (left column) and poloidal (right column) velocity fields in 1900.0 (top), 1950.0 (middle), and 2000.0
(bottom). Arrows correspond the mean fields (over the ensemble), and color maps are displaying the 90% confidence
interval on their orientation. Note that the scaling for the velocity field is different between the toroidal and poloidal
part of the flow.

on bottom right of the figure is at any time more intense in the south than in the north. For the circulations
around the tangent cylinder, both southern and northern part exhibit similar levels of energy between 1900.0
and 1960.0 as shown on the bottom left of Figure 6. However, in 1960.0 the flow below Alaska and the eastern
part of Siberia starts to accelerate and intensifies almost continuously over the last decades to reach a rm.s.
velocity around 23 km/year in 2014.0. Although this acceleration has already been observed during the
satellite era by Livermore et al. (2017), here we notice that it has been persistent for many decades. We
can further note that although the toroidal part of the flow exhibits some clear deviation from geostrophy,
comparisons of its r.m.s. velocity over the entire CMB (black symbols on the top left of Figure 6) with the
r.m.s. velocity of its equatorial symmetric part (gray symbols) show that the latter component remains at any
time dominant.

3.5. Predictions

The ability of a model to successfully predict the system evolution not only suggests that the model correctly
captures the dynamics on the considered timescales but also points toward useful applications. We test our
model with so-called hindcast simulations, which means that the analysis steps in the assimilation are only
carried out until a time T, and then integrated as a free model run up to a time T;. The free run corresponds to
the forecast, or prediction, which can be compared with the data. Here we use six different T, values, 1940.0,
1960.0, 1980.0, 1990.0, 2000.0, and 2010.0, and compare predictions for T, = 2015 with the respective epoch
in the CHAOS-6 magnetic field model by Finlay et al. (2016). This means that we attempt predictions over
periods ranging from 5 to 55 years. As a measure to quantify the quality of our mean predictions, we calculated
the rm.s. difference ﬁ, between the mean forecasted magnetic field b* and the CHAOS-6 field b° in 2015.0.
The latter reads

1=13

e 05
Vap = <2(/+1) > (5{m—bzm)2> : (55)
m=—|

=1
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Figure 6. Root-mean-square (r.m.s.) velocity of the toroidal part of the flow and associated standard deviation in
different locations of the core-mantle boundary (CMB). Colored curves correspond to the r.m.s. velocity within the areas
surrounded by the same colored contour on the bottom right of the figure. The black and gray symbols on the top left
corresponds to the r.m.s. velocity of, respectively, the toroidal flow and its equatorial symmetric part over the entire
surface of the CMB. The arrows on the bottom right are associated with the 1980.0-2014.0 time-averaged mean
toroidal field.

The values of \/ﬁ which are evaluated at the Earth’s surface, are summarized in Table 3. As it can be
expected, the longer the forecast, the larger the discrepancies between predicted and observed magnetic
field. For short-term predictions our results are consistent with previous studies. In particular the 5-year
hindcast between 2010.0 and 2015.0, which leads to a r.m.s. difference of \/ﬁ = 66 nT, is equivalent to the
63-nT optimal value obtained by Whaler and Beggan (2015) for a hindcast between 2010.0 and 2014.5 (for
the same hindcast period we get \/67’ = 55 nT). Looking at longer term forecasts, one can observe that
the accuracy of the mean predicted field degrades rapidly with time. The AR1 process characterizing the
evolution of the flow is certainly responsible for this. Indeed, with such a process, the different components
of the mean velocity field are simply decaying over time. Therefore, over periods that do not exceed the
characteristic times of the dominant flow scales, our mean predicted magnetic field would not differ much
from a field, which would be advected by a static flow (SF). Nevertheless, the AR1 offers an important advan-
tage compared to the SF assumption: the possibility to simulate the randomization over time of the different
velocity field components. This additional feature indeed allows us to better estimate the growth rate of
errors associated with mean magnetic field forecasts and thus provide accurate measures of the reliability of
our predictions.

The last statement is well illustrated in Figure 7, which presents the hind-
cast tests in terms of energy spectra at the Earth’s CMB. These results are

Root-Mean-Square Difference at the Earth’s Surface (in nT), Between the
CHAOS-6 Magnetic Field in 2015.0 and the Mean Magnetic Field Predicted

compared with hindcasts where the flows are assumed to be static from T,

From T, to 2015.0 (SF model). In the figure, thick black lines and thin gray lines are the spectra
To \ap of, respectively, the CHAOS-6 reference field b¢ and the predicted ensem-
1940 2875 ble means b in 2015.0. The spectra of the difference between predicted
1960 2,007 and observed fields, which are referred to prediction errors, are displayed
TG 1,220 with gray and black triangles for, respectively, the EnKF and SF forecasts.
T - The latter can be compared with the spectra of the predicted errors (the
5000 308 spectra of the standard deviation of the magnetic predicted field) displayed
010 6 with thick gray lines (EnKF) and thin black lines (SF). One can first observe

that prediction errors are of the same order of magnitude for the EnKF
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Figure 7. Results of the hindcast tests from T to Tp = 2015.0, expressed in terms of energy spectra at the core-mantle
boundary. Spectra of the observed magnetic field in 2015.0 (thick black lines), its mean prediction (thin gray lines),

the prediction error (gray triangles), and the predicted error (thick gray lines). The thin black lines and the black triangles
are associated with, respectively, the predicted and the prediction errors when the velocity field is assumed to be static
from Tj. The circles and squares, respectively, correspond to the energy spectra of the linear extrapolation error and the
no cast error.

and for the SF approaches. However, whereas predicted errors are consistent with prediction errors for the
EnKF model, uncertainties derived from the SF model clearly underestimate the prediction errors. This shows
that modeling flow dispersion with time is mandatory to explain the loss of information in magnetic field
predictions.

The comparison with two other more trivial prediction methods further allows to judge the advantage of our
more sophisticated approach. “No cast” refers to the assumption that the field remains identical to the field
at T,. “Linear extrapolation” uses the secular variation at T to linearly extrapolate the field from T, to 2015:
b,(2015) = b°(T,) + (2015 — T,)y°. The prediction errors of these two trivial methods are shown as circles and
squares in Figure 7. Linear extrapolation and assimilation prediction errors remain similar for the two shortest
prediction periods. However, for predictions beyond the 10-year horizon, our assimilation formalism starts to
pay off. For the longest prediction period of 55 years, the errors in the two trivial methods already exceed the
spectral energy at degree 6, while the assimilation predictions remains appropriate until degree 9.

Working with an ensemble also permits the evaluation of statistical properties of quantities like inclination
or declination that depend nonlinearly on the state variables. Figure 8 compares the inclination (left) and
declination (right) for 1990 (black lines) and 2015 (red lines) with the ensemble mean predictions using
T, = 1990 (yellow lines). The prediction errors are quantified by the absolute local difference in degrees and
are shown as color maps in the top two panels. Color maps in the bottom two panels show the 90% confidence
interval of the ensemble prediction.

As expected, inclination errors are large for the small or vanishing values around the equator. This is illustrated
in the top panel of the left column and also well captured by the larger variance in the ensemble used to
predict the error shown in the lower left panel. We calculated the area where the prediction error remains
within the 90% confidence interval defined by the prediction ensemble, which amounts to 89.9% of the total
surface. This indicates that the inclination uncertainties provide a good estimate of the prediction error.
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Figure 8. The 1990.0-2015.0 hindcast. Isocontours of the observed inclination (left column) and declination
(right column), in 1990.0 (black) and 2015.0 (yellow), and their predictions in 2015.0 (red). Color maps correspond to the
absolute value of prediction error (top) and to the 90% confidence interval on the prediction (bottom). The white
symbols on the right are associated with the north magnetic dip pole, observed in 1990.0 (square) and in 2015.0
(circle) and predicted in 2015.0 (triangle).
Since the declination is undefined at the north and south dip poles, the surrounding regions show larger
prediction errors and ensemble variances, as is demonstrated in the right column of Figure 8. The area where
prediction errors remain within the 90% confidence interval amounts to only 81.1% of the surface, which
suggests a somewhat inferior error prediction likely related to the dip poles. The error prediction seems more
reliable in the Southern Hemisphere alone where the relative area increases to 92.2%.
Although not clearly visible in Figure 8 because the color has been saturated at 5°, the prediction error for the
location of the north magnetic dip pole (NMDP) is also particularly large. Its real and predicted position for
2015 has been marked by a gray circle and triangle, respectively. According to Chulliat et al. (2010), the rapid
acceleration of the NMDP drift during the 1990s can be explained by the expulsion of magnetic flux below
the New Siberian Islands. This may be the reason for the larger prediction error, since such expulsions are not
modeled in the FF approximation used here. The NMDP drift is much better captured, however, when the
hindcast test starts at T, > 2000.0.
Finally, we note that our model accurately predicts the evolution of the inclination and declination associated
with South Atlantic Anomaly despite the significant changes between 1990.0 and 2015.0. This highlights the
potential usefulness of the method for forecasting core’s magnetic field features.
3.6. Predictability
In order to quantify the different sources of forecast errors, we analyze the secular variation, which is respon-
sible for advancing the field from T, to T.: b(T;) = b(T,) + /TZF y(s)ds. Under the FF approximation, y depends
on the flow and the magnetic field, through the relation y = —V,(ub). When separating b into the observable
part b< and the nonobservable small-scale part b, we can distinguish three error sources:
Y = =VyU'b) = V,(ub™) — V,(ub™"). (56)
Here the primed quantities on the right-hand side indicate deviations from the ensemble expectation value,
for example, v’ = u — Q.
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Figure 9. Sources of secular variation (secular variation) error in magnetic field predictions, at the initial time

To = 1990.0 (left) and at the forecast time T = 2015.0 (right). Energy spectra at the Earth’s surface of the secular
variation (black lines) and of different types of error (symbols) generated when estimating the secular variation.
Triangles and circles correspond to the errors induced by, respectively, the large-scale and small-scale variable parts of
the magnetic field. Squares are associated with the uncertainties arising from the variable part of the velocity field.

Figure 9 compares the spectra of the different error contributions to the secular variation spectrum at the
Earth’s surface for T, = 1990 (left) and T, = 2015 (right). The last analysis step performed at T, directly con-
strains b< and leads to a small related variance and thus a small error contribution that lies about 2 orders
of magnitude below the u and b> related errors. At the end of the 2015 forecast, however, the b< errors
have grown significantly but remain the smallest contribution. Since b> is mostly constrained by the apriorily
assumed statistics at all times, its related errors change only mildly. While the u related error is smaller than
the b> error at 1990, it becomes the dominant contribution at 2015 due to the increase in flow dispersion.

Thus, neither the observational error in the large-scale magnetic field nor the lack of knowledge on the
small-scale contributions is the limiting factor for the predictions but rather the randomization of the different
velocity field scales over time.

We also tested the predictability range for the magnetic field. Starting a forecast in 2014, we let the system
evolve until the scale per scale variance of the magnetic field exceeds the mean predicted energy. Like in the
forecast from 1940 to 2015 illustrated in the upper left panel of Figure 7, after 75 years only, the variance in
contributions beyond degree | = 7 exceeds the mean energy. The predictability limit further decreases to
| =5,1=3,and /| = 2 after 160, 400, and 640 years, respectively. After 1,950 years, even the dipole energy is
exceeded by the respective variance level.

3.7. Variations in the Length of Day

The rotation rate of the Earth, and therefore the length of day (LOD), varies with time. Many geophysical
phenomena are responsible for these variations, and over timescales larger than a decade, four of them are
expected to explain the departures of the LOD (A) from its typical time of T, = 86,400 s . These mechanisms
are the following:

The tidal friction (TF). By deforming the Earth'’s surface, tidal forces induce a dissipation of energy in the
Earth-Moon system. As a consequence, the rotation rate of the Earth decreases, and thus, the LOD increases
with a rate of Ary ~ 2.4 ms/cy, as estimated by Williams and Boggs (2016).

The glacial isostatic adjustment (GIA). During the last glaciation period, a huge amount of ice accumulated over
the polar caps and compressed the mantle. When the ice melted, the mantle tended to regain its initial shape
at a rate, which depends on its viscosity profile. These mantle displacements are still generating a continuous
decay of the Earth’s oblateness J,. Since the total angular momentum of the Earth has to be conserved, a
decrease of J, is necessarily accompanied by an increase of its rotation rate. Based on his GIA model, Peltier
(2015) has shown that the associated rate at which the LOD is shortened is of Ag, ~ —0.6 ms/cy.
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The global sea level rise and ice melting (RSL-IM). Over the last century, the melting of glaciers and ice caps has
led to an augmentation of the sea level, as reported in Church and Whit (2011)and Hay et al. (2015). On a
global scale, this redistribution of mass at the Earth’s surface increases the oblateness of the Earth and there-
fore lengthens the LOD. Although the rate of this lengthening Ags_ remains uncertain, the analysis of the
variations of the Earth’s oblateness performed by Cheng et al. (2013) provides some constraints on it. Indeed,
Cheng et al. (2013) showed that between 1976 and the 1990s, J, was decreasing but not sufficiently fast to be
only explained by the GIA. This means that during this period of time Ags + Aggw > —0.6 ms/cy. After the
1990s, the effects of the RSL-IM on the LOD are becoming more intense since they completely compensate
the variations of J, induced by the GIA.

The core-mantle coupling. Jault et al. (1988) have shown that geostrophic motions of the liquid outer core
can modify the core angular momentum (CAM). Yet for the Earth to conserve its total angular momentum,
fluctuations of the CAM are compensated by variations of the Earth’s rotation rate. As shown by Jault and
Finlay (2015), the excess in LOD induced by the outer core flow A o can be evaluated from the velocity field
at the Earth’s CMB through the following relation:

Ariow = 1232w o + 1.776w3 ¢ + 0.08ws o + 0.002y ) . (57)

Although it is well known that the outer core flow is responsible for decadal variations in the LOD (see Holme,
2015), possible long-term effects are not clear.

3.7.1. Observations and Contradictions

Using compilations of ancient and medieval eclipses and lunar occultations of stars, Stephenson et al. (2016)
reconstructed a time series of the excess in LOD between 720 BC and 2015. They highlight, in particular, two
main features of the variation in the LOD over the last millenia. First, the LOD exhibits very low frequency
fluctuations with a typical period of about 1,500 years. According to Dumberry and Bloxham (2006), these
variations are likely to be induced by the outer core flow. Second, Stephenson et al. (2016) could also observe
that the LOD was globally increasing at a rate of approximately 1.8 ms/cy. This latter value can be very well
explained by the joint effects of TF and GIA since A + Agjy ~ 1.8 ms/cy.

However, over the last 200 years, the time series derived by Gross (2001) with a combination of accurate
astronomical techniques indicates that the LOD was globally increasing at a rate of ~1.4 ms/cy. This value is
lower than the 1.8 ms/cy predicted by the GIA and TF, yet it should, at least over the last century, be larger
than 1.8 ms/cy because of the RSL-IM. If one does not consider a possible influence of the outer core flow,
this means that a mechanism increasing the rotation rate of the Earth is missing. This discrepancy between
expected and observed LOD constitutes the enigma formulated by Munk (2002).

3.7.2. Estimation of Possible Long-Term Effects of the Outer Core Flow on the LOD

Since the cumulative long-term effects of the GIA, the TF, and the RSL-IM on the LOD are uncertain, we eval-
uated the influence they should have according to our velocity field solution and to the observed LOD time
series (Aggs). To do so, the real excess in the LOD is assumed to be given by

A(t) = at + b+ Apows (58)

where the trend a = A + Aga + Aggiw, b is @ constant and Ag o,y is given by equation (57). Assuming that a
and b are a priori unknown (uniform prior over infinite ranges), the posterior distribution of a can be expressed
as follows:

p(alAOBS)N/p(AOBSm’ b, Apiow)P(Agiow)P(b)dbdAg o - (59)

Because of the abrupt change in the Earth’s oblateness during the 1990s, we restrict the analysis to pre-1990
epochs. Observed LOD variations A are taken from Gross (2001), who also provides uncertainty estimates
Z o5 The likelihood distribution is approximated by a Gaussian distribution such as the following:

P(Aops|a. b, Apow) = N (Aggs — at — b — Apow, ZAOBS) . (60)

The prior distribution of Ag gy is also assumed to be Gaussian with a mean and a covariance deriving from
the ensemble of Ag oy time series calculated with equation (57). The distribution p(a|Aggs) is thus also a
Gaussian distribution. Our computation suggests a mean of @ = 2.2 ms/cy and a large standard deviation of
o, = 1.8 ms/cy which embraces the values discussed above.
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4, Conclusion

We have employed a sequential data assimilation framework to model

the Earth orientation center. A trend of 2.2 ms/cy estimated in section 3.7 the dynamics of the geomagnetic field and the flow at the top of Earth’s
has been removed from the observed time series. The variations in LOD core in the twentieth century using the COV-OBS.x1 model of Gillet, Jault,
induced by the outer core flow and associated standard deviation are and Finlay (2015) as observations. The method extends the approach in

shown with gray circles and error bars.

Baerenzung et al. (2016) to the time domain, as a sequential propagation

in time of flow and field inversions under weak prior constraints. The prior
is a dynamical model that combines the induction equation in the FF approximation with a simple AR1 pro-
cess describing the flow evolution. The latter comprises a memory term and stochastic forcing, which are both
constrained by the secular variation observations following the ideas presented in Baerenzung et al. (2016).

We use an ensemble approach, the EnKF (Evensen, 2003), where the dynamical model uncertainties are
characterized by statistically sound covariances. Using the AR1 process falls short of integrating a proper
Navier-Stokes equation but allows us to forward a large ensemble of 40,000 members in time in order to
characterize the errors and prior covariances.

The optimal parameters characterizing the flow prior spatial and temporal properties points to particularly
long timescales of several centuries to millennia for the toroidal field at SH degrees / = 1 and 2. This flow con-
tribution can be attributed to a large-scale slowly evolving gyre, which has also been identified in core flow
inversions (Gillet, Jault, & Finlay, 2015; Pais & Hulot, 2000) and numerical simulations (Aubert, 2013; Schaeffer
et al., 2017). The most prominent feature of the gyre is the well-documented pronounced westward drift at
low and middle latitudes of the Atlantic hemisphere. Smaller-scale flows have characteristic timescales in the
decadal range that are consistent with previous estimates (Christensen & Tilgner, 2004; Hulot et al., 2010).
Typical related features are local modifications of the gyre in the Southern Hemisphere or the acceleration
of the westward flow at and around the tangent cylinder underneath Alaska and the eastern part of Siberia,
which has already been reported by Livermore et al. (2017). This points to an important contribution of
ageostrophic motions to the dominantly geostrophic overall core flow.

We further tested the capability of our model to forecast the evolution of magnetic and flow fields through
hindcast experiments. Comparisons of the magnetic field evolution with linear extrapolations and no casts (in
which the field is assumed static) show that our more sophisticated model significantly improves predictions
beyond 10 or 15 years.

For predictions of a mean model, we could observe that the advection of the magnetic field by a SF or by
a velocity field controlled with a AR1 process does not differ much. Accounting for the flow acceleration,
through a second order autoregressive process, for example, would certainly improve the quality of the aver-
aged predicted magnetic field as shown by Whaler and Beggan (2015). Nevertheless, SFs do not allow the
proper propagation of uncertainties associated with the magnetic field, since the underlying mechanism for
flow dispersion over time is not considered. Within their incorporation in our AR1 model, predicted and pre-
diction errors become consistent. Such match also reveals that the characteristic times estimated for the AR1
process ensure a realistic randomization rate of the fields.
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However, it is the dispersion of the velocity field itself that seems to dominate the uncertainties in secular vari-
ation estimations, what limits therefore the predictability of the geomagnetic field. Within this limitation, the
scale-dependent predictability corresponds to 1950, 640, 400, 160, and 75 years for degrees | = 1, 2, 3, 5, and
7, respectively. A more realistic dynamical model such as a geodynamo simulation would possibly extend the
predictability horizon. Nevertheless, the enormous numerical power required to perform dynamo simulations
at more extreme parameters would preclude the type of EnKF approach followed here. Even with compro-
mises in dynamo model parameters and the ensemble size, the computational costs would still increase by
orders of magnitude. Moreover, since dynamo simulations are strongly nonlinear, the system bears an intrin-
sic sensitivity to initial perturbations. This amounts to an important e-folding time, which is estimated to be
about 30 years with a temporal rescaling within the secular variation timescale (Hulot et al., 2010; Lhuillier
et al., 2011). Since this characteristic time is not so different from the one associated with the small length
scales of our flow model, we expect that the rate at which information is lost in the system will be somewhat
equivalent in both modeling strategies.

Predictions of decadal LOD variations from changes in angular momentum of our core flow model yield good
resemblance to corresponding independent observations. Furthermore, we observe a global increase of the
CAM over the last century that we attribute to an acceleration of the geostrophic contribution of the gyre. The
resulting decrease in LOD could explain the difference between the recently observed trend in LOD changes
and the physically expected one as highlighted by Munk (2002). It would in addition be consistent with the
low-frequency oscillatory behavior of the LOD reported by Stephenson et al. (2016).

Appendix A: Gibbs Sampling

The Gibbs sampling algorithm permits to randomly draw an ensemble characterizing statistically a given joint
distribution, by recursively sampling conditional probability distributions deriving from it. In our case, the
joint distribution of interest is p(u, b|y°). Therefore, at a step n, the algorithm samples alternatively the two
following distributions:

p”[b™ vy, M) = N (07, Z) (A1)
p(b"|u", 7, M) = N (B“, zbn) (A2)
with

" =0+ EUIMA:““ R:" (70 + Agn-1 ‘_") (A3)
Iy =2y, — Sy, Al RnAp_ T, (A4)
b" =b+=Z,ALR. (7°+A,b) (A5)
Zpr = Zp — ZpAL R AT, . (A6)

and where
Ryr = <Abn-1 b WL 23) (A7)
Ryr = (AunEbAI,, + 2;’) . (A8)

We recall that the matrices A, and A, allow us to evaluate the secular variation y when they are, respectively,
applied touand b.

In this study, three epochs were considered simultaneously, 1900.0, 1950.0, and 2000.0. Since over long peri-
ods of time the real temporal correlations of the slow varying components of the flow probably differ from
the one induced by the autoregressive process, the characteristic times associated with the degree / = 1 and
| = 2 of the toroidal field and | = 1 of the poloidal field were reestimated with a 50-year time step.
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