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In the present work, an implicit evaporation model for the coherent structures of evaporating sprays is 
introduced and validated against experimental data of engine combustion network (ECN) spray A. The 
main aim is to go beyond the limits of standard evaporation models, which are normally based on a dilute 
spray assumption, and develop a strategy to deal with liquid volume fraction virtually up to one. The 
proposed method is based on a priori computation of the steady-state equilibrium conditions reached by a 
system composed by liquid, vapor and air at constant pressure combined with a modeled characteristic 
time of evaporation. Such equilibrium composition and temperature are then used inside numerical 
calculations to compute evaporation source terms implemented in an implicit fashion. The new 
formulation allows simulating evaporation process in the dense zone of the spray, where, due to the 
extremely low time scales related to mass and heat transfer, classical ex-plicit method usually leads to non-
physical results. Such innovative approach has been implemented in a multiphase solver based on the 
Eulerian–Lagrangian Spray Atomization (ELSA) model in the framework of the computational fluid 
dynamics (CFD) suite OpenFOAM®. The use of ELSA allows the mass and heat transfer terms to be 
modeled as a function of the transported amount of liquid–gas interface surface available for evaporation. 
An analysis of the model performances has been carried out in an URANS framework in order to highlight 
the physically consistent representation of evap-oration phenomena of the approach in the regions 
characterized by a high liquid volume fraction.

KEY WORDS: CFD, sprays, evaporation, dense spray region, Eulerian–Eulerian, ELSA, ECN 
Spray A

1. INTRODUCTION

Spray evaporation is a relevant topic in many technical applications, ranging from diesel engines

and aircraft gas turbines to metal cooling and fire suppression system. In all these contexts,
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the computational fluid dynamics (CFD) can help to predict the performances of the employed

atomization device and to investigate the evaporation that occurs whenever a spray is injected

into a hot environment. Liquid evaporation is observed to occur in all the characteristic regions of

the spray. In fact, even if most of the mass transfer is expected in the dispersed region, due to the

larger amount of liquid/gas interface available, relevant evaporation might also affect the dense

region of the spray. The development of a general approach to model liquid phase evaporation

in both the dense region and the dispersed one is the main subject of this work.

A typical example is the behavior of the spray in diesel engines, where the fuel is injected

during the combustion phase for each power stroke of the piston (Lefebvre and McDonell, 2017).

The mixing between fuel and air is accomplished as the continuous jet of fuel, emerging from the

orifice of the nozzle, moves at high velocity into the ambient air. Here, the presence of strong dis-

ruptive forces gives rise to oscillations and perturbations, eventually leading to the disintegration

of the liquid body into drops at its outer edges. At this point, the spray is composed of a solid-

cone jet of fuel on the orifice axis (dense region) surrounded by smaller drops of fuel mixed with

air (dispersed region) (Lefebvre and McDonell, 2017). Such cone progressively atomizes, gener-

ating a cloud of small droplets. Evaporation of fuel takes place throughout the entire process of

atomization and a not-negligible amount of fuel evaporates in the early dense region of the spray.

The region of the spray where the investigation is requested to focus, strongly affects the

approach which has to be used to track the evolution of the spray and therefore also the associated

evaporation model. For instance, standard Eulerian–Lagrangian (E–L) approaches (Bird, 1994)

can be effectively used to simulate spray secondary breakup and evaporation in its dispersed

region. For this purpose, several sub-models have been developed based on the assumption of a

single isolated droplet [i.e., for drag (Haider and Levenspiel, 1989; Liu et al., 1993; Morsi and

Alexander, 1972)] or secondary breakup (O’Rourke and Amsden, 1987; Reitz and Beale, 1999;

Taylor, 1950): such idea allows a straightforward introduction of the main interactions between

the gas and the liquid phase. Nevertheless, the most important shortcoming of E–L approaches

is the not-reliable description of the atomization, including therefore a poor representation of the

associated evaporation process and of the interface instabilities leading to the breakup of the jet.

On the contrary, Eulerian–Eulerian (E–E)-based methods have been traditionally employed to

describe the dense region of the spray even if not all of them have been specifically developed

to work in this framework. For instance the multifluid models (Laurent and Massot, 2001), the

method of moments (Frenklach, 2002), and high-order models such as the quadrature method

of moments (QMOM) (Yuan et al., 2012) have been developed to solve a simplified version of

the so-called Williams Equation (Williams, 1958) and therefore are not suitable to describe the

coherent structures of liquid in the near region of the injector. Essadki et al. (2018) introduced

the concept of geometrical high-order moment, that can potentially lead to the extension of such

kind of approach to the description of coherent liquid structures. Interface geometry statistics

such as interface area density, Gauss curvature, and mean curvature are used at this aim, while

evaporation is taken into account using a maximum entropy reconstruction (Essadki et al., 2018).

Usually, an accurate simulation of the primary breakup region can be achieved through a full

resolution of the liquid/gas interface by direct numerical simulations (DNS) (Lebas et al., 2009;

Ménard et al., 2007; Shinjo and Umemura, 2010, 2011) but its application is currently unfeasi-

ble for practical purposes due to the high computational effort required by this kind of approach.

Nevertheless, evaporation and simultaneous breakup of sprays have already been investigated in

literature coupled with interface capturing method in a DNS context (Duret et al., 2012, 2018;

Rueda Villegas et al., 2016; Tanguy et al., 2007). In this line, multi-scale methods have been

proposed aiming at extending the capabilities of DNS, by directly simulating the major liquid
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structures, whereas Lagrangian tracking is automatically adopted when a proper description of

the interface can no longer be provided (Estivalèzes et al., 2018). In this latter case, the use of

adaptive mesh refinement (AMR) has proved to be a valid help in optimizing the handling of

VOF to E–L transition. Primary breakup has also been recently investigated using the so-called

smoothed particle hydrodynamics (SPH) technique. SPH is an interesting alternative method to

describe this kind of phenomena (see for instance the work of Braun et al., 2019), mainly be-

cause of its superior scalability with respect to traditional approaches. Such method also proved

to be suitable for handling evaporation as reported by Yang et al. (2019). Nevertheless having

an accurate description of surface tension forces remains a challenging task in SPH formalism

and the method’s consistency and convergence remains to be proven. Moreover, the application

of this approach to practical evaporating sprays has not yet been attempted. Another opportu-

nity is represented by a group of Eulerian–Eulerian (E–E) methods based on the assumption of

diffused interface (Vallet and Borghi, 1999). In this formalism, the interface is represented as a

mixing zone where both liquid and gas phases coexist at the same macroscopic location where

the portion of volume occupied by the liquid phase is called liquid volume fraction (αl). Several

models have been developed in technical literature under this assumption [for instance Drew and

Passman (1999) or the recent work of Battistoni et al. (2019)] and in the following analysis the

Eulerian-Lagrangian Spray Atomization (ELSA) model will be considered (Anez et al., 2019;

Lebas et al., 2009; Vallet and Borghi, 1999).

In the original ELSA approach, an Eulerian mixture model is used in the near-nozzle region,

whereas Lagrangian tracking is employed when the spray becomes sufficiently dilute. Such ap-

proach has been validated on some spray configurations (Lebas et al., 2009; Vallet and Borghi,

1999) and its capabilities extended to consider the strong momentum exchange between liq-

uid and gas phase in the so-called quasi-multiphase Eulerian (QME) approach (Andreini et al.,

2016; Beau, 2006). Recently the approach has been coupled with an interface capturing method

(ICM) (Anez et al., 2019) to more consistently describe the spray formation process also where

available mesh resolution allows a full reconstruction of the liquid/gas interface in a large-eddy

simulation (LES) context. However, in the mentioned contributions only spray atomization is

of primary interest, while, when employed, the modeling strategy for the evaporation process is

directly derived from laws developed for a single isolated droplet (Sirignano, 1999). In Lebas

et al. (2009) evaporation in the dense zone is not accounted, whereas in Ning et al. (2007) an ex-

plicit formulation is applied in the Eulerian region of ELSA and the evaporation rate is computed

starting from the local temperature and considering the fuel as saturated on the liquid surface. As

it will be shown later, explicit formulation may be unstable and can lead to strong temperature

undershoots on the gas side in regions where αl is really high (i.e., close to the atomizer nozzle).

To overcome the abovementioned limitations of the commonly adopted evaporation model

used in the different ELSA-based approaches, a novel implicit formulation has been developed

and implemented. This new method permits one to robustly include a general purpose evapora-

tion in ELSA, avoiding at the same time the possible nonphysical behavior in the dense spray

region. Such implicit approach is based on a priori calculation of a local equilibrium composi-

tion established between the fraction of liquid and gas that coexist in the same control volume.

Such composition at equilibrium is then used to compute the evaporation rate. Other approaches

based on an implicit formulation have been presented (Desantes et al., 2016; Garcı́a-Oliver et al.,

2013; Kösters and Karlsson, 2011, 2016) and will be discussed in detail in the next sections.

The present modeling strategy has been implemented in the framework of the open source

code OpenFOAM® and tested on a realistic configuration such as the engine combustion network

(ECN) Spray A test case (ECN, 2012). Despite that, the proposed model can be effectively
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employed in any configuration where relevant evaporation takes place simultaneously to the

primary stages of the breakup process. Being here the attention mainly focused on the dense zone

of the spray where the effectiveness of the new model can be properly tested, only the mixture

model component of the ELSA approach has been considered. The present approach, even if

theoretically extensible also to Lagrangian tracking, does not provide any major improvement

when the spray is sufficiently diluted with respect to standard methods. When ICM coupling is

considered (Anez et al., 2019), no consistent modifications are needed to the presented approach,

even if such coupling is not here attempted due to the relevant computational effort associated

to such approach.

The paper is divided into five main sections: the first one is devoted to the justification of the

employed numerical framework (i.e., the ELSA approach). In Sections 2 and 3 the limitations

of explicit approaches are depicted and the structure of the implicit model outlined. The last two

sections are instead focused on the validation of the model, firstly on a simplified 1D test case

of an evaporating array of droplets and finally on a realistic configuration representing a diesel

spray injector.

2. ELSA SOLVER

Starting from the recent implementation of the ELSA model presented in Anez et al. (2019) a

version of the solver capable of handling equation of states has been derived and implemented

in OpenFOAM®, in order to deal with heat transfer and evaporation. As a main difference from

Anez et al. (2019), the coupling with ICM and Lagrangian tracking have been dismissed, main-

taining only the E–E part of the ELSA method characterized by a diffused interface approach.

This permitted to greatly simplify the implementation of the evaporation model. No theoretical

issues prevent the implementation of the proposed model in the complete ELSA framework.

Moreover, the turbulent liquid flux has been modeled with a standard gradient closure but also

the second-order strategy developed by Andreini et al. (2016) can be easily introduced in the

model. For the sake of clarity, hereafter liquid, vapor, and air will be referred to the subscripts

l, v, and a, respectively, while the subscript g will be used for the gas phase fraction composed

by both air and vapor. Through all this work an approach based on volume fractions has been

employed: the liquid volume fraction will be referred as αl, the vapor volume fraction as αv

and the air volume fraction as αa (computed as αa = 1 − αl − αv). In the same way, αg

stands for the liquid volume fraction of vapor and air (therefore αg = 1 − αl = αa + αv). For

brevity, the detailed derivation of the implemented equations is not carried out at this stage and

all of them are directly reported in their final form after Reynolds averaging procedure. How-

ever, when combustion is taken into account, Favre averaging would be preferable and will be

considered for future developments of the approach. The reader interested in further detail about

Favre/Reynolds averaging in multiphase flows is addressed to Anez et al. (2019). The derived

set of equations is therefore applicable in a slightly compressible environment, where density

variation due to local values of temperature and pressure are accounted using separate equa-

tions of state for each component. The proposed compressible solver is still based on a mixture

model assumption as the standard ELSA model, therefore a single momentum equation is shared

between all the phases [see Eq. (1)].

∂ρ̄Ūi

∂t
+

∂ρ̄ŪiŪj

∂xj
−

∂

∂xi

[

µt

(

∂Ūi

∂xj
+

∂Ūj

∂xi

)]

= ρ̄gi −
∂P̄

∂xi
(1)
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where U represents the averaged mixture velocity, µt the turbulent viscosity, g and P gravi-

tational acceleration, and static pressure, respectively. The mixture density can be obtained as

ρ̄ = ᾱlρ̄l + ᾱvρ̄v + ᾱaρ̄a, where bulk densities of vapor and air depend on temperature and

pressure, while liquid density is imposed as constant and equal to 713 kg/m3. The continuity

equation can be expressed as follows:

∂ρ̄

∂t
+

∂ρ̄Ūi

∂xj
= 0 (2)

A transport equation for vapor volume fraction is included together with the one for liquid.

Both of them are solved in a compressible manner and source terms due to evaporation have

been added.
∂ρ̄lᾱl

∂t
+

∂ρ̄lᾱlŪi

∂xi
=

∂

∂xi

[(

ρ̄lDl +
µt

Sctl

)

∂ᾱl

∂xi

]

− ˙̄αev (3)

∂ρ̄vᾱv

∂t
+

∂ρ̄vᾱvŪi

∂xi
=

∂

∂xi

[(

ρ̄vDv +
µt

Sctv

)

∂ᾱv

∂xi

]

+ ˙̄αev (4)

where D and Sct are laminar diffusivity and turbulent Schmidt number of liquid and vapor.

Furthermore, ˙̄αev represents the source/sink term related to the evaporation process that will be

discussed in detail in the next section. Energy equations, formulated in terms of temperature

T , both for gas and liquid, have been also introduced and are reported below [Eqs. (5) and (6),

respectively]. The contribution of evaporation appears as additional source term ( ˙̄Tev).

∂ρ̄gᾱgcpgT̄g

∂t
+

∂ρ̄gᾱgcpgT̄gŪi

∂xi
=

∂

∂xi

(

ᾱg
µg

Prtg

∂T̄g

∂xi

)

− ˙̄Tev (5)

∂ρ̄lᾱlcplT̄l

∂t
+

∂ρ̄lᾱlcplT̄lŪi

∂xi
=

∂

∂xi

(

ᾱl
µt

Prtl

∂T̄l

∂xi

)

+ ˙̄Tev (6)

where cp is the specific heat and Prt is the turbulent Prandtl number.

Regarding the transport equation of the surface density, the same formulation presented in

Anez et al. (2019) has been here retained, non-accounting for density variations:

∂Σ̄′

∂t
+

∂ŪiΣ̄
′

∂xi
−

∂

∂xi

[(

νt

Sct

)

∂Σ̄′

∂xi

]

=
Σ̄

τt

(

1 −
Σ̄

Σ̄eq

)

(7)

where Σ′ indicates the fluctuating component of the overall surface density Σ = Σmin + Σ′,

where aΣmin = 2.4
√

αl (1 − αl), and a is a length scale related to the control volume (Anez

et al., 2019). The sink term due to evaporation has been here neglected based on the assumption

that, in the dense spray region, turbulent breakup is the dominant phenomenon while evaporation

has a minor impact.

In the following, the attention is mainly focused on the method proposed for the calculation

of the evaporation source terms.

3. LIMITS OF STANDARD EXPLICIT METHODS FOR DENSE SPRAY REGIONS

The common assumption of spherical droplets is not verified at all in the dense zone of the spray.

In fact, while primary breakup takes place, the liquid phase exists as a main coherent structure
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and smaller but non-spherical entities like ligaments (Fig. 1). When the atomization quality is

poor, for instance in low Weber/Reynolds number condition (Lefebvre and McDonell, 2017), the

impact of fuel evaporation from such coherent structures severely affects the flow field (or even

combustion for example). Under these conditions, standard Eulerian–Lagrangian approaches

based on explicit formulations for evaporation source term can be reliably applied only for low

liquid volume fractions. An artificial reduction of liquid volume fraction, by increasing the size

of the mesh around the injection point, can be considered as a solution (Abraham and Pickett,

2010), albeit a lower resolution in the Eulerian field is obtained in this way. Indeed, the existence

of regions in the domain characterized by high αl cannot normally be avoided. In this particular

zone, which is the main interest of the current work, explicit formulations can be numerically

unstable if the simulation time step does not correspond to physical process dynamics, possibly

producing non-physical results. Such limits of the explicit methods are discussed using results

obtained in a simplified numerical case employing the native Eulerian–Lagrangian solver of

OpenFOAM® (i.e., sprayFoam): a single parcel (containing a certain number of droplets) is

introduced into the computational domain where it experiences a certain evaporation due to the

hot stagnant environment. Liquid temperature is initially set to roughly 40% of the gas phase.

On such configuration, it is possible to calculate the temporal evolution of the ratio of ambient

gas temperature over liquid temperature for several values of cell liquid volume fraction.

The evaporation source term employed in sprayFoam is based on the following expression:

dm

dt
= ṁ = πdShDgρs log(1 −Xr) (8)

where d is the diameter of the droplet, Sh = 2.0 + 0.6Re1/2Sc1/3 is the Sherwood number, Dg

the binary mass diffusivity, ρs is the gas mixture density at droplet surface, and Xr is the relative

molar fraction of vapor surrounding the droplet, computed as (Xs −Xc)/(1 −Xs) where Xs

and Xc stand for molar concentration of the evaporating species on the droplet surface and in

the carrier phase, respectively. As far as the enthalpy of the liquid is concerned, the heat transfer

between gas and liquid, together with the latent heat of vaporization Lv (here assumed constant),

compose the sink term:
dh

dt
= ḣ = kAd(Tl − Tg)−

dm

dt
Lv (9)

where k and Ad stand for the heat transfer coefficient and the droplet surface area. Since both

heat transfer and latent heat terms in Eq. (9) become negative under evaporative conditions,

undershoots or overshoots in the solution can be generated. From a numerical point of view,

this scenario depends on the chosen time step value (dt): lowering dt reduces this effect, but the

CPU cost is augmented. In Fig. 2, the ratio between gas phase and liquid temperatures in time

FIG. 1: Diesel-jet direct numerical simulation [adapted from Ménard et al. (2007)]
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FIG. 2: Ratio of ambient over liquid temperature with respect to time for various liquid volume fraction

is reported for a set of simulations. Dimensionless time is computed using the employed time

step and the thermal relaxation time to equilibrium τrelax = ρscpld
2/(12kg) (Kinzer and Gunn,

1951), where cpl and kg are the specific heat at constant pressure of the liquid and the thermal

conductivity of the environment, respectively. Different liquid volume fractions are achieved by

varying the number of drops inside the parcel, maintaining constant the droplet size as well as

τrelax. Generally speaking, during the evaporation process the liquid is heated up and the gas

phase is cooled down until a steady evaporation temperature is reached. Under certain conditions,

the overall enthalpy of the gas phase is not sufficient to promote complete liquid vaporization

because of the energy subtracted by the latent heat. Such final (or equilibrium) condition is

always reached in this test case as shown in Fig. 2 at least after 0.1 non-dimensional time,

well before the predicted τrelax (because it does not account for the cooling of the gas phase).

Before reaching this state, from a physical point of view, liquid temperature should always be

lower than the one of the ambient gas and therefore Tamb/Tdroplet > 1. But, considering the

reported numerical configuration, it is quite clear that such physical constraint is not always

respected. In fact, by increasing the liquid volume fraction, the explicit formulation leads to

unbounded values of gas-phase temperature. Indeed, as soon as dm/dt is calculated [Eq. (8)]

and temperatures are fixed, depending on dt, a certain value of dh is computed through Eq. (9).

If dt is not sufficiently small, dh may be large enough to determine a sharp decrease of gas-

phase temperature. Hence, temperature undershoots can be observed. Clearly, this issue can be

mitigated by reducing the simulation time step, but with a strong increase of the computational

cost. In Fig. 3 the αl = 5% case has been simulated with two different time steps. The use of a

lower time step effectively reduces the numerical issues but CPU cost is increased dramatically,

requiring thousands of time steps to simulate the physical timeframe τrelax. Starting from this

preliminary observation, it can be concluded that approaching the dense spray region (i.e., αl →

1), the time step should be strongly decreased (i.e., dt → 0) to overcome numerical instabilities

with explicit methods. Therefore, considering that one of the main advantages of the ELSA

approach is being able to deal both with dense and diluted spray regions, the main purpose of

this work is to define a method capable of handling evaporation in the whole evolution of the

spray, from pure liquid to the dispersed phase, without any condition on time step dictated by the

stability of the evaporation law. As already explained, the attention is hereafter mainly focused

on the dense region (Fig. 1) since in the Lagrangian context several evaporation models are

already available (Sirignano, 1999) and extensively validated.
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FIG. 3: Ratio of ambient and droplet temperature with respect to time for different time step in Lagrangian

simulation

4. IMPLICIT METHOD FOR EVAPORATION MODELING

In the proposed implicit approach, source terms due to mass and heat transfer in Eqs. (3), (4)

and Eqs. (5), (6), respectively, have been formulated as reported below:

α̇ev =

(

αl − αl,eq

τm

)

(10)

Ṫev =

(

Teql − Tl

τT

)

(11)

where αl,eq and Teql represent the equilibrium state reached locally by the liquid/gas mixture in

terms of remaining liquid volume and temperature, with two characteristic times defined by τm

and τT . A similar formulation should be employed also for the gas phase in terms of temperature,

which is not reported here for the sake of brevity.

Equations (10) and (11) lead to an unconditionally stable system from a mathematical point

of view, even if a proper calculation of equilibrium state and evaporation rates has to be provided

computing equilibrium liquid volume fraction and temperature with a proper τ.

4.1 Definition of Phase Equilibrium

Different equilibrium conditions can be determined in physics and engineering, going from ther-

modynamic equilibrium to static equilibrium of bodies. In this study, the word equilibrium refers

to the phase equilibrium that can take place between liquid and gas that coexist in the same con-

trol volume.

The equilibrium state of a system at a defined temperature and pressure is theoretically pro-

vided by the minimum of the Gibbs function (Cengel and Boles, 2015) and the equilibrium

conditions, required in Eqs. (10) and (11), can be computed by a direct numerical minimization

of this function. This procedure is normally employed to calculate the chemical and the phase

equilibrium of complex chemical processes (Gautam and Seider, 1979; Reynolds, 1986).

In this work a different strategy has been adopted, considering the evaporation process that

takes place into a two-phase, two-component system inside an isolated control volume at con-

stant pressure. When mass transfer takes place from liquid to vapor phase and vice versa, it is
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possible to calculate the equilibrium temperature of the system as (Moran and Shapiro, 2009):

Teq =
macpaTa +mlcplTl +mvcpvTv − (mveq −mv)Lv

maeqcpa +mleqcpl +mveqcpv
(12)

Such equation simply states that enthalpy is conserved over the control volume and also the

contribution of the latent heat of vaporization has been here included. To derive it, specific heat

coefficients have been considered as constant. This represents one of the main hypotheses of

the present procedure. Clearly, variations with temperature should be included, in particular in

reactive test conditions, and further investigations are required on this point.

Equation (12) can be further simplified. In fact, mass transfer is not allowed for air (ma =
maeq) and vapor and air have to share the same temperature Tg before achieving the equilibrium.

It can be therefore reformulated as

Teq =
macpaTg +mlcplTl +mvcpvTg − (mveq −mv)Lv

macpa +mleqcpl +mveqcpv
(13)

which represents the expression of the equilibrium temperature of a two-phase, two-component

system subjected to evaporation. However, another relation is required to estimate mveq. Ac-

cording to Cengel and Boles (2015), phase equilibrium of a liquid/air system is reached when

the vapor pressure in the air is equal to the saturation pressure of liquid at the liquid temperature.

The following relation can be therefore introduced:

pv = psat(Teq) (14)

where psat represents the saturation pressure that can be computed through relation such as the

Antoine equation (Cengel and Boles, 2015) based on experimental measurements. Even a more

general Clausius–Clapeyron equation could have been used here, but Antoine equation has been

preferred to facilitate future developments of the solver. The partial pressure of vapor (pv) can

be instead expressed in terms of the number of moles of air and vapor in the fraction of volume

available for the gas phase.

pv =
nv

nv + na
p (15)

Hence, equilibrium conditions can be computed varying mveq, until Eq. (14) is satisfied. An

iterative cycle has been defined to this end, since pv directly depends on nv and therefore mveq

while psat uses Teq computed via mveq .

4.2 Computation of Equilibrium Conditions

In Fig. 4 the code employed for the computation of the equilibrium state is presented (Puggelli

et al., 2017). The calculation is carried out in each control volume where a non-zero amount

of liquid is observed and the input variables are directly obtained from the numerical simula-

tion. The iterative cycle is based on mleq, since it can be easily converted in terms of liquid

volume fraction using densities while requested phase properties are directly obtained from

the numerical simulation in each cell. First of all, the saturated condition is evaluated consid-

ering mleq = ml, which means that mass transfer does not take place. Teq is calculated by

Eq. (13), pveq by Eq. (15), and psateq using Antoine equation for chosen liquid/vapor mixture.

If pveq > psateq, no further evaporation is allowed. In this case, only heat transfer is included
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FIG. 4: Method implemented for the computation of equilibrium composition and temperature

between phases and a proper Teq is calculated. On the contrary, if additional evaporation is pos-

sible, the case of complete evaporation is evaluated (i.e., mleq = 0) and two possible situations

are therefore considered:
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• if pv,eq < psat,eq the whole liquid will be evaporated and the final equilibrium tempera-

ture for the liquid is set equal to the wet bulb value (see Fig. 5 for further detail), whereas

the one for the gas is computed thanks to Eq. (13).

• if pv,eq > psat,eq only partial evaporation takes place. This situation leads to an iterative

cycle based on Eq. (14) and, in the present study, a simple bisection method has been

employed because of his stability and boundedness. Further developments are surely re-

quired on this point to decrease the overall computational effort.

The computed mleq and Teq are finally used to compute source terms in Eqs. (10) and (11).

If a complete evaporation is predicted, the equilibrium temperature calculated with Eq. (13)

is no more correct at least for the liquid. In fact, the evaporation history of a single isolated

droplet (Chin and Lefebvre, 1985) is usually divided in two subsequent steps:

• a heat-up period, when, although evaporation is taking place, the heat transfer from gas to

liquid leads to increase the liquid temperature;

• a steady period, when the heat transfer from gas to liquid phase is balanced by the cooling

effect of the evaporation. The liquid temperature attains here the wet-bulb value until

evaporation is completed.

In this latter period, equilibrium temperatures for gas and liquid are different: the first one

reaches the equilibrium temperature determined through Eq. (13), whereas the other one achieves

FIG. 5: Method implemented for the computation of equilibrium temperature of liquid in case of complete

evaporation
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the wet-bulb value. Another iterative cycle has been therefore employed to calculate Teql and it is

based on the definition of BM = (Ys,eq − Yg,eq)/(1 − Ys,eq) and BT = [cpg(Teq − Teql)]/Lv

(Lefebvre and McDonell, 2017). Ys,eq is the mass fraction of vapor on liquid surface evaluated

using psateq (as a function of Teql) while Yg,eq is the one in the gas phase, which can be cal-

culated using pveq. Note that Teq and pveq are already available from the previous cycle. As

reported by Lefebvre and McDonell (2017), if BM = BT , the steady-state period starts and the

liquid temperature remains constant until the liquid is consumed. An additional iterative cycle

has been developed to determine such constant temperature and is shown in Fig. 5. A bisection

method has been again employed. In this manner, a guess value of Teql is computed and used to

evaluate psat through the Antoine equation. Then, BM and BT are calculated and the two values

are compared:

• if BM > BT , the temperature is reduced

• if BM < BT , the temperature is augmented

Clearly, the introduction of the numerical procedure presented above requires an additional

effort in terms of computational resources. This is almost negligible as it does not involve itera-

tions in the global resolution of the pressure–velocity coupling. The pressure–velocity step, for

low-mach methods that are pressure based, requires in particular the resolution of the Poisson

equation for the pressure term that is still the most intensive process in terms of CPU usage.

4.3 Computation of Characteristic Time Scales

The remaining parameters that have to be defined to close Eqs. (10) and (11) are τm and τT .

Modeling strategies for the rate of evaporation to be applied all along the atomization process

are not yet available in technical literature. To overcome this difficulty, a first solution here em-

ployed is obtained recasting the evaporation rate reported by Abramzon and Sirignano (1989). In

this way, a proper rate is recovered in the dilute spray region, even if characteristic evaporation

time scale is underestimated in the dense part. However, this error should be partially com-

pensated by the implicit method. In fact, the above cycle allows one to properly calculate the

equilibrium conditions everywhere and the modeling approximation is only given by τ. Further-

more, in the near-injection regions, the volume left for gas phase is generally small (αl → 1.0)

and it will be rapidly cooled and saturated by vapor. Therefore, due to the limited amount of

liquid that can evaporate, the characteristic time associated with this process will be very small.

Hence, if the estimation of the vapor concentration under equilibrium conditions is correct, the

evaluation of the time scale employed is considered less important. This observation leads also

to the conclusion that, even if with an implicit method the time-dependent evolution cannot be

properly resolved, this transient phase should not impact too much on the accuracy of the solu-

tion. Further developments are required to calculate the characteristic time scales of evaporation,

introducing other geometrical properties of the liquid/gas interface such as the curvature of the

liquid surface. The reader interested in this topic is addressed to Canu et al. (2018). Finally, an-

other key point to determine the characteristic time scales is to ensure the coherence between

evaporation and heat transfer times. The employed formulation verifies this requirement. Using

the equation presented by Abramzon and Sirignano (1989) for ṁ, it is possible to obtain the

expressions of τm and τT shown below:

τm =
mleq −ml

ṁ
=

mleq −ml

πdndSh∗Dgρgln (1 +BM )
(16)
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τT =
Tleq − Tl

(Q̇− ṁLv)/(cplml)
(17)

where the mass Spalding number BM is computed using the volume fraction of liquid αl con-

verted into liquid mass fraction. Also d and nd are calculated from αl and Σ (Anez et al., 2019):

d =
6αl(1 − αl)

Σ
(18)

nd =
Vliquid

Vdroplet
=

Vliquid

Vcell

Vcell

Vdroplet
= αl

6

πd3
Vcell (19)

Equations (18) and (19) are used to recast the evaporation rate in terms of ELSA variables

such as αl and Σ. Such derivation is strictly correct only under the assumption of having a cloud

of spherical droplets uniform in size in the same computational cell. This is generally not true

in sprays, especially in the regions of primary breakup where in addition to a non-uniform size

distribution also ligaments or larger structures can be identified. As stated above, this shortcom-

ing should not strongly affect the prediction of the evaporation in the dense zone, where it is

preferable to have a reliable prediction mleq . The so-called modified Sherwood number Sh∗

reads

Sh∗ = 2 +
Sh0 + 2

F (BM )
(20)

and

Sh0 = 2 + 0.552Re1/2Sc1/3 (21)

where F (BM ) is a function of the Spalding mass transfer number BM (Lefebvre and McDonell,

2017). The Reynolds number, employed in the definition of Sh0, is calculated using the fluc-

tuating component of velocity derived from the turbulent kinetic energy (Chin and Lefebvre,

1985):

Re =
u′dρg
µg

(22)

Furthermore, in Eq. (17), Q̇, which is the heat transfer between phases, appears and can be

calculated as

Q̇ = πdndNu∗kg
ln (1 +BT

′)

BT
′

(Tg − Tl) (23)

where kg is the gas thermal conductivity, Nu∗ is the corrected Nusselt number to account for the

effects of Stefan flow and B′

T is the thermal Spalding number. Under the assumption of Le = 1,

it is possible to state that Nu∗ = Sh∗ and B′

T = BM , closing therefore the system of equation.

The complete expression of τm and τT is not reported for the sake of brevity but it can be

easily recast from the equations reported above. All these quantities are valid both for the dilute

and dense spray regions since they are based only on geometrical properties of the droplet–gas

interface, which are defined in the entire domain.

4.4 Comparisons with Similar Published Approaches

Since similar approaches to model evaporation can be found in scientific literature, this section

is devoted to highlight the differences between the present work and previous ones available.

Kösters and Karlsson (2011) introduced a similar approach to handle the source terms due to the
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mutual interaction of air and spray in the framework of the so-called VSB2 spray model. In this

work liquid phase is tracked as if composed by blobs (Pilch and Erdman, 1987), namely clusters

of droplets with a certain size distribution where all the interactions between the blob and its

surroundings take place in a bubble surrounding the blob, rather than the entire computational

cell it currently occupies. The standard droplet equations of momentum, mass and energy are

replaced with relaxation equations for the blob (Kösters and Karlsson, 2011) where the structure

of the source terms is similar to the one reported in Eqs. (10) and (11). In fact, equilibrium values

of mass and temperature are computed to ensure the bounding of the solution, while relaxation

times are provided to define the rate of change of the considered variable. Equilibrium tem-

perature is calculated assuming an adiabatic mixing, while the remaining mass of liquid under

equilibrium conditions is achieved through a fully coupled iterative solution of mass and energy,

accounting for the latent heat of evaporation (Kösters and Karlsson, 2011). Evaporation will stop

if the gas phase is saturated and the resulting temperature is lower than the critical temperature of

the liquid (Kösters and Karlsson, 2016). Additional detail about such coupled iterative solution

are provided neither in Kösters and Karlsson (2011, 2016). Despite the totally different approach

for liquid phase tracking, in the present work several similarities can be highlighted regarding

the idea of ensuring an unconditionally robust solution exploiting an implicit approach based on

equilibrium values computed through an iterative procedure to account for the effect of latent

heat of evaporation on final temperature, as described in Section 4.2.

In the same line, Garcı́a-Oliver et al. (2013) and Desantes et al. (2016) proposed an original

implementation of evaporation modeling based on local adiabatic saturation conditions in the

context of the Σ− Y approach. The enthalpy of the mixture is transported within the computa-

tional domain to retrieve the local averaged mixture saturation temperature, similarly to Eq. (13),

once the local composition is known. Such temperature is finally used to directly compute the lo-

cal saturation pressure of fuel vapor [as depicted in Eq. (14)], which is later employed to recover

the evaporated mass fraction in equilibrium conditions (see Section 4.1). The mass source/sink

terms in the vapor/liquid mass fraction equations are in the end expressed as a linear relaxation

towards such equilibrium values, as it is done in Eqs. (10) and (11). Due to the absence of internal

loops, local mixture temperature at saturation should not account for the evaporated mass since,

to the best of author understanding, the value of liquid mass fraction used to calculate such tem-

perature is directly retrieved by the transport equation. Therefore, compared against the strategy

presented in the previous sections, here the effect of the latent heat of vaporization on equilib-

rium temperature is neglected. Strictly speaking, the employed approach is physically consistent

only when no evaporation occurs and equilibrium temperature is just related to the adiabatic

mixing of components. To underline the effect of the latent heat, the approach described Sec-

tion 4.2 has been applied to compute the equilibrium conditions starting from different values

of initial liquid volume fraction (Fig. 6) including and not including the cooling effect of the

phase change [thus using Lv = 0 in Eq. (13)]. Here, the considered liquid is n-heptane with an

initial temperature of 288 K, while the gas phase is composed of air only (no initial vapor) at

773 K and at ambient pressure. Figure 6 shows that almost no difference can be pointed out for

very diluted (αl < 10−5) or very dense (αl > 10−2) sprays. But, an intermediate range exists

(10−5 ≤ αl ≤ 10−2) where the effect of latent heat is really strong. For instance, for αl = 10−3

full liquid evaporation is predicted if no latent heat is taken into account, while only partial evap-

oration takes place if it is considered [Fig. 6(a)]. Also a certain difference in final equilibrium

temperature is noticeable [Fig. 6(b)]. This explains the need of taking into account the latent heat

of vaporization in the final equilibrium computation when all the possible ranges of αl have to be

investigated. Due to the need of computing the amount of evaporated liquid and the temperature
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(a) (b)

FIG. 6: Ratio of liquid mass converted into vapor at equilibrium (a) and associated equilibrium temperature

(b) for different initial liquid volume fractions

in a coupled way, in this work an inner cycle has been introduced and explained in Section 4.2

to predict such thermodynamic equilibrium state without further assumption on the final state of

the mixture. A less relevant difference is also represented by the characteristic time scale used

in the source terms, once equilibrium conditions are known. In Garcı́a-Oliver et al. (2013) and

Desantes et al. (2016) it is set equal to the physical time step employed in the calculation, mean-

ing that the local thermodynamic steady-state condition is reached within a single time step of

the simulation. However, this can affect the prediction of spray evaporation since the particle

relaxation time varies inside the domain based on the local flow-field properties. Following the

lead of Kösters and Karlsson (2011, 2016), in the present work a more physical derivation from

a previous evaporation law is attempted as reported in Section 4.3.

5. VALIDATION OF THE MODEL

Before going into detail with an assessment of the developed solver on the experimental test case

studied in the ECN framework, in this section a preliminary theoretical validation of the solver is

provided. To this aim, the evaporation process of an n-heptane droplet with a diameter of 20 µm

is investigated using the ELSA solver and the evaporation model previously presented. A certain

amount of liquid is introduced with a temperature of 288 K in a stagnant environment at 773 K

and let free to evaporate. The operating pressure is 101,325 Pa while the relative velocity is set

to zero. Figure 7 reports the comparison between the theoretical result obtained implementing

the iterative method reported by Lefebvre and McDonell (2017) and the one provided by the

solver. The dependency of thermo-physical properties on temperature and pressure has not been

included. In order to provide a consistent comparison, the initial liquid volume fraction αl has

been set accordingly while the density of interface Σ has been computed assuming a spherical

shape of the liquid phase, deactivating its transport equation. A fair agreement can be pointed

out: the implemented model is able to correctly represent both the initial period of heat-up and

the time evolution during the steady-state evaporation.

6. VALIDATION ON THE ECN CONFIGURATION

The diesel injector, studied in the ECN (2012), has been chosen for the assessment of the pro-

posed approach for evaporation modeling.
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FIG. 7: Analytical validation of the code for a single evaporating droplet

The apparatus is based on a common rail injection system, which is used to supply fuel

to a diesel injector. Several operating conditions have been tested and, in the present set of

measurements, the rail pressure ranges from 50 to 150 MPa. The spray is injected into an ambient

with a density of 22.8 kg/m3 (i.e., corresponding to Pamb = 6 MPa and Tamb = 900 K). The

injector is fueled with a single component n-dodecane. The nominal diameter of the injector

here analyzed is 0.084 mm and the interested reader is addressed to Kastengren et al. (2012)

and to ECN (2012) for a detailed description of the experimental test article (i.e., referred as

Spray A).

In terms of boundary conditions, the liquid fuel is injected through the nozzle at 363 K with

an inlet velocity varying from 300 m/s to about 600 m/s based on the injection pressure. The in-

jected fuel, thanks to the injection velocity and to the high temperature of the combustion cham-

ber, rapidly breaks-up and evaporates. Operating conditions are briefly summarized in Table 1.

The reference test point for the present work, named hereinafter as Test point 1, is identified by

an injection pressure of 150 MPa. It is surely the most representative and challenging condition

and it has been already widely investigated in technical literature (ECN, 2012; Desantes et al.,

TABLE 1: Operating conditions of the simulated configurations, based on data

from ECN (2012)

Injector series 210,677 – Spray A

Orifice nominal diameter [mm] 0.084

Injected fuel n-dodecane

Fuel density [kg/m3] 713

Fuel temperature [K] 363

Mean injection pressure [MPa] 150, 100, 50

Ambient density [kg/m3] 22.8

Nominal ambient temperature [K] 900

Ambient pressure [MPa] 6.05

Discharge coefficient 0.89

Area contraction coefficient 0.98
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2016). Two further test points, characterized by an injection pressure of 100 MPa (Test point 2)

and 50 MPa (Test point 3), have been also considered to further assess the capabilities of the

proposed approach. Several experimental data are available on this test case. Mie scattering has

been employed to measure the liquid length using a 3% threshold of the maximum intensity.

The steady liquid penetration has been also evaluated and it has been obtained by averaging the

instantaneous snapshots between 0.5 and 1.4 ms (ECN, 2012; Kastengren et al., 2012).

Rayleigh scattering (ECN, 2012; Kastengren et al., 2012) has been instead used to obtain

the distribution of mixture fraction. Instantaneous images have been averaged to compute mean

contour plots provided in the ECN database. Data are available starting from 17.85 mm after

the injection point until 50 mm downstream. Hence, the ECN test case is particularly suitable

to validate the proposed code since a large region, where αl tends to one, can be found. From a

theoretical point of view, this would constrain E–E or E–L solvers, based on an explicit strategy,

to strongly reduce the time step size to avoid a non-physical behavior of the evaporation source

terms. When a practical case is considered, there are regions where αg is so small that is likely

impossible to stabilize the simulation adopting a feasible time step and therefore the use of an

explicit approach must be ruled out. Conversely, the implicit approach should lead to a robust

representation of the involved phenomena and the ECN measurements on vapor mass fraction,

focused on the near-injection region, are surely adequate for its assessment.

6.1 Numerical Setup

Unsteady Reynolds-averaged Navier–Stokes (RANS) simulations have been carried out on the

axi-symmetric domain shown in Fig. 8, representing a 5° sector of the whole domain with 1

element in the azimuthal direction. The axial and radial extensions are smaller than the actual

chamber (i.e., 108 mm × 108 mm against 100 mm × 20 mm in present calculations). However,

it has been verified that this choice has a negligible impact on simulation results. Considering

that the focus of this part of the work is on evaporation modeling, the injector duct has not

been included and the diameter has been reduced based on the area contraction coefficient (see

Table 1). Such assumption allows neglecting the cavitation inside the nozzle, which would affect

the real velocity profile, and concentrating the study just on the downstream region. As shown

in Hoyas et al. (2013), Garcı́a-Oliver et al. (2013), and Desantes et al. (2016), where the ELSA

approach was used to study the liquid/gas interface for the same test case, a mesh sizing counting

10 elements along the injector diameter is necessary to properly reproduce the main features of

the flow field as the liquid–air mixing. A structured mesh counting 12,500 cells with a size of

0.008 mm at the injector exit has been therefore generated. A further refined mesh with a double

number of elements in the injector diameter has been also tested to assess the effects of the

numerical domain. No appreciable effects of the mesh sizing on the provided results have been

pointed out and the coarser mesh has been adopted.

Mass flow rate has been imposed at the injector inlet following the available experimental

data, whereas a static pressure has been prescribed at the outlet. All the walls have been con-

sidered as smooth, non-slip, and adiabatic, whereas cyclic conditions have been applied on the

two lateral patches (see Fig. 8). The employed time step (dτ) has been chosen as much as high

without compromising the numerical stability. Therefore, dτ = 1.5 × 10−8 s for Test point 1,

while it has been increased to 1.85 × 10−8 s in Test point 2 and to 2.5 × 10−8 s in Test point

3 thanks to the reduced injection velocity. In all the test points, the chosen dτ ensures that the

Courant–Friedrichs–Lewy (CFL) number is kept below one.
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FIG. 8: Employed computational grid and imposed boundary conditions

With regards to turbulence modeling, a standard k-ǫ model has been employed. Both convec-

tive and diffusive fluxes have been discretized following second-order schemes, whereas first-

order Euler scheme has been employed for time advancement. Finally, in the next section, several

results, regarding both liquid length and vapor penetration, are discussed: to this aim a threshold

on a certain value of mass or volume fraction is normally used. In this work αl = 0.1% and a

fuel mass fraction of 0.1% have been used to this end as already done in previous works on the

same test case (Kralj, 1995) and as suggested by ECN guidelines (ECN, 2012).

6.2 Results and Discussion

The validation of the evaporation model starts with the simulation of Test point 1. Before starting

with quantitative comparisons, Fig. 9 shows velocity and liquid-gas interface density evolution

in space together with liquid and vapor fraction contours obtained with ELSA on a window of

10 mm × 3 mm after the injector exit. It represents the near-injection region where the breakup

mainly takes place. The liquid jet, due to its high Weber and Reynolds numbers, enters into the

chamber and undergoes a quick atomization process, which is highlighted by the zone where

the production of Σ is really high. Such violent atomization is mainly related to the growth of

instabilities on the liquid surface due to the turbulent interactions with the gas phase. However, it

is also strongly affected by the heat-up and evaporation of liquid that take place immediately in

the near-injection region. A liquid core is therefore generated and the spray tends progressively

to evaporate producing a region with a non-negligible volume of n-dodecane vapor. At the end

of the selected window, the vapor volume fraction exceeds already the 10% and this can have an

important effect on the stabilization mechanism if reacting test conditions would be considered.

Furthermore, even in regions where the liquid volume fraction is really high (i.e., αl ≃ 0.8–0.9)

the code is able to robustly determine a non-zero evaporation rate with a consequent production

of αv . In these regions, it is likely that an explicit method would have present strong numerical

instabilities and under-shootings in gas-phase temperature.

To clearly show this limit, the implicit source term of evaporation has been reformulated also

in an explicit fashion for Eq. (5). The other aspects of the numerical setup have been retained as
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FIG. 9: Mixture velocity, liquid/gas interface density, liquid, and vapor fractions distributions in the dense

spray region (in a window of 6.0 × 10.0 mm)

in Section 6.1. Employing the same time step, in Fig. 10 the minimum value of the ratio Tg/Tl

in the domain is reported for both explicit and implicit approaches. Clearly, the issues shown

in Section 3 arise again with the explicit methods. A non-physical behavior is predicted and

the simulation crashes after few iterations. A robust and stable numerical prediction is instead

obtained by using the implicit approach.

FIG. 10: Instabilities in gas-phase temperature with explicit source term in gas-phase temperature

19



Acc
ep

te
d 

M
an

us
cr

ip
t

Going further downstream such dense region, from a quantitative point of view, spray vapor

penetration and liquid length evolution are analyzed in Fig. 11 for Test point 1. At this point,

the turbulent Schmidt number for vapor has been set to a standard value of 0.7 while the one

for liquid has been imposed equal to 1.25 after a tuning process to match liquid penetration,

addressing the focus of the validation only on the evaporation rather than on liquid dispersion.

Due to the high injection pressure here considered, the vapor penetration grows fast and this is

due to the velocity at the injector exit. The instantaneous vapor penetration is related to the mo-

mentum flow rate of the liquid emerging from the atomizer. The mass flow rate, the nozzle exit

velocity, and the spreading rate of the spray are thus directly affecting such penetration. They

also influence the evaporation rate by enhancing the turbulent mixing and the hot ambient gas

entrainment in the spray core, again with certain effect on vapor penetration. All these phenom-

ena are observed experimentally and only partially recovered by the numerical model. In fact,

a slight under-prediction of vapor penetration can be pointed out, which is probably related to

a certain low momentum exchange between vapor and the surrounding air caused by the tur-

bulence model. Considering that a URANS approach with no calibration is here employed, the

agreement is considered acceptable for the validation purpose of this section.

Beyond such good agreement in terms of penetration, the mixture fraction distribution has

been analyzed as it represents the key point since it is directly related to the evaporation of the

liquid fuel. Figure 12 shows the results obtained for Test point 1 in terms of both axial and radial

distribution. An overall good agreement has been obtained. The shape of profiles is adequately

predicted and in particular the centerline curve agrees well with experimental data. No relevant

differences can be pointed out between the fine and the coarse mesh, therefore the latter has

been chosen for all the calculations. Considering the resulting contour plots (see Fig. 13), vapor

concentration seems to be slightly over-predicted, mainly in the near-axis zone and the differ-

ence with experiments tends to decrease going further downstream. At higher axial distances,

the effect of turbulence modeling is less pronounced and numerical results properly reproduce

the vapor concentration both in terms of axial and radial distributions. Therefore, based on a

physical representation of the turbulence flow field and mixing, the developed code is able to

properly predict the local equilibrium state and the final vapor concentration. This has been fur-

ther verified studying the velocity profiles at increasing distances from the nozzle. However,

experimental data in terms of flow field were not available for the injector under investigation.

FIG. 11: Computed and measured liquid and vapor penetration for Test point 1
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FIG. 12: Mixture fraction distributions for Test point 1

FIG. 13: Mixture fraction contour comparison for Test point 1

Therefore, the comparison shown hereinafter was realized using data of the nozzle 210,678 from

Pandal (2016), which was characterized by a hole diameter slightly bigger (i.e., d = 83.7 µm

for 210,677 and d = 88.6 µm for 210,678). Hence, in order to make a proper comparison be-

tween experiments and CFD, as already done in Pandal (2016), in Fig. 14 radial profiles of

21



Acc
ep

te
d 

M
an

us
cr

ip
t

FIG. 14: Comparison between radial velocity profiles normalized at 40deq, 60deq, 80deq and 100deq
between CFD and experiments (empty and full dots come from different sides of experimental acquisition)

axial velocity normalized by the value taken on the axis are plotted at different axial distances

using an equivalent diameter as reference length (i.e., deq = d
√

ρf/ρamb). Note that original ex-

perimental points were originally non-symmetric and that they have been doubled and reflected

along the y axis to obtain a symmetric distribution for comparison (empty and full dots).

At axial positions, where the numerical approach here employed fails in properly repro-

ducing the jet opening angle (i.e., x = 60deq ∼= 30 mm), a low accuracy was reported in the

mixture fraction field (see Fig. 12). Conversely, as soon as the distance from the injector is

increased a fair agreement is retrieved both in terms of flow field and mixture fraction distribu-

tions.

To reduce the impact of turbulence modeling and to focus the attention just on evaporation

modeling, Test case 2, which is characterized by a lower injection pressure and liquid velocity,

has been considered. The distribution of vapor mass fraction is now well caught on the axis

(Fig. 15). Due to the lower turbulence intensity, a more consistent representation of the flow field

is obtained and mixture fraction profiles mimic well the experimental evolution both in terms

of axial profile and radial spreading. Pressure and velocity fields, together with liquid volume

fraction, even in URANS framework, are now correctly reproduced and this leads to properly

calculate both the equilibrium state as well as the global evaporation rate. This is confirmed by

the overall mixture fraction field shown in Fig. 16. A reliable prediction of vapor distribution

can be again pointed out.

To further assess the solver capabilities on another operating condition, Test point 3 has been

considered and results are shown in Fig. 17. As also reported for Test point 2, numerical results
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FIG. 15: Mixture fraction distributions for Test point 2

FIG. 16: Mixture fraction contour comparison for Test point 2

agree well with experiments, both in terms of center-line and radial distributions. Contours of

the mixture fraction for experiments and numerical simulations are compared in Fig. 18. A really

accurate prediction of the vapor evolution is obtained.
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FIG. 17: Mixture fraction distributions for Test point 3

FIG. 18: Mixture fraction contour comparison for Test point 3

7. CONCLUSIONS

In this work, a novel method to deal with evaporation within the ELSA framework has been

introduced. The approach, which is based on the formulation of evaporation rates in an implicit

manner, has been described with particular attention to the calculation of the equilibrium state
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of the system. Firstly, its main advantages with respect to standard explicit methods have been

described. Then, a preliminary validation has been carried out on a simplified test case represent-

ing a single isolated droplet, in order to analytically confirm the implemented approach. Finally,

the ECN dataset has been employed for its assessment.

Three different operating conditions have been tested, comparing vapor distributions and

time-dependent penetration of the spray tip. Averaged contours of mixture fraction showed a

good agreement with experimental data, in particular when a lower injection velocity has been

considered. Moreover, a proper description of the near field of the injector has been pointed out,

highlighting the characteristics of the evaporation model in dealing with the dense region of the

spray. Ultimately, the obtained results assessed the code capabilities in handling evaporation in

a robust and reliable manner.

This work represents a key step in the development of an approach able to account for all the

phenomena going from the near-injection region up to a dispersed spray since it represents the

link between the liquid phase and the reacting flow field. The proposition and the assessment of

a numerical strategy to deal with evaporation all along the atomization process is a significant

step towards a unified description of spray flames.
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