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Abstract

A kink is a stationary solution to a cubic one-dimensional wave equation .@2
t �@

2
x/�D

� � �3 that has different limits when x goes to�1 andC1, likeH.x/ D tanh. xp
2
/.

Asymptotic stability of this solution under small odd perturbation in the energy space
has been studied in a recent work of Kowalczyk, Martel and Muñoz. They have been
able to show that the perturbation may be written as the sum a.t/Y.x/C  .t; x/,
where Y is a function in Schwartz space, a.t/ a function of time having some decay
properties at infinity, and  .t; x/ satisfies some local in space dispersive estimate.
These results are likely to be optimal when the initial data belong to the energy space.
On the other hand, for initial data that are smooth and have some decay at infinity,
one may ask if precise dispersive time decay rates for the solution in the whole space-
time, and not just for x in a compact set, may be obtained. The goal of this work is to
attack these questions.

Our main result gives, for small odd perturbations of the kink that are smooth
enough and have some space decay, explicit rates of decay for a.t/ and for  .t; x/ in
the whole space-time domain intersected by a strip jt j � ��4Cc , for any c > 0, where
� is the size of the initial perturbation. This limitation is due to some new phenomena
that appear along lines x D ˙

p
2

3
t that cannot be detected by a local in space analysis.

Our method of proof relies on construction of approximate solutions to the equation
satisfied by  , conjugation of the latter in order to eliminate several potential terms,
and normal forms to get rid of problematic contributions in the nonlinearity. We use
also Fermi’s golden rule in order to prove that the a.t/Y component decays when
time grows.

Keywords. Kink, nonlinear Klein–Gordon equations, normal forms, Fermi’s golden
rule
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Chapter 1

Introduction

This book is devoted to the study of dispersive estimates for small perturbations of
a stationary solution (the “kink”) of a cubic wave equation of the form�

@2t � @
2
x

�
� D � � �3;

in one space dimension. Before discussing that equation and stating our results, we
shall give a general presentation of the framework in which this study lies.

1.1 Long time existence for perturbed evolution equations

The question of long time (or global) existence of solutions to nonlinear dispersive
equations, like the wave equation, has been a major line of research for at least the
last fifty years. Let us start from the following simple model that encompasses several
equations �

Dt � p.Dx/
�
u D N.u/; (1.1)

where u W .t; x/ 7! u.t; x/ is a function defined on I �Rd , with I interval of R,
with values in C, whereDt D

1
i
@
@t

, p.Dx/ D F �1.p.�/ Ou.�//, F �1 denoting inverse
Fourier transform, and where N.u/ is some nonlinearity. The function p.�/ may be
equal to
� p.�/ D j�j, in which case (1.1) is an half-wave equation,
� p.�/ D

p
1C j�j2, corresponding to a half-Klein–Gordon equation,

� p.�/ D 1
2
j�j2 in the case of a Schrödinger equation.

The right-hand side in (1.1) is a nonlinear expression, that we denote byN.u/, though
it may contain also factors like Dx

jDx j
u; Dx
hDxi

u, or their conjugates, or even first-order
derivatives of u in general. For instance, a Klein–Gordon equation of the form�

@2t ��C 1
�
� D F.�; @t�;rx�/ (1.2)

with real-valued �, will be reduced to (1.1) defining u D .Dt C
p
1C jDxj

2/�,
so that

@t� D
i

2
.u � Nu/; rx� D

1

2
rx

�
1C jDxj

2
�� 12 .uC Nu/;

and setting

N.u/D F

�
1

2

�
1CjDxj

2
�� 12 .uC Nu/; i.u � Nu/

2
;
1

2
rx

�
1CjDxj

2
�� 12 .uC Nu/�; (1.3)
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which is a non-local nonlinearity. One may proceed in the same way for a quasi-linear
version of (1.2), i.e. equations where the right-hand side of (1.2) contains second-
order derivatives, and is linear in these second-order derivatives. Then N.u/ depends
also on first-order derivatives of .u; Nu/.

When one wants to study long time existence for solutions of equations like (1.1)
or (1.2), one of the possible ways is to try to perturb initial data corresponding to
a stationary solution, and to show that this perturbation gives rise to a global solution
that will remain, for long or all times, close to the stationary solution. Of course, the
simplest stationary solution that one may consider is the zero one, in which case one
is led to study (1.1) with small initial data. Since the right-hand side vanishes at least
at order two at zero, one may hope that it might be considered as an higher-order
perturbation.

This framework has been considered by many authors since the mid-seventies,
starting with problems of the form (1.1) in higher space dimensions. Let us explain
why the question is easier in high space dimensions describing some classical results.

1.2 The use of dispersion

A key point in the study of equations of the form (1.1) is the use of dispersion. Con-
sider first the linear equation .Dt � p.Dx//u D 0. Assuming that p.�/ is real valued,
p.Dx/ is self-adjoint when acting onL2 or on Sobolev spaces, so that one has preser-
vation of the Sobolev norms of u along the evolution: ku.t; � /kH s D ku.0; � /kH s for
any t . If one considers instead equation (1.1), a Sobolev energy estimate gives just
that, as long as the solution exists, one has for any t � 0,

ku.t; � /kH s � ku.0; � /kH s C

Z t

0

kN.u/.�; � /kH s d�; (1.4)

so that one needs, in order to control uniformly the left-hand side, to be able to esti-
mate the integral term on the right-hand side. If one considers a simple model where
N.u/ is given by N.u/ D P.u; Nu/, where P is an homogeneous polynomial of order
r � 2, one has, for s > d

2
where d is the space dimension, a bound

kN.u/kH s � Ckuk
r�1
L1kukH s ;

so that (1.4) implies

ku.t; � /kH s � ku.0; � /kH s C C

Z t

0

ku.�; � /kr�1L1ku.t; � /kH s d�: (1.5)

As a consequence, by Gronwall’s lemma,

ku.t; � /kH s � ku.0; � /kH s exp
�
C

Z t

0

ku.�; � /kr�1L1 d�

�
: (1.6)
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One thus sees that, if we want to get a control of ku.t; � /kH s for large t , one needs to
obtain as well a priori estimates for ku.�; � /kL1 . In particular, to get a uniform global
bounds in (1.6), one would need the right-hand side of this inequality to be bounded,
i.e.

R C1
0
ku.�; � /kr�1L1 d� < C1.

One may try to guess what are the best estimates one may expect for ku.�; � /kL1
from those holding true for solutions to the linear equation .Dt � p.Dx//u D 0. As
the solution is given by

u.t; x/ D
1

.2�/d

Z
eitp.�/Cix� Ou0.�/ d� (1.7)

where u0 D u.0; � /, one sees from the stationary phase formula that if u0 is smooth
enough and has enough decay at infinity, ku.t; � /kL1 D O.t�

�
2 /, where � depends

on the rank of the Hessian of p.�/. In the case of the wave equation p.�/ D j�j, one
has � D d � 1, while for Schrödinger or Klein–Gordon equations (i.e. p.�/ D 1

2
j�j2

or p.�/ D
p
1C j�j2), � D d . Conjecturing that the same decay will hold for solu-

tions of the nonlinear equation, we would get that the integral on the right-hand side
of (1.6) will converge if �

2
.r � 1/ > 1, so that if d�1

2
.r � 1/ > 1 for the wave equa-

tion and d
2
.r � 1/ > 1 for the Klein–Gordon or Schrödinger ones.

1.3 Vector fields methods and global solutions

The above heuristics turn out to give a correct answer for nonlinear wave equations if
one considers general nonlinearities: actually, in this case, smooth enough decaying
initial data of small size give rise to global solutions when d � 4 if the nonlinearity
does not depend on u and is at least quadratic (i.e. r � 2) as it has been proved
by Klainerman [50], Shatah [75], including for quasi-linear nonlinearities. In the
same way, for Klein–Gordon equations with quadratic nonlinearities, global existence
holds if d � 3 (see Klainerman [49], Shatah [76]). Moreover, the solutions scatter, i.e.
have the same long time asymptotics as the solution of a linear equation.

Let us recall the “Klainerman vector fields method” that provides a powerful way
of proving that type of properties. We consider an equation of the form

�u D f .@tu;rxu/; (1.8)

where u is a function of .t; x/ in R �Rd , � D @2t ��x and f is a smooth function
vanishing at least at order 2 at the origin. Instead of � in the linear part of (1.8),
one may more generally take the operator

P
j;k g

jk.@tu;rxu/@j @k , where x0 D t
and the coefficients gjk are smooth and satisfy

P
j;k g

jk.0; 0/@j @k D �, so that the
method is not limited to semilinear equations, but works as well for quasi-linear ones,
that is one of its main interests. For the sake of simplification, we shall just discuss
(1.8), referring to the original paper of Klainerman [51] and to the book of Hörman-
der [42] for the more general case. The Sobolev energy inequality applied to (1.8)
together with nonlinear estimates for the right-hand side imply that, if s > d

2
, the
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energy Es.t/ D k@tu.t; � /k2H s C krxu.t; � /k
2
H s satisfies, as long as ku0.�; � /kL1 is

bounded,

Es.t/
1
2 � Es.0/

1
2 C C

Z t

0

ku0.�; � /kL1Es.�/
1
2 d�; (1.9)

where we set u0 for .@tu;rxu/. This is the analogous of (1.5) for the solution of (1.8)
and in order to exploit this estimate, one needs to show that t 7! ku0.t; � /kL1 is
integrable. The Klainerman vector fields method allows one to deduce such a property
from L2 estimates for the action of convenient vector fields on u. More precisely,
one introduces the Lie algebra of vector fields tangent to the wave cone t2 D jxj2,
generated by

t@xj C xj @t ; j D 1; : : : ; d;

xi@xj � xj @xi ; 1 � i < j � d;

t@t C

dX
jD1

xj @xj

(1.10)

and if one denotes by .Zi /i2I the family of fields given by (1.10) or by the usual
derivatives @t ; @xj , j D 1; : : : ; d , we set, for I D¹i1; : : : ; ipº � Ip , ZI DZi1 � � �Zip
and jI j D p. Then, as ZI commutes to � by construction (up to a multiple of the
equation), one gets from (1.8) essentially

�ZIu D ZIf .@tu;rxu/ (1.11)

from which it follows that, if t � 0,

kZIu.t; � /kL2 � kZ
Iu.0; � /kL2 C

Z t

0

kZIf .@tu;rxu/.�; � /kL2 d�: (1.12)

Using that ZI is a composition of vector fields, one deduces from Leibniz rule that,
setting u0N D .Z

Iu0/jI j�N ,

ku0N .t; � /kL2 � ku
0
N .0; � /kL2 C

Z t

0

C
�
ku0N=2.�; � /kL1

�
� ku0N=2.�; � /kL1ku

0
N .�; � /kL2 d�: (1.13)

This is thus an inequality of the form (1.9), and in order to deduce from it an a pri-
ori bound for the left-hand side of (1.13), one again needs a dispersive estimate for
ku0
N=2

.�; � /kL1 in O.��
d�1
2 /. This estimate follows from the Klainerman–Sobolev

inequality

.1C jt j C jxj/d�1
�
1C

ˇ̌
jt j � jxj

ˇ̌�
jw.t; x/j2 � C

X
jI j�dC22

kZIw.t; : : : /kL2 (1.14)

for the proof of which we refer for instance to [42, Proposition 6.5.1]. This implies in
particular that, if we take N large enough so that N

2
C

dC2
2
� N , one has for t � 0,

ku0N=2.t; � /kL1 � C.1C t /
�d�12 ku0N .t; � /kL2 : (1.15)



Vector fields methods and global solutions 5

One deduces from (1.13) and (1.15) a priori bounds of the form

ku0N .t; � /kL2 � A"; (1.16)

ku0N=2.t; � /kL1 � B".1C t /
�d�12 (1.17)

by a bootstrap argument when d � 4: If one assumes that (1.16) and (1.17) hold
for t in some interval Œ0; T �, one shows that if A;B have been taken large enough in
function of the initial data, and if " is small enough, then (1.16) and (1.17) hold on the
same interval with .A;B/ replaced by .A

2
; B
2
/. One has just to plug (1.16) and (1.17)

in (1.13), and to use that .1C t /�
d�1
2 is integrable in order to prove (1.16) with A

replaced by A
2

. Concerning (1.17) with B replaced by B
2

, it follows from (1.15) and
(1.16) if B is taken large enough with respect to A. Combining these a priori bounds
with local existence theory for smooth data shows that solutions are global, for "
small enough, and satisfy (1.16) and (1.17) for any time.

The same type of arguments works more generally when f in (1.8) vanishes
at order r � 2 at zero and .d�1/

2
.r � 1/ > 1.

Of special interest is the limiting case of long range nonlinearities when

d � 1

2
.r � 1/ D 1:

This happens in particular if d D 3; r D 2, i.e. for quadratic nonlinearities in three
space dimension. In this case, one gets in general that data of size " > 0 give rise to
solutions existing over a time interval of length at least e

c
" for some c > 0, but finite

time blow-up may occur. Nevertheless, if the solution satisfies a special structure,
the so-called “null condition”, global existence holds true (see Klainerman [51]). We
again refer to the book of Hörmander [42] and references therein for more discussion
of long time existence for wave equations, in particular in two space dimension, and
to Alinhac [2] for the study of blow-up phenomena when solutions are not global. We
also refer to Christodoulou and Klainerman [11] and to Lindblad and Rodnianski [62]
for applications to general relativity.

In Section 1.4 we discuss the case of long range nonlinearities for Schrödinger
and Klein–Gordon equations in one space dimension, which is the relevant frame-
work for the problem we study in this book. To conclude the present section, let us
make some comments on another well known way of exploiting the dispersive char-
acter of wave (or other linear) equations, namely Strichartz estimates. The vector
fields method that we described above has the advantage of providing explicit decay
rates for the solution (and, combined with other arguments, may even furnish precise
information on asymptotic behavior of solutions). Moreover, it applies to quasi-linear
equations, even if we described it just on a simple semilinear case. On the other hand,
it is limited to the study of equations with small and decaying data.

When one deals with semilinear equations, and wants to study solutions whose
data do not have further decay than being in some Sobolev space, one may instead
use Strichartz estimates. Recall that they are given, for a solution u to a linear wave
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equation,
.@2t ��/u D F;

u.0; � / D u0; @tu.0; � / D u1;
(1.18)

defined on I �Rd , where I is an interval containing 0, by

kukLqt L
r
x.I�Rd / � C

�
ku0kL2 C ku1k PH�1 C kF kL Qq

0

t L
Qr0
x .I�Rd /

�
; (1.19)

where the indices satisfy

1

Qq
C
1

Qq0
D 1;

1

Qr
C
1

Qr 0
D 1;

1

q
C
d

r
D
d

2
;

1

Qq0
C
d

Qr 0
D
d

2
C 2;

1

q
C
d � 1

2r
�
d � 1

4
;

1

Qq
C
d � 1

2 Qr
�
d � 1

4
;

.q; r; d/ ¤ .2;1; 3/; q; r � 2; r <1

. Qq; Qr; d/ ¤ .2;1; 3/; Qq; Qr � 2; Qr <1:

(1.20)

We refer to the book of Tao [83] and references therein for the proof. These estimates
express both a smoothing and a time decay property of the solution. Because of that,
they are useful both in the study of local existence with non-smooth initial data or for
global existence and scattering problems in the semilinear case, including for large
data. We shall not pursue here on that matter, as this is not the kind of methods we
shall use below, since we are more interested in explicit decay rates of solutions. We
refer to [83] for some of the many applications of these Strichartz estimates.

1.4 Klainerman–Sobolev estimates in one dimension

The preceding section was devoted to the use of Klainerman vector fields in the frame-
work of wave equations in higher space dimensions. In the present section, we shall
focus on the case of (half-)Klein–Gordon or Schrödinger equations in dimension one,
as this is the closest framework to our main theorem. As a prerequisite, we shall
describe first how (a variant of) the method of Klainerman vector fields allows one
to get dispersive decay estimates for solutions when the nonlinearity vanishes at high
enough order at initial time. We start with the simplest model of gauge invariant non-
linearities, to which more general equations may be in any case reduces by the normal
forms methods we shall discuss later. Denote thus for � in R, p.�/ D

p
1C �2 or

p.�/ D �2

2
and consider equation (1.1) with N.u/ D juj2pu with p 2 N�, i.e.�

Dt � p.Dx/
�
u D ˛juj2pu;

ujtD1 D u0;
(1.21)

where for convenience of notation we take the initial data at time t D 1, ˛ is a com-
plex number and u0 will be given in a convenient space. One has the following
statement.
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Theorem 1.4.1. Let p be larger than or equal to 2 in (1.21). There are s0; �0 in
N such that, for any s � s0, there are "0 > 0;C > 0 and for any " 2 �0; "0�, any
u 2 H s.R/ satisfying

ku0kH s C kxu0kL2 � "; (1.22)

the solution to (1.21) is global and satisfies for any t � 1,

ku.t; � /kH s � C"; ku.t; � /kW �0;1 � C
"
p
t
; (1.23)

where kwkW �0;1 D khDxi
�0wkL1 .

We shall present the proof following arguments due to Hayashi and Tsutsumi [40]
in the case of Schrödinger equations. For Klein–Gordon equations, the first proof of
such a result is due to Klainerman and Ponce [52] and Shatah [75], using a different
method. We shall describe here a unified approach for both equations. Notice also
that for Klein–Gordon equations, global existence result hold for much more general
nonlinearities. We shall give references to that in the forthcoming sections.

Idea of proof of Theorem 1.4.1. We apply the Klainerman vector fields idea, except
that instead of using true vector fields, we make use of the operator

LC D x C tp
0.Dx/: (1.24)

This operator commutes to the linear part of the equation, ŒLC;Dt � p.Dx/� D 0.
Moreover, because the nonlinearity is gauge invariant, a Leibniz rule holds. Actually,
in the case of Schrödinger equations, one has a bound

kLC.juj
2pu/kL2 � Ckuk

2p
L1kLCukL2 (1.25)

that follows using that if p.�/ D �2

2
, then LC D x C tDx and then

LC.juj
2pu/ D LC.u

pC1
Nup/

D .p C 1/.LCu/juj
2p
� pupC1 Nup�1LCu:

When p.�/ D
p
1C �2, one has an estimate similar to (1.25) up to replacing the L1

norm by a W �0;1 one, for some large enough �0, and up to some remainders that do
not affect the argument below (see [20]). We shall pursue here the argument in the
Schrödinger case. Applying LC to (1.21) and using the commutation property seen
above and (1.25), we obtain�

Dt � p.Dx/
�
.LCu/ D OL2

�
kuk

2p
L1kLCukL2

�
(1.26)

so that one has by L2 energy inequality

kLCu.t; � /kL2 � kLCu.1; � /kL2 C C

Z t

1

ku.�; � /k
2p
L1kLCu.�; � /kL2 d�: (1.27)
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The proof of the theorem now proceeds with a bootstrap argument: One wants to find
constants A > 0;B > 0 such that

ku.t; � /kH s � A";

kLCu.t; � /kL2 � A";

ku.t; � /kL1 � B
"
p
t

(1.28)

for any t � 1, as long as " > 0 is small enough. Assume that these inequalities hold
true for t in some interval Œ1; T �. Then, it is enough to show, using equation (1.21),
that for t in the same interval Œ1; T �, one has in fact the better estimates

ku.t; � /kH s �
A

2
";

kLCu.t; � /kL2 �
A

2
";

ku.t; � /kL1 �
B

2

"
p
t
:

(1.29)

Actually, estimates (1.28) hold on some interval Œ1; T � if one has taken A;B large
enough, because of assumptions (1.22) made on the initial data, and of Sobolev
embedding in order to get the L1 bound.

To show that (1.28) implies the first two estimates (1.29), one uses (1.5) (with r
replaced by 2p C 1) and (1.27). Plugging there the a priori bounds (1.28), one gets
for any t in Œ1; T �,

ku.t; � /kH s � ku0kH s C CB
2pA"2pC1

Z t

1

��p d�;

kLCu.t; � /kL2 � kLCu.1; � /kH s C CB
2pA"2pC1

Z t

1

��p d�

(1.30)

with p > 1. Consequently, using assumption (1.22), taking A large enough and "
small enough, one gets the first two inequalities (1.29). To obtain the last one, one
uses Klainerman–Sobolev estimates, that allow one to recover an L1 bound with the
right time decay from an L2 one for LCu. In the case we are treating p.�/ D �2

2
, this

is very easy: one writes, by the usual Sobolev embedding

kwkL1 � Ckwk
1
2

L2
kDxwk

1
2

L2
:

Applying this with w D ei
x2

2t u.t; � /, one gets

ku.t; � /kL1 �
C
p
t
ku.t; � /k

1
2

L2
kLCu.t; � /k

1
2

L2
: (1.31)

Plugging the first two inequalities (1.28) inside the right-hand side, one gets

ku.t; � /kL1 �
"
p
t
CA;
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which gives the last bound (1.29) if B is chosen large enough relatively to A and
concludes the proof.

1.5 The case of long range nonlinearities

In equation (1.21) we limited ourselves to the case p > 1, which may be considered
as a short range case: actually, if we consider juj2p as a potential, the time decay
of ku.t; � /kL1 in t�

1
2 shows that kju.t; � /j2pkL1 is time integrable at infinity. This

played an essential role in order to bound the integrals on the right-hand side of (1.30).
Thought, a variant of Theorem 1.4.1 holds as well when p D 1:

Theorem 1.5.1. Let p.�/ D
p
1C �2 or p.�/ D �2

2
in one space dimension, ˛ a

real constant. There are s0; �0 in N, ı > 0 such that for any s � s0, there are "0 > 0,
C > 0 so that, for any " 2 �0; "0�, any u0 in H s.R/ satisfying (1.22), the solution of�

Dt � p.Dx/
�
u D ˛juj2u;

ujtD1 D u0
(1.32)

is defined for any t � 1 and satisfies there

ku.t; � /kH s � C"t
ı ; ku.t; � /kW �0;1 � C

"
p
t
: (1.33)

Remarks. We make the following observations.
� A difference between the conclusion of Theorem 1.4.1 and the above statement is

that the Sobolev estimate is not uniform: a slight growth in tı is possible. Actu-
ally, ı may be taken of the form C"2 for some constant C .

� The form of the nonlinearity is important, at the difference with the short range
case of the preceding section. For instance, one cannot take on the right-hand side
of (1.32) for ˛ an arbitrary complex number. The fact that ˛ should be real is an
example of a null condition that has to be imposed in order to get global solutions.

� The proof of the theorem provides also modified scattering for u as t goes to
infinity.

Let us give some references. For the Schrödinger case, a first proof of Theo-
rem 1.5.1 and of modified scattering of solutions is due to Hayashi and Naumkin [38].
See also Katayama and Tsutsumi [46] and, more recently, Lindblad and Soffer [65],
Kato and Pusateri [47] and Ifrim and Tataru [45]. In the case of Klein–Gordon equa-
tions, including in the case of quasi-linear nonlinearities satisfying a null condition,
we refer to Moriyama, Tonegawa and Tsutsumi [71], Moriyama [70], Delort [18–20],
Lindblad and Soffer [63], Lindblad [64] and Stingo [82]. See also Hani, Pausader,
Tzvetkov and Visciglia [37] for some further applications.

Before explaining the general strategy of proof of Theorem 1.5.1, let us describe
informally how the dispersive estimate in (1.33) will be proved, using an auxiliary
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ODE deduced from (1.32). We make this derivation in the case p.�/ D 1
2
�2, deferring

to next paragraph the case of general p. Denote by '.x/ D �1
2
x2 and look for a solu-

tion to (1.32) under the form

u.t; x/ D
eit'.

x
t /

p
t
A
�
t;
x

t

�
; (1.34)

where A.t; y/ is a smooth function. Plugging this Ansatz inside equation (1.32) with
p.Dx/ D

1
2
D2
x , one gets

DtA.t; y/ D
˛

t
jA.t; y/j2A.t; y/C

1

2t2
D2
yA.t; y/: (1.35)

If one ignores the last term (that will be proved a posteriori to be a time integrable
remainder), one gets that A solves the ODE

DtA.t; y/ D
˛

t
jA.t; y/j2A.t; y/ (1.36)

from which follows, as ˛ is real, that jA.t; y/j D jA.1; y/j for all t � 1, whence

A.t; y/ D A.1; y/ exp
�
i˛jA.1; y/j2 log t

�
:

One thus gets a uniform bound for A, and also discovers that the phase of oscillation
of (1.34) involves a logarithmic modification that reflects modified scattering, i.e. one
gets when time goes to infinity

u.t; x/ �
1
p
t
A0

�x
t

�
exp

�
�i
x2

2t
C i˛

ˇ̌̌
A0

�x
t

�ˇ̌̌2
log t

�
for some function A0. Of course, to establish this rigorously, one has to show that the
last term in (1.35) is really a remainder whose addition to the right-hand side of (1.36)
does not modify the analysis of asymptotic behavior of solutions.

One may perform such a derivation in a rigorous way using a wave-packets analy-
sis as in Ifrim and Tataru [45] or using a semiclassical approach as we do here. The
idea is the following: because of formula (1.34), u appears naturally as a function of t
and x

t
, so that it is natural to write it in terms of a new unknown v by

u.t; x/ D
1
p
t
v
�
t;
x

t

�
; (1.37)

where v will satisfy an equation

Dtv �
1

2t

�
x �Dx CDx � x

�
v � p

�Dx
t

�
v D

˛

t
jvj2v: (1.38)

By (1.34), we expect v.t; x/ to oscillate like eit'.x/. We compute for any smooth
function a.t; x/,

p
�Dx
t

��
eit'.x/a.t; x/

�
D
�
p.@x'.x//a.t; x/CO.t

�1/
�
eit'.x/:
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One expects thus that the main contribution to the left-hand side of (1.38) will be
obtained replacing Dx

t
by @x'. This gives an ODE which is nothing but (1.35) if

we replace v by eit'.x/A.t; x/. In other words, we obtain an ODE allowing us to
describe the asymptotics of the solution starting from the quantum problem given by
the PDE (1.36) and reducing it to the classical problem obtained making in (1.38) the
substitution Dx

t
7! @x'. We explain below, in the strategy of proof of Theorem 1.5.1,

the rigorous way of doing so controlling the errors.

Strategy of proof of Theorem 1.5.1. The starting point of the proof is the same as for
Theorem 1.4.1, except that the inequalities to be bootstrapped read now as

ku.t; � /kH s � A"t
ı ;

kLCu.t; � /kL2 � A"t
ı ;

ku.t; � /kW �0;1 � B
"
p
t

(1.39)

instead of (1.28), with ı > 0 a small number. Again, one has (1.30) with p D 1 and
the integral term replaced by

R t
1
��1Cı d� � ı�1tı . If "2ı�1 is small enough, one

deduces from (1.30) that the first two inequalities in (1.39) actually hold with A
replaced by A

2
. On the other hand, one cannot deduce the L1 estimate in (1.39)

from the Sobolev and L2 ones using (1.31), as the lack of uniformity in the estimate
of kLCu.t; � /kL2 would just provide a bound in O.t�

1
2C0/ instead of O.t�

1
2 /. On

thus needs an extra argument to obtain the L1 estimates (since the L2 ones cannot
be expected to be improved). There have been several approaches to do so, that all
rely on the derivation from the PDE (1.32) of an ODE, that may be used in order to
get the optimal L1 decay (and the asymptotics of the solution). That ODE may be
written either on the solution itself or on its Fourier transform (actually on the profile
eitp.�/ Ou.t; �/ of the Fourier transform). As indicated in the preceding paragraph, the
method we shall use in this book, inspired in part from the approach of Ifrim and
Tataru [45] based on wave packets, relies on a semiclassical version of the equation
satisfied by a rescaled unknown.

We introduce as a semiclassical parameter h D 1
t
2 �0; 1� and define from the

unknown u the new unknown v through (1.37). If we denote kvkH s
h
D khhDxi

svkL2 ,
then ku.t; � /kH s D kv.t; � /kH s

h
. The last estimate in (1.39) is equivalent to getting an

O."/ bound for khhDxi�0v.t; � /kL1 . Plugging (1.37) inside (1.32), one gets�
Dt � OpW

h .x� C p.�//
�
v D h˛jvj2v; (1.40)

where the semiclassical Weyl quantization OpW
h associates to a “symbol” a.x; �/ the

operator

v 7! OpW
h .a/v D

1

2�h

Z
ei.x�y/

�
h a
�x C y

2
; �
�
v.y/ dy d�: (1.41)

The above formula makes sense for more general functions a than the one

a.x; �/ D x� C p.�/
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appearing in (1.40). We do not give here these precise assumptions, referring to
Appendix D below. Let us just remark that one may translate the action of opera-
tor LC on u by

LCu.t; x/ D
1
p
t

�
LCv

��
t;
x

t

�
(1.42)

with
LC D

1

h
OpW

h .x C p
0.�// (1.43)

so that the second a priori assumption (1.39) may be translated as

kLCvkL2 D O."h
�ı/: (1.44)

This brings us to introduce the submanifold

ƒ D ¹.x; �/ 2 R �R W x C p0.�/ D 0º (1.45)

that is actually the graph

ƒ D ¹.x; d'.x// W x 2 ��1; 1Œº with '.x/ D
p

1 � x2 (1.46)

given by the following picture.

The idea is to deduce from (1.40) an ODE restricting the symbol x� C p.�/ toƒ.
By (1.46) and a direct computation, .x� C p.�//jƒ D '.x/, so that we would want
to deduce from (1.40) an ODE of the form�

Dt � '.x/
�
w D h˛jwj2w CR; (1.47)
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where w should be conveniently related to v and R being a remainder such thatZ C1
1

kR.t; � /k
W
�0;1

h

dt D O."/:

We notice first that the a priori bound (1.44) provides a uniform estimate for v
cut-off outside a

p
h-neighborhood of ƒ. The idea is as follows:

First, contributions to v cut-off for high frequencies have nice bounds if we
assume the first a priori estimate (1.39): actually, it implies

khhDxi
sv.t; � /kL2 D O."h

�ı/;

so that if � 2 C10 .R/ is equal to one close to zero, ˇ > 0 is small and s0 > 1
2

, one
gets by semiclassical Sobolev estimate

kOpW
h

�
�.hˇ �/

�
vkL1 � Ch

� 12 khhDxi
s0OpW

h

�
�.hˇ �/

�
vkL2

� Ch�
1
2Cˇ.s�s0/khhDxi

svkL2

� C"h�
1
2�ıCˇ.s�s0/:

(1.48)

Consequently, for any fixed N in N, if sˇ is large enough, we get an O."hN / bound
for estimate (1.48). This shows that one may assume essentially that Ov is supported
for hˇ j�j � C for some constant, some small ˇ > 0. In the rest of this section, in
order to avoid technicalities, we shall argue as if we had actually j�j � C . The case
hˇ j�j � C may be treated similarly, up to an extra loss h�ˇ

0

in the estimates of the
remainders, ˇ0 > 0 being as small as we want. This extra loss does not affect the
general pattern of the reasoning.

Take  in C10 .R/, equal to one close to zero, with small enough support, and
decompose

v D vƒ C vƒc ; (1.49)

where

vƒ D OpW
h

�

�x C p0.�/
p
h

��
v; vƒc D OpW

h

�
.1 � /

�x C p0.�/
p
h

��
v; (1.50)

i.e. vƒ (resp. vƒc ) is the contribution to v that is microlocally located inside (resp.
outside) a

p
h-neighborhood of ƒ. Then vƒc satisfies, as a consequence of the L2

estimate (1.44), a uniform L1 bound: define 1.z/ D
.1�/.z/

z
and write

vƒc D OpW
h

�
1

�x C p0.�/
p
h

��x C p0.�/
p
h

��
v

D h
1
2OpW

h

�
1

�x C p0.�/
p
h

��
.LCv/C remainder:

(1.51)

Since, at fixed x, � 7! 1..x C p
0.�//=

p
h/ is supported inside an interval of length

O.
p
h/, one may show that the L1 norm of the first term on the right-hand side
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of (1.51) is essentially bounded from above by h�
1
4 times its L2 norm, i.e.

kvƒckL1 � Ch
1
4 kLCvkL2 : (1.52)

(Actually, if one takes into account the fact that on the support of Ov one has j�j � ch�ˇ

instead of j�j � C , one would get a power h
1
4�ˇ

0

instead of h
1
4 , for some 0 < ˇ0 � 1

in (1.52), that would not change the estimates below). In any case, combining with
(1.44), we get an estimate

kvƒckL1 D O."h
1
4�ı
0

/; ı0 > 0 small: (1.53)

If we assume a uniform a priori bound for v (that follows from the third inequality
(1.39) and from (1.37)), we see that (1.53) implies that the difference jvj2v�jvƒj

2vƒ
will beO."3h

1
4�ı
0

/, so that replacing on the right-hand side of equation (1.40) hjvj2v
by hjvƒj

2vƒ induces an error of the form of R in (1.47), i.e. we have�
Dt � OpW

h .x� C p.�//
�
v D h˛jvƒj

2vƒ CR: (1.54)

We make act next OpW
h ...x C p

0.�//=
p
h// on that equality. We get at the left-

hand side .Dt � OpW
h .x� C p.�///vƒ and a commutator whose principal contribu-

tion may be written as

�
h
3
2

i
OpW

h

�
 0
�x C p0.�/
p
h

��
.LCv/: (1.55)

This is of the same form as (1.51), up to an extra h factor, so that, arguing as in (1.52)
and (1.53), we bound the L1 norm of (1.55) by C"h

5
4�ı
0

D C"t�
5
4Cı

0

. As ı0 > 0
is small, this is an integrable quantity that may enter in the remainders on the right-
hand side of (1.47). As the action of OpW

h ...x C p
0.�//=

p
h// on the right-hand side

of (1.54) may be written under the same form, up to a modification of the remainder,
we get �

Dt � OpW
h .x� C p.�//

�
vƒ D h˛jvƒj

2vƒ CR: (1.56)

We make now a Taylor expansion of x� C p.�/ on ƒ given by (1.45) and (1.46). As
d
d�
.x� C p.�//jƒ D 0, we get

x� C p.�/ D '.x/CO
�
.x C p0.�//2

�
: (1.57)

The action of OpW
h ..x C p

0.�//2/ on vƒ may be written essentially as (1.55), so
provides again a contribution toR in (1.56). Finally, plugging (1.57) inside (1.56), we
see that we get an equation of the form (1.47) for w D vƒ. This implies in particular
that @

@t
jvƒ.t; � /j

2 is time integrable (since the coefficient ˛ in (1.56) is real) and thus
that kvƒ.t; � /kL1 is bounded. Coming back to the expression (1.37) of u in terms of
v D vƒ C vƒc , remembering (1.53) and adjusting constants, one gets that the a priori
assumptions (1.39) imply that the last inequality in these formulas holds true with B
replaced by B

2
(the reasoning for W �0;1 norms instead of L1 ones being similar).

This shows that the bootstrap argument holds. Moreover, the ODE (1.47) may be used
also in order to get asymptotics for u when times goes to infinity.
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1.6 More general nonlinearities and normal forms

In model (1.32), we considered only a special case of nonlinearity namely ˛juj2u. We
used this special structure in order to get a Leibniz type rule (see (1.25)). However,
we know that we should be able to obtain global solutions even for (some) cubic or
quadratic nonlinearities that have a more general form. This is done in [18, 19] for
quasi-linear Klein–Gordon equations with a nonlinearity satisfying a null condition
(see also Stingo [82]). One makes use of “real” Klainerman vector fields instead of
the operator LC above. On the other hand, for other equations like Schrödinger ones,
the natural operator to be used in order to exploit dispersion is an operator like LC,
that is not a vector field. It is possible to reconcile both points of view using normal
forms. Moreover, the use of the latter allows also one to treat quadratic nonlinearities.
Consider as a model �

Dt � p.Dx/
�
u D ˛0u

2
C ˛juj2u;

ujtD1 D u0;
(1.58)

where p.�/ D
p
1C �2, ˛0 is a complex number and ˛ a real one. We would like to

prove the analogous of Theorem 1.5.1, namely:

Theorem 1.6.1. There are s0; �0 in N, ı > 0 such that, for any s � s0, there are
"0 > 0, C > 0 so that, for any " 2 �0; "0�, any u0 in H s.R/ satisfying (1.22), the
solution of (1.58) is global and satisfies for any t � 1,

ku.t; � /kH s � C"t
ı ; ku.t; � /kW �0;1 � C

"
p
t
: (1.59)

Remarks. We make the following observations.
� Again, one can obtain also the asymptotics of the solution when t goes to infinity,

and in particular show modified scattering, and not just the dispersive estimate
(1.59).

� One may consider more general quadratic and cubic nonlinearities than on the
right-hand side of the first equation in model (1.58), as soon as they satisfy the
null condition (see [18, 19, 82]).

The key idea of the proof is essentially to reduce (1.58) to (1.32) by normal
forms. One cannot expect to get directly energy estimates on (1.58): for instance,
the quadratic part of the nonlinearity has Sobolev norm bounded from above by
Cku.t; � /kL1ku.t; � /kH s , so taking into account the a priori L1 estimate in (1.39),
by .C"=

p
t /ku.t; � /kH s . One thus would get an inequality of the form (1.6) with

r D 2, which would give only exponential time control. Though, as shown first by
Shatah [76] and Simon and Taflin [77], one may easily reduce the quadratic nonlin-
earity in (1.58) to a cubic one.

Lemma 1.6.2. Define

m.�1; �2/ D
�q

1C �21 C

q
1C �22 �

p
1C .�1 C �2/2

��1
:
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Then m.�1; �2/ is well defined,

jm.�1; �2/j � C
�
1Cmin

�
j�1j; j�2j

��
(1.60)

and if one sets

Op.m/.u1; u2/ D
1

.2�/2

Z
eix.�1C�2/m.�1; �2/ Ou1.�1/ Ou2.�2/ d�1 d�2; (1.61)

one has for a fixed �0 and any large enough s,

kOp.m/.u1; u2/kH s � C
�
ku1kW �0;1ku2kH s C ku1kH sku2kW �0;1

�
: (1.62)

Moreover, the map given by u 7! u � Op.m/.u; u/ is a diffeomorphism from the open
set H s \ ¹u 2 W �0;1 W kukW �0;1 < rº to its image, for small enough r , and if u is
in that set, and solves equation (1.58), then w D u � Op.m/.u; u/ solves�

Dt � p.Dx/
�
w D ˛jwj2w � 2˛0Op.m/.w2; w/CR.w/; (1.63)

where R is a sum of contributions of degree of homogeneity larger than or equal to 4.

Proof. Estimate (1.60) follows by an immediate computation. It implies that one does
not lose derivatives when applying Op.m/ to a couple .u1; u2/, i.e. that (1.62) holds
without losing on s on the right-hand side. This allows one to construct the local
diffeomorphism u 7! w. When one makes actDt � p.Dx/ on Op.m/.u; u/, one gets
using equation (1.58), on the one hand

Op.m/
�
p.Dx/u; u

�
C Op.m/

�
u; p.Dx/u

�
� p.Dx/Op.m/.u; u/ (1.64)

which, because of the definition of m is equal to u2, and on the other hand contribu-
tions of the form

Op.m/
�
˛0u

2
C ˛juj2u; u/; Op.m/

�
u; ˛0u

2
C ˛juj2u/: (1.65)

If we compute the left-hand side of (1.63), we thus see that (1.64) compensates the
quadratic term, and that we are left on the right-hand side with the juj2u term and
expressions of the form (1.65). If we express u in terms of w D u � Op.m/.u; u/,
we shall get the cubic terms on the right-hand side of equation (1.63), and higher-
order terms R.w/. These higher-order contributions are essentially of the form

Rk D Op.mk/.w; : : : ; w; Nw; : : : ; Nw/

with k � 4,mk D mk.�1; : : : ; �k/ a smooth function satisfying convenient estimates,
and Rk defined as in (1.61) from

Op.mk/.u1; : : : ; uk/ D
1

.2�/k

Z
eix.�1C���C�k/mk.�1; : : : ; �k/

� Ou1.�1/ : : : Ouk.�k/ d�1 � � � d�k :

(1.66)
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Then R.w/ satisfies estimates of the form

kR.w/kH s � Ckwk
3
W �0;1kwkH s (1.67)

if w stays in some ball of W �0;1, i.e. plays the role of a perturbation that is at least
quartic.

The preceding lemma thus reduces the case of a quadratic nonlinearity to a cubic
one. Of course, the cubic term on the right-hand side of (1.63) is non-local, but this is
not a real extra difficulty. Because of that, in order not no be disturbed by unessential
technicalities, we shall pursue the reasoning considering a simple variant of (1.63),
namely �

Dt � p.Dx/
�
u D ˛juj2uC ˛1u

3
C ˛2u

2
Nu2 (1.68)

with ˛ real, ˛1; ˛2 complex, forgetting any contribution homogeneous of order larger
than or equal to 5 that is in any case easier to treat. Moreover, the special structure
of the nonlinear terms on the right-hand side does not matter except the fact that ˛
is real.

We have already noticed that a term like u3 is not compatible with the action
of LC on the right-hand side. The same holds for u2 Nu2. In order to get around that
difficulty, one may try to perform a normal form in order to get rid of cubic or quartic
terms. Nevertheless, unlike the quadratic case, one my not eliminate all these terms.
Actually, to get rid of u2 Nu2 for instance, one would have to introduce a new unknown
of the form u � Op.m4/.u; u; Nu; Nu/, where m4 would be the inverse of

�

q
1C �21 �

q
1C �22 C

q
1C �23 C

q
1C �24 �

p
1C .�1 C � � � C �4/2: (1.69)

But such a quantity vanishes for some values of .�1; : : : ; �4/. The idea to overcome
that difficulty is to use “space-time normal forms” introduced by Germain, Masmoudi
and Shatah in [29–32], and Germain and Masmoudi [28] (see also the review paper
of Lannes [58] and the works of Hu and Masmoudi [44], Deng, Ionescu, Pausader
and Pusateri [21], Wang [84] and Deng and Pusateri [22] for further applications and
extensions of the method). These authors define and use space-time normal forms
on the profiles of the solutions, namely the functions e�itp.Dx/u. Here, we present
an equivalent approach based on u itself and on microlocal cut-offs similar to those
introduced in (1.50), following [20]. Actually, introducing again from u the unknown
v given by (1.37), we rewrite (1.68) as�

Dt � OpW
h

�
x� C p.�/

��
v D h˛jvj2v C h˛1v

3
C h

3
2˛2v

2
Nv2 (1.70)

using notation (1.41). The idea of space-time normal forms may be described in a geo-
metrical way as follows. As we have seen above, a term like v2 Nv2 in (1.70) may not
be fully eliminated by a usual (time) normal form since (1.69) may vanish for some
values of the arguments. Though, we have seen in (1.34) that v defined by (1.37) is
expected to be a function oscillating as ei

'.x/
h , which means that we expect that v is

“concentrated” on the manifold ƒ defined in (1.45), (1.46). This means that, up to
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remainders having better time decay, we should hope to be able to design a normal
form eliminating the term v2 Nv2 of (1.70) as soon as (1.69) does not vanish when the
frequencies �1; �2 (corresponding to v) are set equal to d'.x/ (by characterization
(1.46) of ƒ) and �3; �4 (corresponding to Nv) are set equal to �d'.x/. Notice that
restricted to this subset, (1.69) is just equal to �1, so does not vanish. Of course, in
order to justify that, we need to explain how we may reduce ourselves to the fact that
v may be replaced by a function that is frequency localized on ƒ, up to convenient
remainders, and show how this allows one to prove energy estimates for the solution
of (1.70). Our goal will thus be to prove the following:

Proposition 1.6.3. The solution v of (1.70) satisfies estimates of the form

kv.t; � /kH s
h
� kv.1; � /kH s C C

Z t

1

kv.�; � /k2
W
�0;1

h.�/

�
1C kv.�; � /k

W
�0;1

h.�/

�
� kv.�; � /kH s

h.�/

d�

�

(1.71)

and

kLCv.t; � /kL2 � kLCv.1; � /kH s

C C

Z t

1

kv.�; � /k2
W
�0;1

h.�/

�
1C kv.�; � /k

W
�0;1

h.�/

�
� kLCv.�; � /kL2

d�

�
;

(1.72)

where h D 1
t
, h.�/ D 1

�
, kvkH s

h
D khhDxi

svkL2 , kvk
W
�0;1

h

D khhDxi
�0vkL1 and

LC is defined in (1.43).

Remark. These estimates are the translation on v of bounds of the form (1.5) and
(1.27) on u according to (1.37). Consequently, if we prove them, we shall get, as in
the proof of Theorem 1.5.1, that an a priori set of inequalities of the form (1.39) will
imply that the first two of these bounds hold with A replaced by A

2
.

Proof of the proposition. As indicated before the statement, in order to get (1.71) and
(1.72), we have to perform a “space-time” normal form. More precisely, we shall
decompose in the v3; v2 Nv2 terms of (1.70) each factor v as

v D vƒ C vƒc ; (1.73)

where vƒc will have better bounds than v, so that cubic or quartic terms involving at
least one factor vƒc will provide remainders. In a second step, we shall get rid of the
remaining nonlinearities ˛1v3ƒ, ˛2v2ƒ Nvƒ

2 by a normal form process. The function
vƒ in (1.73) will be defined as in (1.49), except that we cut-off around an O.1/-
neighborhood of ƒ instead of an O.

p
h/ one, i.e. we define now

vƒ D OpW
h

�
.x C p0.�//

�
v; vƒc D OpW

h

�
.1 � /.x C p0.�//

�
v: (1.74)
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(Actually, the above definition is the correct one when the frequency � stays in a com-
pact set. It should be adapted for large � , but we forget this technical detail in this
introduction.) Then vƒc will satisfy estimates with an O.h/ gain, as we may write it
essentially under the form

vƒc D hOpW
h

�
1.x C p

0.�//
�
.LCv/; (1.75)

where 1.z/ D
.1�/.z/

z
, so that

kvƒckL2 � ChkLCvkL2 :

Decomposing on the right-hand side of (1.70) v D vƒ C vƒc , one has thus�
Dt �OpW

h .x�Cp.�//
�
v D h˛jvj2vCh˛1.vƒ/

3
Ch

3
2˛2v

2
ƒ Nv

2
ƒCh

2S.v/; (1.76)

where S.v/, coming from monomials involving at least one factor vƒc , satisfies an
estimate of the form

kS.v/kL2 � Ckvk
2
L1kLvkL2 (1.77)

as long as kvkL1 stays bounded. Actually, one has to be more careful when making
the above estimates, sinceƒ has a degeneracy when � goes to infinity. The preceding
reasoning works for j�j staying in a compact set , or equivalently for x staying in
a compact subset of ��1; 1Œ. The general case is a little bit more involved, and in
particular estimate (1.77) holds with kvkL1 replaced by kvkW �0;1

h
for some �0.

Since making act the operator LC on S makes lose a factor h�1 (see the defini-
tion (1.43) of LC), we get that

h2kLCS.v/kL2 � Chkvk
2
L1kLCvkL2 ; (1.78)

which will be the kind of estimate we want for remainders. By (1.25) with p D 1,
rewritten in terms of the unknown v, we have also

hkLC.jvj
2v/kL2 � Chkvk

2
L1kLCvkL2 : (1.79)

On the other hand, the remaining contributions on the right-hand side of (1.77) would
not satisfy such estimates, but may now be eliminated by normal forms. Actually,
take � in C10 .R/, equal to one close to zero, and define

m4.x; �1; : : : ; �4/ D

2Y
jD1

�.x C p0.�j //

4Y
jD3

�.x � p0.�j //

�

h
�

q
1C �21 �

q
1C �22 C

q
1C �23

C

q
1C �24 �

p
1C .�1 C � � � C �4/2

i�1
:

(1.80)

This function is well defined, as the term inside the bracket does not vanish on the
support of the cut-off: actually (again forgetting what happens for large frequencies),
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on the support of the cut-off, �j D d'.x/C o.1/, j D 1; 2, �j D �d'.x/C o.1/,
j D 3; 4, so that the term inside the bracket is equal to �1C o.1/, and thus does not
vanish. Consequently, if we define

Oph.m4/
�
vƒ; vƒ; Nvƒ; Nvƒ

�
D

1

.2�/4

Z
eix.�1C���C�4/m4.�1; : : : ; �4/

� Ovƒ.�1/ Ovƒ.�2/bNvƒ.�3/bNvƒ.�4/ d�1 � � � d�4;
(1.81)

one obtains that�
Dt � OpW

h .x� C
p
1C �2/

��
Oph.m4/.vƒ; : : : ; Nvƒ/

�
D v2ƒ Nv

2
ƒ C remainder;

where the remainder, coming from the nonlinearities of the equation, contains at least
one h factor. Defining in the same way some cubic symbol m3, in order to eliminate
the v3ƒ term in (1.76), one gets that�

Dt � OpW
h .x� C

p
1C �2/

��
v � hOph.m3/.vƒ; vƒ; vƒ/

� h
3
2Oph.m4/.vƒ; : : : ; Nvƒ/

�
D h2S.v/C h˛jvj2v

(1.82)

for a new S.v/ satisfying (1.77).
In other words, we have reduced ourselves to an equation where the right-hand

side has the same structure as in (1.7) (up to changing the unknown u to v by (1.37)),
modulo a remainder h2S.v/ that has better time decay. Using estimates of the form
(1.78)–(1.79), one thus gets, applying L2 energy inequalities to (1.82) and denoting

w D v � hOph.m3/.vƒ; vƒ; vƒ/ � h
3
2Oph.m4/.vƒ; : : : ; Nvƒ/;

that

kLCw.t; � /kL2 � kLCw.1; � /kL2 C

Z t

1

kv.�; � /k2L1kLCv.�; � /kL2
d�

�
: (1.83)

As one may show that kLCw.t; � /kL2 is equivalent to kLCv.t; � /kL2 , one does get
an estimate of the form (1.72).

Remark. As already mentioned, in the proof of Proposition 1.6.3, we argued as if the
frequencies were staying in a compact set. When one makes the reasoning taking into
account what happens also for large frequencies, one gets a lower bound of the bracket
in (1.80) computed for �j in a convenient neighborhood of ˙d'.x/ by a negative
power of hd'.x/i. Since for all j , hd'.x/i � h�j i if .�1; : : : ; �4/ is in the support
of (1.80), one may write hd'.x/i � 1Cmax2.j�1j; : : : ; j�4j/, and the bounds one
gets in general for a symbol of the form m4 is

jm4.x; �1; : : : ; �4/j � C
�
1Cmax2.j�1j; : : : ; j�4j/

�N0 (1.84)
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for some N0. Because of that, one gets bounds of type

kOph.m4/.v; : : : ; Nv/kH sh � Ckvk
3

W
�0;1

h

kvkH s
h

(1.85)

for any s and with �0 depending only on N0. In other words, coming back to the
unknown u, one obtains an estimate similar to (1.62). These inequalities (1.84) and
(1.85) explain why one gets in Proposition 1.6.3 upper bounds involving W �0;1

h

norms instead of L1 ones.

End of proof of Theorem 1.6.1. As for the proof of Theorem 1.5.1, one has just to
bootstrap estimates (1.39), showing that if they hold on some time interval and A;B
have been taken large enough and " small enough, then they still hold with A;B
replaced by A

2
; B
2

. We have seen after the statement of Proposition 1.6.3 that this
holds for the first two inequalities (1.39). To show that the last one holds, with B
replaced by B

2
, one argues as in the proof of Theorem 1.5.1. Actually, in that proof,

we did not really use the special form of the nonlinearity in (1.40) (except the fact
that ˛ is real), and the same arguments hold for an equation like (1.68).

1.7 Perturbations of non-zero stationary solution

Our main goal in this book is to study the perturbation of a non-zero stationary solu-
tion of a cubic wave equation in dimension one. In this section, we mention some
results and references on that kind of problems. The first set of questions one may
ask is the orbital stability of stationary solutions.

Let us mention first the result of Henry, Perez and Wreszinski [41] that will be
very relevant for us. Consider U a C 2 function on an interval Œa�; aC� satisfying
U � 0, U.a�/ D U.aC/ D 0, U 00.a˙/ > 0. Assume moreover that there is a smooth
strictly increasing function x 7!H.x/ solving the equation

H 00.x/ D U 0.H.x//

such that
lim

x!˙1
H.x/ D a˙

and that

E0 D

Z
R

�H 0.x/2
2

C U.H.x//
�
dx < C1:

Define for any function � and any q > 0,

dq.�/ D inf
c2R

Z
R

�
.�0.x/ �H 0.x C c//2 C q.�.x/ �H.x C c//2

�
dx:

One may state the main result of [41] as follows.
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Theorem 1.7.1. There are positive constants r; q; k such that if .t; x/ 7! �.t; x/ is
the solution of �

@2t � @
2
x

�
� C U 0.�/ D 0 (1.86)

satisfying �.0; � / 2 H 1
loc.R/, @x�.0; � /; @t�.0; � / 2 L

2.R/, and

dq.�.0; � // < r;Z
R

�
@t�.0; x/

2

2
C
@x�.0; x/

2

2
C U.�.0; x//

�
dx < E0 C kr

2;
(1.87)

then � is globally defined and for any t

dq.�.t; � // � r: (1.88)

This theorem means that H is orbitally stable, in that sense that an initial data
that is close enough to H gives rise to a solution that remains at any time close to a
translation of H . It applies in particular to U.�/ D 1

4
.�2 � 1/2, H.x/ D tanh. xp

2
/

and a˙ D ˙1, i.e. it shows the orbital stability of the “kink”, that is the stationary
solution H.x/ D tanh. xp

2
/ of the ˆ4 model given by the equation�

@2t � @
2
x

�
� D � � �3: (1.89)

The question of orbital stability has been then widely studied for other equations. In
particular, we refer to Weinstein [86] for orbital stability of Schrödinger or general-
ized KdV equations. References to earlier works on that topic may be found in the
reference list of that paper.

Once orbital stability is established for a given equation, the next step is to study
asymptotic stability. For Schrödinger equations, the first results are due to Buslaev
and Perelman [5–7] in dimension one and to Soffer and Weinstein [78] in higher
dimension. Buslaev and Perelman consider a one-dimensional Schrödinger equation,
of the form

i@t D �@
2
x C F.j j

2/ : (1.90)

Under convenient assumptions on F , one may construct soliton solutions of the equa-
tion, that have the form

e�iˇ0�it!0C
i
2xv0�.x � b0 � tv0/ (1.91)

for constants ˇ0; !0; b0; v0 and where � is a smooth exponentially decaying function.
The main result of the above references is that if one solves the initial value problem
for (1.90), with initial condition close to the preceding soliton solution, then the solu-
tion may be written when time goes to infinity as a sum of a modified soliton, i.e.
a function of the form (1.91) (with different values of the parameters ˇ0; : : : ; v0), of
a solution to a linear Schrödinger equation and of a remainder that converges to zero
in L2.
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In the work of Soffer and Weinstein, one introduces a potential in the linear part
of the operator, i.e. one considers an equation of the form

i@t� D ��� C .V .x/C �j�j
m�1/� (1.92)

in d D 2 or 3 space dimension, and for 1 < m < dC2
d�2

. They assume, among other
things, that the operator ��C V.x/ has exactly one eigenvalue, that is moreover
strictly negative. They show that for E close to that eigenvalue, there is a solution of
(1.92) of the form e�iEt E .x/, with  E smooth and decaying. Then, under some
further assumption, they prove that, if one solves the Cauchy problem starting from
an initial data that is close to ei0 E0 , for given E0 close to the eigenvalue, 0 real,
then the solution may be written at any time t as e.t/ E.t/ CR.t/ where E.t/ is
real, e.t/ is in the unit circle of C and R.t/ goes to zero in a weighted Sobolev space.
We refer to [78] for a precise description of the asymptotics of t 7!E.t/; e.t/ when
time goes to infinity.

Following the above references, a lot of results concerning asymptotic stabil-
ity for solutions to nonlinear Schrödinger equations or Gross–Pitaevsky ones have
been obtained. Limiting ourselves to one-dimensional problems, and without try-
ing to give an exhaustive list of references, one may cite Buslaev and Sulem [8],
Bethuel, Gravejat and Smets [4], Gravejat and Smets [36], Germain, Pusateri and
Rousset [35], Cuccagna and Pelinovski [16], Cuccagna and Jenkins [15], Gang and
Sigal [25–27], Cuccagna, Georgiev and Visciglia [14]. Still in one space dimension,
analogous results have been obtained for (generalized) KdV equations, by Pego and
Weinstein [73], Germain, Pusateri and Rousset [34], Martel and Merle [67–69] and
for Benjamin–Ono equation by Kenig and Martel [48]. Let us point out that for
Schrödinger or gKdV equations, the perturbation of the initial data induces a non-
zero translation speed on the stationary solution, so that the perturbed solution is the
sum of a progressive wave and of a dispersive part. This will be in contrast with
the results we shall obtain in this book, where the bound state that is perturbed will
remain stationary.

Let us discuss now some results more closely related to our work, concerning non-
linear wave equations. A main breakthrough has been made by Soffer and Weinstein
who in [79] consider an equation similar to (1.92), but where the Schrödinger operator
is replaced by the wave (or Klein–Gordon) one in three space dimension, namely

@2t � D .� � V.x/ �m
2/� C ��3; (1.93)

where � is some real constant, m > 0 and V is a smooth decaying potential. One
assumes among other things that ��C V Cm2 has Œm2;C1Œ as continuous spec-
trum and that there is a unique positive eigenvalue 0 < �2 < m2. One denotes by '
a normalized eigenfunction associated to that eigenvalue, so that for any R; � in R,
.t; x/ 7!R cos.�t C �/'.x/ is a solution to equation (1.93) when � D 0. The main
result of [79] asserts that if one solves (1.93) with small initial data in weighted
Sobolev spaces of smooth enough and decaying enough functions, the solution at
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time t may be written under the form

�.t; x/ D R.t/ cos.�t C �.t//'.x/C �.t; x/; (1.94)

whereR.t/ D O.jt j�
1
4 / and k�.t; � /kL8 D O.jt j�

3
4 /when t goes to˙1. This result

holds under a special non-resonance condition, Fermi’s golden rule, that we shall
further discuss below in the framework of our problem.

The above breakthrough has been at the origin of many other works. Let us men-
tion in particular Bambusi and Cuccagna [3] who generalized the result of [80] to
a wider framework, namely the case when the operator ��C V.x/Cm2 has several
eigenvalues instead of just one. Closer to our main result in this book, let us mention
the work where Cuccagna [13] studies asymptotic stability of a kink solution in three
space dimension. More precisely, one considers the solutionH of (1.89) as a solution
independent of two of the three space variables of the equation .@2t ��/� D � � �

3

on R3. The main result of [13] asserts that if one starts from initial data that are
a small perturbation of .H; 0/ by a smooth compactly supported function on R3, then
the solution of the evolution equation may be written as H C �.t; � /, where �.t; � /
is O.jt j�

1
2 / in L1. The proof uses the fact that in three space dimension, one has

much better dispersive decay than on the real line.

1.8 The kink problem. I

The main goal of this book is to study long time dispersion for small perturbations of
the “kink” H.x/ D tanh. xp

2
/ that is a stationary solution of equation (1.89) that we

recall below �
@2t � @

2
x/� D � � �

3:

We have seen in the preceding section (see Theorem 1.7.1) that H is orbitally stable,
and one wants to study its asymptotic stability. In order to do so, one writes � under
the form

�.t; x/ D H.x/C '.t
p
2; x
p
2/ (1.95)

and we aim at describing the asymptotics of ', in particular its dispersive properties,
when at initial time ' is small in a convenient weighted Sobolev space. By Theo-
rem 1.7.1, we know that ' is globally defined. It satisfies by direct computation the
equation �

D2
t � .D

2
x C 1C 2V.x//

�
' D �.x/'2 C

1

2
'3; (1.96)

where
V.x/ D �

3

4
cosh�2

�x
2

�
; �.x/ D

3

2
tanh

x

2
: (1.97)

The fact that the linear part of equation (1.96) contains a non-zero potential has two
consequences: first, as seen in the preceding section, the operator D2

x C 1C 2V.x/

may have bound states (and it has for the potential given by (1.97)). Second, even in
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the absence of bound states, that operator does not have nice commutation properties
with the operator LC that we used in order to get dispersion in Sections 1.5 and 1.6.

Let us first discuss some results that are known concerning equations of the form
(1.96) either in the case of potentials without bound states, or for equations of that
form with V D 0 but where the nonlinearities have coefficients that are non- constant
functions of x, as on the right-hand side of (1.97). Such results have been proved
by Kopylova [53] for linear Klein–Gordon equations in a moving frame and, in the
nonlinear case, by Lindblad and Soffer [66], Lindblad, Lührmann and Soffer [60,61],
Lindblad, Lührmann, Schlag and Soffer [59], Sterbenz [81]. Very recently, Germain
and Pusateri [33] obtained the most general result in that framework. They consider
a model version of (1.96) of the form�

@2t � @
2
x C V.x/Cm

2
�
' D a.x/'2; (1.98)

where a.x/ is a function similar to � on the right-hand side of (1.96), i.e. a smooth
function that has finite limits at ˙1 and whose derivative is rapidly decaying. The
potential V is assumed to be Schwartz and such that �@2x C V has no bound state.
One of the results of [33] may be stated as follows:

Theorem 1.8.1. Let V be a generic potential without bound state, m > 0. There is
"0 > 0 such that for any " 2 �0; "0�, equation (1.97) has for any .'0; '1/ satisfying�q�@2x C V C 1'0; '1�H4 C hxi�q�@2x C V C 1'0; '1�H1 � "
a unique global solution corresponding to the initial data 'jtD0 D '0, @t'jtD0 D '1.
Moreover, the dispersive estimate�q�@2x C V C 1'0; '1�L1 � C".1C jt j/� 12 (1.99)

holds and for some small ı > 0

k'.t; � /kH5 C k@t'.t; � /kH4 � C".1C jt j/
ı : (1.100)

Finally, let us mention that for nonlinearities with coefficients that are rapidly
enough decaying in x, Lindblad, Lührmann and Soffer [60] (in the case V � 0) and
Lindblad, Lührmann, Schlag and Soffer [59] (for generic potentials) could show that
a dispersive bound like (1.99) does not hold in general, and has to be replaced by the
product of the right-hand side with a logarithmic loss.

Remark. The assumption that V is generic is explained in Chapter 2 below. The
result of [33] is actually more general than Theorem 1.8.1 above. It also applies to
non-generic potentials if one makes in addition evenness/oddness assumptions. Let us
also mention that the question of asymptotic stability estimates on a compact domain
in space, when the linearized equation on the stationary solution has no bound state,
has been addressed by Kowalczyk, Martel, Muñoz and Van Den Bosch [57] for some
models of semilinear wave equations.
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Let us explain the new difficulties one has to take into account to prove a result of
the form above in comparison with the case V � 0. Clearly, if one wanted to apply
the operator

LC;m D x C t
Dx

.m2 CD2
x/
1
2

(or a “true” Klainerman vector field like t@x C x@t ) to equation (1.97), its commuta-
tor with the potential V would generate a new term with coefficients growing like t ,
which makes the method inapplicable. In order to circumvent such a difficulty, two
approaches are possible. The one implemented by Germain and Pusateri relies on the
use of the “modified Fourier transform”, which is a version of the Fourier transform
well adapted to ��C V instead of being tailored to ��. They introduce then the
profile g of the solution by

g.t; x/ D eit
p
�@2xCVCm

2
�
@t � i

q
�@2x C V Cm

2
�
� (1.101)

and its modified Fourier transform Qg.t; �/. The analogue of what does work in the case
V � 0 would be to get estimates of k@� Qg.t; �/kL2 (which is related to kLC;m�kL2
when V � 0). It turns out that, in order to get the most general statement of their
paper, Germain and Pusateri have to introduce a bigger space than L2 in which @� Qg
has to be estimated, allowing for some degeneracy close to a special frequency. They
have then to combine estimates in that space with normal forms constructed from the
modified Fourier transform.

The approach we use in this book is the one of wave operators. Let us just say
here that, when V is a potential in �.R/, without bound states, one may construct
a bounded operator WC on L2 such that

W �CWC D Id; WCW
�
C D Id and W �C.��C V /WC D ��:

Applying W �C to (1.98), one thus gets�
@2t � @

2
x Cm

2
�
W �C' D W

�
C.a.x/'

2/:

If w D W �C', one is thus reduced to an equation of the form�
@2t � @

2
x Cm

2
�
w D W �C.a.x/.WCw/

2/; (1.102)

i.e. to an equation for which the linear part has again constant coefficients, and thus
has nice commutation properties relatively to t@x C x@t or to LC;m. Of course, the
drawback is that the right-hand side of (1.102) is no longer a local nonlinearity, but
involves the operators WC; W �C . In the framework we shall be interested in, namely
odd initial conditions and odd coefficient a.x/, it turns out that WC; W �C may be
expressed from pseudo-differential operators b.x;Dx/, with a symbol b.x; �/ such
that @b

@x
.x; �/ is rapidly decaying when jxj tends to infinity. We shall explain in more

detail in Chapter 2 how we treat an equation of the form (1.102). Let us just say
now that if we had a cubic nonlinearity on the right-hand side, one could use directly
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vector fields methods on w. For a quadratic nonlinearity, one has to make use first of
normal forms in order to reduce quadratic nonlinearities to cubic ones. The difference
with Lemma 1.6.2 is that, because of the presence ofWC; W �C; a.x/ on the right-hand
side of (1.102), one has to consider quadratic corrections of the form (1.61), but with
a symbol m.x; �1; �2/ that depends also on x. This introduces new commutators,
involving quadratic operators associated to the symbol @m

@x
.x; �1; �2/. Though, as the

latter is rapidly decaying in x, and since we limit ourselves to odd solutions, such
terms form remainders that are not fully negligible, but that may be treated more
easily than in the more general case considered by Germain and Pusateri [33] or
Lindblad, Lührmann and Soffer [60].

1.9 The kink problem II. Coupling with the bound state

In the preceding section, we discussed an equation of the form (1.98) with a poten-
tial V that has no bound state. In this section, we go back to the kink problem (1.96),
where the potential V given by (1.97) does have bound states, so that the preceding
discussion does not apply.

Our starting point has been the paper [56] of Kowalczyk, Martel and Muñoz,
where the authors study the asymptotics of solutions of (1.89) when one takes as
an initial condition an odd perturbation of .H; 0/ that is small enough in the energy
norm. They prove that the perturbation of the solution .'; @t'/ may be decomposed
under the form

.'.t; x/; @t'.t; x// D .u1.t; x/; u2.t; x//C .z1.t/; z2.t//Y.x/; (1.103)

where Y is in �.R/ and is a normalized odd eigenfunction of�1
2
@2x C V.x/, zj .t/ are

scalar functions of time and .u1.t; x/; u2.t; x// is the dispersive part of the solution.
The main result of [56] states that the functions t 7! zj .t/ decay in time in the sense
that Z C1

�1

�
jz1.t/j

4
C jz2.t/j

4
�
dt < C1

and that the local energy of .u1; u2/ satisfiesZ C1
�1

Z
R

�
.@xu1/

2
C u21 C u

2
2

�
.t; x/e�c0jxj dt dx < C1:

At the light of the discussion previously given in the case of small perturbations of the
zero solution of nonlinear Klein–Gordon equations, or for (1.98) with a potential that
has no bound state, the above inequalities raise the following questions: making even-
tually stronger assumptions on the smoothness/decay of the initial perturbation, could
one get an explicit decay rate for the preceding quantities, instead of just integral
inequalities? Moreover, could one obtain decay estimates for kuj .t; � /kL1 instead of
just local in space decay?
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A more long term objective might be to obtain for odd perturbations of the kink
solution of (1.89) a description as precise as the one that holds when V � 0 or when
V is a potential without bound state. We are far from being able to achieve that in this
paper, where as a first step we aim at describing the perturbed solution up to time "�4

if " is the small size of the smooth decaying perturbation of the kink at initial time.
Recall that if we look for solutions of (1.89) under the form (1.95), we get that the
perturbation ' satisfies (1.96), with notation (1.97). We already mentioned that the
Schrödinger operator �@2x C 2V.x/ has discrete spectrum: it has two negative eigen-
values �1 and �1

4
and absolutely continuous spectrum Œ0;C1Œ. Eigenvalue �1 will

not be of interest to us as it is associated to an even eigenfunction, while we solve
(1.96) for odd initial data. Consequently, restricting ourselves to odd solutions, one
may decompose the solution of (1.96) as ' D Pac' C h'; Y iY , where Pac is the pro-
jector on the absolutely continuous spectrum Œ0;C1Œ and Y is an (odd) normalized
eigenfunction associated to eigenvalue �1

4
. Setting a.t/ D hY; 'i, one may deduce

from (1.96) that .a; Pac'/ satisfies a coupled system of ODE/PDE (see (2.9) in Chap-
ter 2).

Our main result asserts the following: Let c > 0 be given and consider (1.96)
with initial data 'jtD1 D "'0, @t'jtD1 D "'1 with .'0; '1/ satisfying for some large
enough s,

k'0k
2
H sC1

C k'1k
2
H s C kx'0k

2
H1
C k'1k

2
L2
� 1: (1.104)

Then, if " < "0 is small enough, the decomposition '.t; � / D Pac'.t; � /C a.t/Y of
the solution of (1.96) satisfies

ja.t/j C ja0.t/j D O.".1C t "2/�
1
2 /;

kPac'.t; � /kL1 D O.t
� 12 ."2

p
t /�
0

/;
(1.105)

where � 0 2 �0; 1
2
Œ, as long as t � "�4Cc . Let us mention that we limit our study to

positive times (that does not reduce generality) and that, in order to simplify some
notation, we take the Cauchy data at t D 1 instead of t D 0. Moreover, the statements
we get in Theorem 2.1.1 below give more precise information that (1.105). We just
stress here the fact that (1.105) provides the information we are looking for, namely
an explicit decay rate for a and Pac', up to time "�4Cc .

We notice that the dispersive estimate obtained for kPac'kL1 is pretty similar to
the bound in "t�

1
2 that holds for small solutions of equations .@2t �@

2
x C 1/u D N.u/.

Here, when t � "�4Cc , we get that

kPac'kL1 D O."
c
2 �
0

t�
1
2 /;

i.e. an estimate in c."/t�
1
2 , with c."/ going to zero with zero. Of course, if t goes close

to "�4, the small factor in front of t�
1
2 in the second estimate (1.105) gets closer and

closer to one, and this explains why our result is limited to times that are O."�4Cc/.
We shall comment more on that below.

Let us remark also that for dispersive estimates of the form (1.105), there is
a “trivial” regime, corresponding to t � c"�2. For such times, the ODE satisfied
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by a.t/, from which we shall deduce the first bound (1.105), is in a small time regime,
before any singularity could form. On the other hand, to reach a time of size "�4C0,
one has to use the structure of that ODE, namely exploit Fermi’s golden rule that we
shall discuss in Chapter 2 below, in order to exclude blowing up in finite time, and
prove the decay estimate (1.105).

Let us comment more on the limitation to times t D O."�4C0/ which contrasts
with the fact that, when the potential has no bound state, one may obtain dispersive
estimates up to infinity. The new difficulty, when bound states are present, comes
from the fact that in (1.105), a.t/ and a0.t/ have a decay in "

.1Ct"2/1=2
, which is larger

than the rate in "p
t

that holds for dispersive bounds in the absence of eigenvalues.
This has consequences on the estimates satisfied by the dispersive part of the solu-
tion Pac'.t; � /. Actually, applying Pac to equation (1.96), one will get an equation
that, at first glance, might seem pretty similar to (1.98), since on the range of Pac,
�@2x C 2V will have no bound state. Though, a major difference appears on the right-
hand side: if, for instance, one plugs in the quadratic term of (1.96) the decomposition
'.t; � / D Pac'.t; � /C a.t/Y , one might get a source term

a.t/2Pac.�.x/Y
2/; (1.106)

where a.t/ has only an O. 1p
t
/ decay for t � "�2 (ant not a "p

t
bound). This has

dramatic consequences on the solution to the equation itself. Actually, the solution
Pac' will have to encompass the solution of the linear equation�

D2
t � .D

2
x C 1C 2V.x//

�
w D a.t/2Pac.�.x/Y

2/

with zero initial data. We shall solve this equation, but will be able to obtain for its
solution only a bound in t�

1
2 ."2
p
t /�
0

for t � "�4C0 and some � 0 > 0. When doing
so, we are not able to obtain O.t�

1
2 / bounds for w along two lines

x

t
D ˙

r
2

3

when t � "�4. Actually, one might expect a logarithmic loss along these two lines,
similar to the ones in the work of Lindblad, Lührmann and Soffer [60] and Lindblad,
Lührmann, Schlag and Soffer [59].

Let us also stress on the fact that, besides (1.106), other new terms appear in
comparison to the case of potentials without bound states. For instance, a contribution
like Pac.�.x/.Pac'/a.t/Y / needs also a specific treatment, as it is not amenable to
standard normal forms treatment. We describe that in more detail in Section 2.7 of
Chapter 2.

To conclude this introduction, let us point out the results of Kopylova and Komech
in [54, 55] concerning asymptotic stability of a (moving) kink for a modified version
of (1.89). In their model, the Hamiltonian of the equation is tuned in such a way that
the projection of equation (1.96) on the absolutely continuous spectrum has coeffi-
cients in the nonlinearity that decay when x goes to infinity (instead of converging
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to some constant) This allows the authors to obtain a description of the dispersive
behavior of the corresponding solution for any time.

Finally, let us refer to the recent paper of Chen, Liu and Lu [10] concerning
asymptotic stability of kinks for sine-Gordon equations. Using the integrability of
that equation, they may prove soliton resolution for generic data and show the full
asymptotic stability of kinks under space decaying perturbations (see Corollary 1.5
of their paper). In particular, the difference between the solution and the moving kink
is shown to decompose, when time goes to infinity, as the sum of anO.t�

1
2 / contribu-

tion that involves a logarithmic phase correction and of a more decaying remainder.



Chapter 2

The kink problem

2.1 Statement of the main result

Consider � W R �R! R a global solution to the nonlinear wave equation�
@2t � @

2
x

�
� D � � �3: (2.1)

The function
H.x/ D tanh

� x
p
2

�
(2.2)

is a stationary solution of (2.1), and we are interested in describing the dispersive
behaviour in large time of solutions to (2.1) corresponding to initial data that are
small, smooth, odd and decaying perturbations of the state H . It is known that this
state is orbitally stable in the energy space by Henry, Perez and Wreszinski [41], and
for odd perturbations in that space, asymptotic stability with space exponential weight
is proved by Kowalczyk, Martel and Muñoz [56]. This result describes the dispersive
behaviour of the perturbation on compact space domains, but does not give insight
into its behaviour in the whole space time. Our goal is to obtain information when
.t; x/ describes I" �R, where I" is a time interval of length O."�4C0/, " being the
size of the initial data in a convenient space of smooth decaying functions.

We shall look for solutions to (2.1) under the form

�.t; x/ D H.x/C '
�
t
p
2; x
p
2
�
: (2.3)

We get for ' the equation�
D2
t � .D

2
x C 1C 2V.x//

�
' D �.x/'2 C

1

2
'3; (2.4)

where Dt D
1
i
@
@t

, Dx D 1
i
@
@x

and

V.x/ D �
3

4
cosh�2

�x
2

�
; �.x/ D

3

2
tanh

�x
2

�
: (2.5)

The operator �@2x C 2V has Œ0;C1Œ as its continuous spectrum and has two eigen-
values�1 and�1

4
. The first one is associated to an even eigenfunction, and the second

one to the odd normalized eigenfunction

Y.x/ D

p
3

2
tanh

�x
2

�
cosh�1

�x
2

�
(2.6)

(see Nikiforov and Uvarov [72] and Kowalczyk, Martel and Muñoz [56]).
We denote by Pac the spectral projector on the continuous spectrum, restricted

to odd functions. The spectral projector on the eigenspace associated to the eigen-
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value �1
4

is ' 7! h'; Y iY so that

Pac' D ' � h'; Y iY; (2.7)

where h � ; � i denotes the L2 scalar product. If ' solves (2.4), we set

a.t/ D h'; Y i (2.8)

so that (2.4) may be written�
D2
t �

3

4

�
a.t/ D

D
Y; �.x/

�
a.t/Y C Pac'

�2
C
1

2

�
a.t/Y C Pac'

�3E
;�

D2
t � .D

2
x C 1C 2V.x//

�
Pac'

D Pac

�
�.x/

�
a.t/Y C Pac'

�2
C
1

2

�
a.t/Y C Pac'

�3�
:

(2.9)

Our main result asserts that, up to a time of order "�4, the dispersive part Pac' of
(2.9) has a time decay in uniform norm of magnitude t�

1
2 , and that the function a.t/

in (2.8) has some oscillatory behavior, with decay in t�
1
2 . More precisely, we have:

Theorem 2.1.1. There is �0 2 N and for any � � �0, any c > 0, any � 0 2 �0; 1
2
Œ, any

large enoughN in N, any large enough s in N, there are "0 2 �0; 1Œ, C > 0 such that
for any couple .'0; '1/ of real-valued odd functions inH sC1.R/ �H s.R/ satisfying

k'0k
2
H sC1

C k'1k
2
H s C kx'0k

2
H1
C kx'1k

2
L2
� 1; (2.10)

the global solution ' of�
D2
t � .D

2
x C 1C 2V.x//

�
' D �.x/'2 C

1

2
'3;

'jtD1 D "'0;

@t'jtD1 D "'1

(2.11)

satisfies when " 2 �0; "0Œ the following bounds for any t 2 Œ1; "�4Cc�: The oscillatory
part a of ' given by (2.8) may be written

a.t/ D eit
p
3
2 gC.t/ � e

�it
p
3
2 g�.t/; (2.12)

where

jg˙.t/j � C".1C t "
2/�

1
2 ; j@tg˙.t/j � C"t

� 12 .1C t "2/�
1
2 : (2.13)

The dispersive part Pac'.t; � / satisfies

kPac'.t; � /kW �;1 � Ct�
1
2 ."2
p
t /�
0

;

khxi�2NPac'.t; � /kW �;1 � Ct�
3
4 ."2
p
t /�
0

;

khxi�2NPacDt'.t; � /kW ��1;1 � Ct�
3
4 ."2
p
t /�
0

;

(2.14)

where k kW �;1 D khDxi
� kL1 .
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Remarks. We make the following observations.
� The first estimate (2.14) shows that, up to time essentially equal to "�4, the dis-

persive part of the solution decays like t�
1
2 , which is the behavior of small global

solutions to nonlinear Klein–Gordon equations (see [18,19,64,82]). Nevertheless,
in that case, the upper bound is inO."t�

1
2 /, while in (2.14), we have a degeneracy

of the factor multiplying t�
1
2 when t goes to "�4.

� We construct in the proof some approximate solutions that are o.t�
1
2 / for times

t � "�4Cc and " small. To go past that time seems to require extra arguments –
like devising more accurate approximate solutions – in order to get a useful point-
wise control of Pac' for t > "�4.

� Our estimates are consistent with the ones of Kowalczyk, Martel and Muñoz [56]
in time O."�4/. Actually, it follows from (2.12), (2.13) that if p > 2,Z "�4Cc

1

ja.t/jp dt � C"p�2

andZ "�4Cc

1

�
khxi�2N�1Pac'.t; � /k

2
H1
C khxi�2N�1DtPac'.t; � /k

2
L2

�
dt � C"4�

0

for large enough N . These estimates are in accordance with those proved in [56]
(when p D 4 for the first one) (see Theorem 1.2 in that reference).

2.2 Reduced system

We shall conjugate the second equation (2.9) by the wave operator WC associated
to �1

2
@2x C V.x/. We discuss in Appendix A.1 below the properties of such an opera-

tor. According to Proposition A.1.1 of that Appendix, it may be written, when acting
on odd functions, under the form

WC D b.x;Dx/ ı c.Dx/; (2.15)

where b.x; �/ is a symbol of order zero satisfying estimates (A.8) and

c.�/ D ei�.�/1�>0 C e
�i�.�/1�<0

for some odd smooth real-valued function � . Moreover, if we set A D �1
2
@2x C V.x/,

A0 D �
1
2
@2x , one has by (A.6) and (A.7), for any Borel function m on R,

m.A/Pac D WCm.A0/W
�
C; m.A0/ D W

�
Cm.A/WC

WCW
�
C D Pac; W �CWC D IdL2

(2.16)

so that applying W �C on the second equation (2.9), we get�
D2
t � .D

2
x C 1/

�
.W �CPac'/ D W

�
C

�
�.x/.a.t/Y C Pac'/

2
�

CW �C

�1
2
.a.t/Y C Pac'/

3
�
:

(2.17)
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Let us define
w D b.x;Dx/

�Pac': (2.18)

Since Pac' is real valued, and since because of the symmetry properties (A.9) of
b.x; �/, b.x;Dx/ and b.x;Dx/� preserve the space of real (resp. even, resp. odd)
functions, w is still a real-valued odd function. As c.Dx/ ı c.Dx/� D Id,

Pac' D WCW
�
CPac' D b.x;Dx/w

c.Dx/W
�
CPac' D w;

(2.19)

so that making act c.Dx/ on (2.17) we see that w solves�
D2
t � .D

2
x C 1/

�
w D b.x;Dx/

�
�
�.x/

�
a.t/Y C b.x;Dx/w

�2�
C
1

2
b.x;Dx/

�
�
a.t/Y C b.x;Dx/w

�3
:

(2.20)

We shall study from now on the system given by the first equation (2.9) and (2.20).
We define

w0 D b.x;Dx/
�Pac'0;

w1 D b.x;Dx/
�Pac'1:

(2.21)

Since by (2.15) and (2.16), Pac D b.x;Dx/ ı b.x;Dx/
�, and since b.x;Dx/ and

Œx; b.x;Dx/� are bounded on Sobolev spaces, we get from (2.10) that

kw0k
2
H sC1

C kw1k
2
H s C kxw0k

2
H1
C kxw1k

2
L2
� C0 (2.22)

for some constant C0. Denote by p.Dx/ the operator

p.Dx/ D

q
1CD2

x (2.23)

and introduce complex-valued odd unknowns

uC D
�
Dt C p.Dx/

�
w;

u� D
�
Dt � p.Dx/

�
w D �NuC:

(2.24)

If I D .i1; : : : ; ip/ is an element of ¹�;Cºp , we shall set

uI D .ui1 ; : : : ; uip / (2.25)

and we denote also uI;j D uij , so that equivalently

uI D .uI;1; : : : ; uI;p/: (2.26)

Let us write (2.20) under the equivalent form

�
Dt � p.Dx/

�
uC D

2X
jD0

F 2j ŒaIuC; u��C

3X
jD0

F 3j ŒaIuC; u��; (2.27)
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where F 2j (resp. F 3j ) will be made of terms that are O.t�1/ (resp. O.t�
3
2 /) in L1 if

the bounds (2.12)–(2.14) hold true, and are given by the following:
� Contribution depending only on a and not on u˙ are

F 20 ŒaIuC; u�� D F
2
0 Œa� D a.t/

2b.x;Dx/
�.�.x/Y 2/;

F 30 ŒaIuC; u�� D F
3
0 Œa� D

1

2
a.t/3b.x;Dx/

�.Y 3/:
(2.28)

� Contributions that are homogeneous of degree j > 0 in .uC; u�/ are given by the
following quantities, where if jI j D .i1; : : : ; ip/, we set jI j Dp and "I D i1 � � � ip:

F 2j ŒaIuC; u�� D a.t/
2�j

X
jI jDj

F 2j;I ŒuI �; j D 1; 2;

F 3j ŒaIuC; u�� D a.t/
3�j

X
jI jDj

F 3j;I ŒuI �; j D 1; 2; 3;
(2.29)

with linear terms in .uC; u�/

F 21;I ŒuI � D "Ib.x;Dx/
�
�
Y.x/�.x/b.x;Dx/p.Dx/

�1uI
�
;

F 31;I ŒuI � D
3

4
"Ib.x;Dx/

�
�
Y.x/2b.x;Dx/p.Dx/

�1uI
�
;

(2.30)

quadratic terms in .uC; u�/

F 22;I ŒuI � D
1

4
"Ib.x;Dx/

�

 
�.x/

2Y
`D1

b.x;Dx/p.Dx/
�1uI;`

!
;

F 32;I ŒuI � D
3

8
"Ib.x;Dx/

�

 
Y.x/

2Y
`D1

b.x;Dx/p.Dx/
�1uI;`

!
;

(2.31)

and a cubic term in .uC; u�/

F 33;I ŒuI � D
1

16
"Ib.x;Dx/

�

 
3Y
`D1

b.x;Dx/p.Dx/
�1uI;`

!
: (2.32)

Notice that since � and Y are odd, as well as u˙, and b.x;Dx/ preserves odd
functions, F 2j ; F

3
j are odd functions.

Let us write now the first equation in (2.9) in terms of a; uC; u�. We define

aC.t/ D
�
Dt C

p
3

2

�
a; a�.t/ D

�
Dt �

p
3

2

�
a D �NaC (2.33)

so that a D
p
3
3
.aC � a�/ and we rewrite the first equation (2.9) as�
Dt �

p
3

2

�
aC D

2X
jD0

.aC � a�/
2�j

ĵ ŒuC; u��

C

3X
jD0

.aC � a�/
3�j�j ŒuC; u��;

(2.34)
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where the terms independent of u˙ are

ˆ0 D
1

3
hY; �Y 2i;

�0 D

p
3

18
hY; Y 3i

(2.35)

and for j � 1,
ĵ ŒuC; u�� D

X
jI jDj

ĵ;I ŒuI �;

�j ŒuC; u�� D
X
jI jDj

�j;I ŒuI �
(2.36)

with linear expressions

ˆ1;I ŒuI � D

p
3

3
"I
˝
Y; Y�b.x;Dx/p.Dx/

�1uI
˛
;

�1;I ŒuI � D
1

4
"I
˝
Y; Y 2b.x;Dx/p.Dx/

�1uI
˛
;

(2.37)

quadratic expressions

ˆ2;I ŒuI � D
1

4
"I

�
Y; �

2Y
`D1

b.x;Dx/p.Dx/
�1uI;`

�
;

�2;I ŒuI � D

p
3

8
"I

�
Y; Y

2Y
`D1

b.x;Dx/p.Dx/
�1uI;`

�
;

(2.38)

and cubic quantities

�3;I ŒuI � D
1

16
"I

�
Y;

3Y
`D1

b.x;Dx/p.Dx/
�1uI;`

�
: (2.39)

We shall study from now on system (2.27), (2.34) with initial data at t D 1. Accord-
ing to (2.24), (2.21), (2.22), (2.33) and the fact that by (2.8), a.1/ D h"'0; Y i and
@ta.1/ D h"'1; Y i, with '0; '1 satisfying (2.10), we may assume

uCjtD1 D "uC;0; aCjtD1 D "aC;0; (2.40)

where uC;0 is a complex-valued odd function in H s.R;C/ satisfying

kuC;0k
2
H s C kxuC;0k

2
L2
� C 20 ;

jaC;0j � C
2
0

(2.41)

for some fixed constant C0.
In the following sections, we shall describe the main steps of the method of proof

of our main result.
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2.3 Step 1: Writing of the system from multilinear operators

In Section 2.2, we have reduced (2.9) to the system made of equations (2.27) and
(2.34). One may rewrite (2.27) on a more synthetic way as�

Dt � p.Dx/
�
uC D F

2
0 Œa�C F

3
0 Œa�C

X
2�jI j�3

Op.m0;I /ŒuI �

C a.t/
X

1�jI j�2

Op.m01;I /ŒuI �

C a.t/2
X
jI jD1

Op.m02;I /ŒuI �

(2.42)

with the following notation: The term F 20 Œa� (resp. F 30 Œa�) is the quadratic (resp.
cubic) contribution in a obtained settingw D 0 on the right-hand side of (2.27). It has
structure a.t/2Z2 (resp. a.t/3Z3) for some �.R/-function Z2 (resp. Z3). The other
terms on the right-hand side of (2.42) are expressed in terms of multilinear opera-
tors Op.m/.u1; : : : ; up/, defined if m.x; �1; : : : ; �p/ is a smooth function satisfying
convenient estimates, as

Op.m/.u1; : : : ; up/ D
1

.2�/p

Z
eix.�1C���C�p/m.x; �1; : : : ; �p/

�

pY
jD1

Ouj .�j / d�1 � � � d�p:

(2.43)

On the right-hand side of (2.42), we denote by I p-tuples I D .i1; : : : ; ip/ where
i` D ˙ and set jI j D p. Then uI stands for a p-tuple uI D .ui1 ; : : : ; uip / whose
components are equal to uC or u� defined in (2.24). The symbols m0;I , m01;I , m02;I
are functions of .x; �1; : : : ; �p/ with p D jI j. We do not write explicitly in this pre-
sentation of the proof the estimates that are assumed on these functions and their
derivatives: we refer to Definition 3.1.1 below and to Appendix B for the precise
description of the classes of symbols we consider. Let us just say that symbols m0;I
are bounded in x, while their @x-derivatives are rapidly decaying in x. This comes
from the fact that the symbol b.x; �/ and the functions �; Y in (2.20) satisfy such
properties. On the other hand, symbols m01;I ; m

0
2;I (and more generally any symbol

that we shall denote as m0 in what follows) decay rapidly in x even without taking
derivatives. It turns out that operators with decaying symbol in x acting on functions
we shall introduce below will give quantities with a better time decay than operators
associated to non-decaying symbols.

2.4 Step 2: First quadratic normal form

The goal of the whole paper is to obtain energy estimates for the solution uC to (2.27)
and aC to (2.34).
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As we have seen in Section 1.6 of the Introduction, the first thing to do in order
to get Sobolev estimates for an equation like (2.27) is to eliminate the quadratic
contributions

P
jI jD2 Op.m0;I /ŒuI �. We do that through a “time normal form” à la

Shatah [76] and Simon and Taflin [77] (see also for one-dimensional Klein–Gordon
equations Moriyama, Tonegawa and Tsutsumi [71], Moriyama [70], Hayashi and
Naumkin [39] and the very recent works of Germain and Pusateri [33], of Lindblad,
Lührmann and Soffer [60] and of Lindblad, Lührmann, Schlag and Soffer [59]). Actu-
ally, we construct new symbols . Qm0;I /jI jD2 such that�

Dt � p.Dx/
��
uC �

X
jI jD2

Op. Qm0;I /ŒuI �
�

D F 20 Œa�C F
3
0 Œa�C

X
3�jI j�4

Op.m0;I /ŒuI �C
X
jI jD2

Op.m00;I /ŒuI �

C

3X
jD1

a.t/j
X

1�jI j�4�j

Op.m0j;I /ŒuI �;

(2.44)

where on the right-hand side, we eliminated the quadratic contributions Op.m0;I/ŒuI �,
but made appear new quadratic terms Op.m00;I /ŒuI � given in terms of new sym-
bols m00;I that decay rapidly when x goes to infinity. These corrections come from
the fact that, at the difference with a usual normal form method where one elim-
inates quadratic expressions like (2.43) with p D 2 and a symbol m.�1; �2/ inde-
pendent of x, we have here to cope with symbols m.x; �1; �2/. This x dependence
makes appear some commutator, given essentially in terms of Op.@m

@x
.x; �1; �2//, with

a symbol rapidly decaying in x. These commutators are the new quadratic terms
Op.m00;I /ŒuI � on the right-hand side of (2.44). As already mentioned, such expres-
sions will have better time decay estimates than the quadratic expressions given by
non-space decaying symbols that we have eliminated, and are actually better than
most remaining terms on the right-hand side of (2.44). They are not completely neg-
ligible, but will be treated only at the end of the reasoning.

2.5 Step 3: Approximate solution

Our general strategy is to define from the solution uC of (2.44) a new unknown QuC
that would satisfy similar estimates as those of the bootstrap (1.39) of the introduc-
tion. More precisely, we aim at constructing a new unknown QuC for which we could
get, for t 2 Œ1; "�4Cc� with c > 0 given, bounds of the following form:

k QuC.t; � /kH s D O."t
ı/; (2.45)

kLC QuC.t; � /kL2 D O
�
."2
p
t /� t

1
4

�
; (2.46)

k QuC.t; � /kW �;1 D O
� ."2pt /� 0
p
t

�
; (2.47)
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where ı > 0 is small, � 0 < � < 1
2

with � 0 close to 1
2

, s � �� 1, and where we
denoted kwkW �;1 D khDxi

�wkL1 . The first estimate (2.45) is the one that would
follow by energy inequality for the solution of (1.32), assuming that (2.47) holds
(since, for t � "�4Cc , (2.47) implies a bound in c."/t�

1
2 , with c."/ going to zero

when " goes to zero). In the same way, assuming (2.47) and assuming that QuC solves
an equation of the form (1.26) with p D 1, one could bootstrap a bound of the
form (2.46). Finally, an estimate of the form (2.47) will have to be deduced from
(2.46) constructing from the PDE solved by QuC an ODE with remainder term con-
trolled from (2.46).

Of course, the right-hand side of (2.44) is far from having the nice structure of the
one of (1.32), and this is why we shall have to modify the unknown uC in order to
eliminate all bad terms on the right-hand side of (2.44). In Chapter 4 of the paper we
shall get rid of the contributions F 20 Œa�, F

3
0 Œa�. These functions are bounded as well

as their space derivatives by t�1hxi�N for any N . Clearly, if we make act LC on
them and compute the L2 norm, we shall get anO.1/ quantity. If we were integrating
such a bound, we would deduce that kLCuC.t; � /kL2 D O.t/, a much worse estimate
than the one (2.46) we want. We shall thus remove from uC the solution of the linear
equation with force terms F 20 Œa�C F

3
0 Œa�, i.e. we shall solve�

Dt � p.Dx/
�
U D F 20 Œa�C F

3
0 Œa�;

U jtD1 D 0
(2.48)

and then make the difference between (2.44) and (2.48) in order to eliminate F 20 Œa�
and F 30 Œa� from the right-hand side of the new equation obtained in that way. Actually,
one needs to take also into account at this stage bilinear terms in .a; u/ in (2.44). We
thus construct in Proposition 4.1.2 an approximate solution uapp

C of�
Dt � p.Dx/

�
u

app
C D F

2
0 .a

app/C F 30 .a
app/

C aapp
X
jI jD1

Op.m01;I /.u
app
I /C remainder;

u
app
C jtD1 D 0;

(2.49)

where aapp is some approximation of the function a.t/ solving the first equation (2.9).
Let us explain what are the bounds satisfied by the approximate solution uapp

C of
equation (2.49) that we obtain in Proposition 4.1.2 using the results of Appendix C.
We decompose uapp

C D u
0app
C C u

00app
C . The term u0

app
C satisfies the kind of estimates

we aim at proving, namely (2.45)–(2.47) (and actually slightly better ones) for times
t D O."�4Cc/. On the other hand, inequalities (2.45) and (2.47) hold for u00app

C (and
even actually slightly better ones), but LCu00

app
C does not verify (2.46). On the other

hand, LCu00
app
C obeys good estimates in L1 norms, of the form

kLCu
00app
C kW r;1 D O

�
log.1C t / log.1C "2t /

�
(2.50)

that will allow us to estimate conveniently nonlinear terms containing u00app
C . Let us

stress that the limitation of our main result to times O."�4/ comes from the degen-
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eracy of bound (2.46) for LCu0
app
C when t becomes larger than "�4. We do not claim

that, in such a regime, an estimate of the form (2.46) would be optimal. But we remark
that in the construction of u0app

C made from the results of Appendix C, the main contri-
bution comes from quantities that have pretty explicit bounds: see Proposition C.1.4
and in particular bound (C.40) with ! D 1 (that gives the main contribution to u0app

C )
and (C.42) with ! D 1 (that gives the main contribution to LCu0

app
C ). If we extrap-

olate estimate (C.40) for t � "�4 (which is of course not legitimate, as we prove it
only for times O."�4/), we see that outside a conical neighborhood of the two lines
x D ˙t

p
2=3, an estimate of ju0app

C .t; x/j in O."2t�
1
2 / would hold. On the other

hand, along these two lines, a degeneracy happens, and we do not expect to be able
to prove that, for t � "�4, ju0app

C .t;˙t
p
2=3/j

p
t remains small (or even bounded).

Because of that, we do not hope to push estimates of the form (2.45)–(2.47) for such
times, without taking into account first some extra corrections. In particular, going
back to (1.105), we do not expect anO.t�

1
2 / bound for jPac'.t; x/j along these lines.

Notice that such a phenomenon cannot be detected using weighted space esti-
mates an in [56]: actually, along the lines x D ˙t

p
2=3, a space decaying weight is

also time decaying and kills bad bounds of u0app
C along these lines. We shall comment

more extensively on that issue in Section 2.10 below.
In addition to the proof of estimates of the form (2.45)–(2.47), we need, in order

to obtain (1.105), to study the solution of the first equation (2.9). We do that in Sec-
tion 4.2 of Chapter 4. Setting

aC.t/ D
�
Dt C

p
3

2

�
a; a�.t/ D

�
Dt �

p
3

2

�
a D �NaC;

the first equation (2.9) may be rewritten as

�
Dt �

p
3

2

�
aC D

2X
jD0

.aC � a�/
2�j

ĵ ŒuC; u��

C

3X
jD0

.aC � a�/
3�j�j ŒuC; u��;

(2.51)

where ĵ ; �j are expressions in the solution uC to (2.42) or (2.44). The goal of
Section 4.2 is to uncover the structure of aC. We write

aC.t/ D a
app
C .t/CO

�
"3.1C t "2/�

3
2

�
;

where aapp
C .t/ has structure (4.97), that implies in particular

a
app
C .t/ D e

it
p
3
2 g.t/Cmore decaying terms: (2.52)

The main goal of Section 4.2 is to prove by bootstrap that g.t/ satisfies bounds

jg.t/j D O.".1C t "2/�
1
2 /; j@tg.t/j D O.t

� 32 /: (2.53)
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(Actually, we get more precise bounds for @tg: see (4.99)). These bounds are obtained
showing that (2.51) implies that g satisfies an ODE

Dtg.t/ D
�
˛ � i

p
6

18
OY2.
p
2/2
�
jg.t/j2g.t/C remainder; (2.54)

where Y2 is some explicit function in �.R/ and ˛ is real. The coefficient of the cubic
term on the right-hand side comes from some of the terms on the right-hand side
of (2.51) where we replace u˙ by the approximate solution uapp

C determined in Sec-
tion 4.1. The main contribution to uapp

C , integrated against an �.R/ function, may be
computed explicitly in terms of g (see Proposition 4.1.3), and brings the right-hand
side of (2.54). The key point in that equation is that OY2.

p
2/2 < 0. This implies that

g satisfies bounds (2.53) for t � 1 if g.1/ D O."/. The inequality OY2.
p
2/2 < 0 is

nothing but Fermi’s golden rule. Actually, OY2.
p
2/2 � 0 holds trivially and the key

point is to check that OY2.
p
2/ ¤ 0. This reduces to showing that some explicit inte-

gral is non-zero. Kowalczyk, Martel and Muñoz checked that numerically in [56]. In
Appendix G, we compute explicitly this integral by residues.

2.6 Step 4: Reduced form of dispersive equation

The goal of this step is to rewrite equation (2.44) in terms of a new unknown QuC that
will satisfy estimates (2.45)–(2.47). We define

QuC D uC �
X
jI jD2

Op. Qm0;I /.uI / � u0
app
C � u

00app
C ; (2.55)

and set Qu� D �QuC. Making the difference between (2.44) and (2.49), we show in
Section 5.2 (see Proposition 5.2.1) that QuC satisfies�
Dt � p.Dx/

�
QuC D

X
3�jI j�4; ID.I 0;I 00/

Op. QmI /. QuI 0 ; u
app
I 00 /

C

X
jI jD2; ID.I 0;I 00/

Op.m00;I /. QuI 0 ; u
app
I 00 /

C aapp.t/
X
jI jD1

Op.m01;I /. QuI /

C
1

3

�
eit
p
3
2 g.t/C e�it

p
3
2 g.t/

�2 X
jI jD1

Op.m00;I /. QuI /

C remainder;

(2.56)

where:
� For 3 � jI j � 4, QmI are symbols QmI .x; �1; : : : ; �p/, p D jI j D jI 0jCjI 00jwhich

are O.1/ as functions of x, but O.hxi�1/ if one takes at least one @x-derivative.
� For 1 � jI j � 2,m00;I ,m01;I are symbols that areO.hxi�1/, even without taking

any derivative.
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� Function of time g has been introduced in (2.52) and gives the principal term in
the expansion of aapp

C .t/ or aC.t/.
� Function aapp.t/ D

p
3
3
.a

app
C .t/ � a

app
� .t//, where

a
app
C .t/ D e

it
p
3
2 g.t/C !2e

it
p
3g.t/2 C !0jg.t/j

2
C !�2e

�it
p
3g.t/

2
(2.57)

with convenient constants !2; !0; !�2 and aapp
� .t/ D �a

app
C .t/.

We cannot derive directly from equation (2.56) estimate (2.46) for QuC, as the
right-hand side of (2.56) has not the nice structure (1.32). Before applying an energy
method, we shall have to use several normal forms in order to reduce ourselves to
such a nice nonlinearity. As a preparation to that step, we show in Corollary 5.2.3 that
(2.56) may be rewritten under the following equivalent form:

�
Dt � p.Dx/

�
QuC �

2X
jD�2

eitj
p
3
2 Op.b0j;C/ QuC �

2X
jD�2

eitj
p
3
2 Op.b0j;�/ Qu�

D

X
3�jI j�4; ID.I 0;I 00/

Op. QmI /. QuI 0 ; u
app
I 00 /C

X
jI jD2

Op.m00;I /. QuI /

C

X
ID.I 0;I 00/; jI 0jDjI 00jD1

Op.m00;I /. QuI 0 ; u
0app;1
I 00 /

C

X
jI jD2

Op.m00;I /.u
0app;1
I /C remainder;

(2.58)

where, in comparison with (2.56), all linear terms in QuC; Qu� have been sent to the left-
hand side, and are expressed from symbols b0j;˙.t; x; �/ that are rapidly decaying in x
at infinity. Moreover, on the right-hand side, we still use the convention of denoting
by m00;I symbols rapidly decaying in x, while QmI are O.1/ in x, with @x-derivatives
rapidly decaying in x. Furthermore, in the last two sums in (2.58), we replaced u0app

by u0app;1, which is actually the main contribution (in terms of time decay) to u0app.
If we set Qu D Œ QuC

Qu�
�, we may rewrite (2.58) as a system of the form�

Dt � P0 � V
�
Qu DM3. Qu; u

app/CM4. Qu; u
app/

CM02. Qu; u
0app;1/C remainder;

(2.59)

where

P0 D

�
p.Dx/ 0

0 �p.Dx/

�
;

V is a 2 � 2 matrix of operators of the form

V D

2X
jD�2

eijt
p
3
2 Op.M 0j .t; x; �// (2.60)

with M 0j 2 � 2 matrix of symbols whose entries are given in terms of the b0j;˙ in
(2.58), and where the 2-vectors M3 (resp. M4, resp. M02) come from the cubic (resp.
quartic, resp. quadratic) terms on the right-hand side of (2.58).



Step 5: Normal forms 43

To obtain the wanted estimates (2.45) and (2.46) for QuC, we have next to reduce
(2.59) to an equation essentially of the form (1.32). This is the object of Step 5 of
the proof.

2.7 Step 5: Normal forms

Equation (2.59) has not structure of the form (1.32), in that sense that if we make act

L D

�
LC 0

0 L�

�
;

with L� D x � tp0.Dx/, first L does not commute to the potential term V , and
second the action of L on the nonlinearities on the right-hand side does not give
quantities whoseL2 norm isO.k Quk2L1kL QukL2/ (which is essentially necessary if we
want to get (2.46) by energy estimates). To cope with the lack of commutation of L
with V , we shall construct a wave operator and use it to eliminate V by conjugation
of the equation. This is similar to what has been done to pass from the second equa-
tion (2.9), that was involving the potential 2V.x/ to equation (2.17), where there was
no longer any potential. The difference here is that V given by (2.60) is time depen-
dent (with O.t�

1
2 / decay). We thus cannot rely on existing references, and have to

construct by hand operators B.t/; C.t/ (depending on time) such that

C.t/
�
Dt � P0 � V

�
D .Dt � P0/C.t/: (2.61)

In that way, if Qu solves (2.59), then C.t/ Qu solves the new equation without potential

.Dt � P0/C.t/ Qu D C.t/M3. Qu; u
app/C C.t/M4. Qu; u

app/

C C.t/M02. Qu; u
0app;1/C remainder

(2.62)

(see Proposition 6.1.2). Moreover, since we want to pass from an L2 bound on L Qu to
an L2 bound on LC.t/ Qu and conversely, we need to relate L ı C.t/ and L, proving
that

L ı C.t/ D QC.t/ ı LC QC1.t/; (2.63)

where QC.t/ is bounded on L2 uniformly in t and QC1.t/ is bounded with a small
time growth when t goes to infinity. The construction of operator C.t/ is made in
Appendix E by a pretty standard series expansion. We notice however that we need
to use in that construction the fact that we are dealing with odd functions Qu.

Once reduced to (2.62), we still have to handle those nonlinear terms on the right-
hand side that do not have a structure of the form (1.32), i.e. we have to cope with
nonlinearities that have the same structure as in the model (1.68) of Section 1.6 of the
introduction. We have seen there that this problem may be solved using “space-time
normal forms”. We shall follow essentially the approach of [20], already described in
Section 1.6 of the introduction, that we have to adapt to the more general operators
M3;M4 on the right-hand side of (2.62). Remark that the components of the vectors
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M3;M4 are, according to (2.58), given by expressions Op. Qm/. Qu˙; : : : ; u
app
˙
/, where

Qm.x; �1; : : : ; �p/ is a symbol that is O.1/ when jxj goes to infinity, but O.hxi�1/ if
one takes at least one @x-derivative. We have to distinguish between to type of terms,
the characteristic and the non-characteristic ones. The former correspond to the case
when, among the p arguments of Op. Qm/. Qu˙; : : : ; u

app
˙
/, pC1

2
are equal to QuC or uapp

C

and p�1
2

are equal to Qu� or uapp
� .

In the case of simple monomial nonlinearities, example of characteristic terms
are given by the right-hand side juCj2uC of (1.32), which, when making act LC on
it, may be estimated in L2 by kuC.t; � /k2L1kLCuC.t; � /kL2 . If Qm were independent
of x, the same would hold for the action of the operator LC on any characteris-
tic term like Op. Qm/. Qu˙; : : : ; Qu˙/, as LCOp. Qm/. Qu˙; : : : ; Qu˙/ could be expressed
from Op. Qm/.L˙ Qu˙; : : : ; Qu˙/; : : : ;Op. Qm/. Qu˙; : : : ; L˙ Qu˙/. Using the boundedness
properties of Op. Qm/, one would then estimate the L2 norm of these quantities by
k Quk

p�1
L1 kL QukL2 . As p � 3, one could then obtain estimate (2.46) by energy inequal-

ity, as in (1.26). Since here Qm does depend on x, there is no exact commutation
relation in the characteristic case between Op. Qm/ and LC, as some commutators of
the form tOp.@x Qm/ have to be taken into account. It turns out that, because @x Qm is
rapidly decaying in x, and because Qu˙ is odd, ktOp. Qm/. Qu˙; : : : ; Qu˙/kL2 may be also
estimate by the right-hand side of (1.26). Actually, the kind of expressions one has to
cope with is morally of the form

tZ.x/
�
hDxi

�1
Qu˙
�3
; (2.64)

where Z is in �.R/ (This reflects the fact that @x Qm is rapidly decaying in x). Since
QuC is odd, we may write using the definition of LC D x C t DxhDxi

hDxi
�1
QuC D ix

Z 1

�1

� Dx
hDxi

QuC

�
.�x/ d�

D i
x

t

Z 1

�1

�
.LC QuC/.�x/ � �x QuC.�x/

�
d�:

(2.65)

The rapid decay of Z.x/ allows one to absorb the powers of x on the right-hand side
of (2.65), and to estimate the L2 norm of (2.64) by

C
�
kLC QuCkL2 C k QuCkL2

�
k QuCk

2
L1 ;

i.e. by the right-hand side of (1.26) with p D 1. Similar arguments apply when the
factors Qu˙ are replaced by uapp

˙
.

The above reasoning disposes of the characteristic components in Mj . Qu; u
app/ in

(2.62). The non-characteristic ones are for instance of the form Op. Qm/. QuC; : : : ; QuC/
and we no longer have an approximate commutation property of LC with such oper-
ators. These terms have thus to be eliminated by a space-time normal form. We con-
struct in Proposition 6.2.1, using the results of Appendix F, operators OMj , j D 3; 4,
such that

.Dt � P0/ OMj . Qu; u
app/ DMj . Qu; u

app/nch C remainder; (2.66)
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where Mj . Qu; u
app/nch denotes the non-characteristic contributions to Mj . Qu; u

app/ on
the right-hand side of (2.62). Actually, M4. Qu; u

app/nch DM4. Qu; u
app/ as only M3

contains characteristic components. In that way, we deduce from (2.62) that

.Dt � P0/
�
C.t/

�
Qu � OM3. Qu; u

app/ � OM4. Qu; u
app/

��
D C.t/M02. Qu; u

0app;1/CR;
(2.67)

where the remainder R satisfies bounds of the form

kLCRkL2 D O
�
k QuCk

2
L1kLC QuCkL2

�
as on the right-hand side of (1.26) with p D 1. Notice that to deduce (2.67) from
(2.66), we have to compare .Dt � P0/C.t/ OMj and C.t/.Dt � P0/ OMj which by
(2.61) makes appear a term C.t/V OMj , but the time and space decay of operator V

allows one to show that such errors form part of the remainder R in (2.67).
One has still on the right-hand side of (2.67) term C.t/M02. Qu; u

0app;1/. Again M02
may be expressed in terms of quantities Op.m0/. Qu˙; Qu˙/ (and similar ones with Qu˙
replaced by u0app;1

˙
), so that one may gain some time decay using expressions of the

form (2.65), but as this term is just quadratic, this gain is not sufficient to include
C.t/M02 into R in (2.67). As C.t/ � Id has some time decay, one may prove though
that .C.t/ � Id/M02 is a remainder, but the expression M02. Qu; u

0app;1/ still needs to
be eliminated from the right-hand side of (2.67). We do that in Proposition 6.2.4 of
Chapter 6, using results of Appendix F. Actually, a quantity like Op.m0/. Qu˙; Qu˙/
may be expressed, using the x-rapid decay of m0 and the oddness of Qu˙, as a sum of
expressions of the form

t�2K
�
L
`1
˙
Qu˙; L

`2
˙
Qu˙/; 0 � `1; `2 � 1; (2.68)

where K is an operator of form

3K.f1; f2/.�0/ D
Z
k.�0; �1; �2/ Of1.�1/ Of .�2/ d�1 d�2; (2.69)

where the kernel k has rapid decay in h�0 � �1 � �2i. An operator of form (2.68)
slightly misses bounds in O.t�1kLC QuCkL2/ when we make act on it L˙ and take
the L2 norm. But it does satisfy such estimates if we cut-off k in (2.69) on a domain
j˙h�0i ˙ h�1i ˙ h�2ij � ct

� 12 . Consequently, one may assume that in (2.69), k is
supported for j˙h�0i ˙ h�1i ˙ h�2ij � ct�

1
2 . This extra cut-off allows to construct by

normal forms a quadratic term OM02. Qu; u
0app;1/ such that

.Dt � P0/ OM
0
2. Qu; u

0app;1/ DM02. Qu; u
0app;1/C remainder:

Subtracting this equation from (2.67), one gets finally

.Dt � P0/ Vu D OR (2.70)
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where

Vu D C.t/

�
Qu �

4X
jD3

OMj . Qu; u
app/

�
� OM02. Qu; u

0app;1/: (2.71)

and where OR will satisfy among other things essentially

kL OR.t; � /kL2 D O.t
�1
kLC QuCkL2/: (2.72)

2.8 Step 6: Bootstrap of L2 estimates

As seen above, the conclusion of the main theorem follows from the bootstrap of
estimates (2.45)–(2.47). In Chapter 7, we perform the bootstrap of (2.45) and (2.46),
assuming that (2.45)–(2.47) hold on some interval Œ1; T � with T � "�4Cc and show-
ing that (2.45)–(2.46) then actually hold with the implicit constant on the right-hand
side divided by 2 for instance. As we have seen, estimate (2.46) cannot be obtained
making act L directly on (2.59), as the action of L on the right-hand side of this
equation has bad upper bounds in L2. On the other hand, making act L on (2.70),
commuting it to Dt � P0 and using (2.72), one may obtain a bound of the form
(2.46) for kLC VuC.t; � /kL2 . Actually, to do so with an improved implicit constant,
one has to show that the right-hand side of (2.72) is o.t�1kLC QuCkL2/ instead of
just O.t�1kLC QuCkL2/, but this follows from the estimates we get if t � "�4Cc and
"� 1. The remaining thing to do is then to relate estimates for LC VuC in L2 and
estimates for LC QuC, i.e. to show that the action of LC on the OMj ; OM

0
2 terms in (2.71)

do not perturb significantly the a priori bound of the left-hand side. We do that in
Section 7.1 for OMj , j D 3; 4 and in Section 7.2 for OM02. In this Chapter 7, we also
check that the remainder OR in (2.70) satisfies (2.72). These estimates heavily rely
on the boundedness properties of the different multilinear operators we use, that are
discussed in Appendix D. Putting all of that together, we conclude the bootstrap for
estimates (2.45)–(2.46) in Proposition 7.3.7.

2.9 Step 7: Bootstrap of L1 estimates and end of proof

The only remaining step in order to conclude the proof of the main theorem is to
bootstrap bound (2.47). We do that in Chapter 8. We deduce from equation (2.56) sat-
isfied by QuC an ordinary differential equation. We proceed as in [1] for water waves,
with simplifications inspired by Ifrim and Tataru [45] (see also [20, 82]). If we write
equation (2.56) as .Dt � p.Dx// QuC D fC and if we define QuC; f C by

QuC.t; x/ D
1
p
t
QuC

�
t;
x

t

�
; fC.t; x/ D

1
p
t
f
C

�
t;
x

t

�
; (2.73)

we obtain �
Dt � OpW

h

�
x� C

p
1C �2

��
QuC D f C

; (2.74)
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where we used a Weyl semiclassical quantization, depending on the parameter h D 1
t
,

defined in general by

OpW
h .a.x; �// D

1

2�h

Z
ei.x�y/

�
h a
�x C y

2
; �
�
u.y/ dy d�: (2.75)

We decompose then QuC D Quƒ C Quƒc , where

Quƒ D OpW
h

�

�x C p0.�/
p
h

��
QuC (2.76)

with  in C10 .R/, equal to one close to zero and with small enough support. Then
Quƒ is localized close to the setƒ D ¹.x; �/ W x D �p0.�/º, i.e. close to ¹� D d'.x/º
if '.x/ D

p
1 � x2 is the phase of oscillations of solutions to linear Klein–Gordon

equations (after rescaling (2.73)). One sees that the L2 estimates (2.45)–(2.46) allow
one to get wanted bounds for the component Quƒc (see Proposition 8.1.1). On the other
hand, since Quƒ is microlocalized close to ƒ, in the term OpW

h .x� C
p
1C �2/ Quƒ

one may replace the symbol by its restriction to ƒ, up to remainders that are well
controlled thanks to the L2 estimates (2.45)–(2.46). This brings an ODE for Quƒ that
implies by integration the wanted bound (2.47). The end of Chapter 8 (Section 8.2)
puts together these estimates and those obtained in Section 4.2 for a.t/ in order to
close the bootstrap argument and prove the main conclusions (2.13) and (2.14).

2.10 Further comments

In the last section of the present chapter, we shall explain what is the difficulty in
order to go beyond the time limit "�4. Since this is much related to a phenomenon
extensively discussed in the two papers of Lindblad, Lührmann and Soffer [60] and
Lindblad, Lührmann, Schlag and Soffer [59], as well as in the work of Germain and
Pusateri [33], let us first recall some of the results of [60].

The authors of that paper consider an equation of the form�
Dt �

q
1CD2

x

�
u D �

1

2
hDxi

�1
�
˛. � /.uC Nu/2

�
(2.77)

on R�R, where ˛ is a smooth decaying function (say ˛ 2 �.R/, even if their assump-
tions are weaker), satisfying Ǫ .

p
3/ ¤ 0 or Ǫ .�

p
3/ ¤ 0. They prove that if (2.77) is

supplemented by an initial data u0 satisfying " D khxi2u0kH4 � 1, then the solution
to (2.77) may be decomposed as a sum

u.t; � / D ufree.t; x/C umod.t; x/; (2.78)

where ufree satisfies the same dispersive estimates as a solution a linear Klein–Gordon
equation, namely kufree.t; � /kL1 D O."t

� 12 / when t goes to C1, and where umod

obeys only the weaker dispersive estimate

kumod.t; � /kL1 D O
�
"2

log t
p
t

�
(2.79)
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(see [60, Theorem 1.1] and in particular formulas (1.12) and (1.15)). Moreover, the
logarithmic loss that appears on the right-hand side of (2.79), in comparison with the
decay of linear solution, in unavoidable. Actually, Lindblad, Lührmann and Soffer
show that along the rays xD˙

p
3t=2, umod.t;˙

p
3t=2/ behaves when t goes toC1

as
a20
p
8
ei
�
4 ei

t
2 Ǫ .�

p
3/

log t
p
t

(2.80)

for some complex coefficient a0 D O."/. (See [60, (1.15)] and (1.16) of the same
paper for an explicit expression of a0 in terms of the solution u to (2.77)). On the
other hand, outside a conical neighborhood of these two rays, umod has an "2t�

1
2

bound, without any logarithmic loss. In order to relate this with the obstacle that pre-
vents us from going above time "�4 in our own result, let us recall the argument of
the introduction of [60] that explains heuristically the appearance of the logarithmic
factor in (2.80). The idea is that, since ˛.x/ on the right-hand side of (2.77) is decay-
ing when x goes to infinity, one may replace there u.t; x/ by u.t; 0/, up to terms that
are expected to have a stronger time decay. In that way, an approximation of (2.77) is�

Dt �

q
1CD2

x

�
u D �

1

2
hDxi

�1
�
˛.x/

�
u.t; 0/C Nu.t; 0/

�2�
: (2.81)

A second approximation (that is justified a posteriori) is to assume that u.t; 0/ will
have the same asymptotic behavior as a solution to a linear Klein–Gordon equation
restricted to x D 0 when t goes to infinity. This allows one to replace in (2.81) u.t; 0/
by " e

it
p
t
, so that umod will be essentially the solution to�
Dt �

q
1CD2

x

�
umod D �

"2

2t

�
hDxi

�1˛
��
e2it C 2C e�2it

�
: (2.82)

If more generally one considers an equation of the form�
Dt �

q
1CD2

x

�
u D

1

t
Y.x/ei�t (2.83)

with Y in �.R/ (or at least smooth enough and decaying enough at infinity), one may
rewrite (2.83) as an equation for u�.t; x/ D e�i�tu.t; x/ of the form�

Dt C � �

q
1CD2

x

�
u� D

1

t
Y.x/: (2.84)

If � < 1, the operator
p
1CD2

x � � is elliptic and the solution to (2.84) will be
O.t�

1
2 / in L1 when t goes to infinity: This may be seen using Duhamel formula and

integrating by parts, or equivalently defining

w� D u� C
�q
1CD2

x � �
��1

.t�1Y.x// (2.85)

that satisfies a new equation�
Dt C � �

q
1CD2

x

�
w� D

1

t2
QY .x/; (2.86)
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where QY is some new �.R/ function and the new right-hand side is time integrable.
Because of that, the solution to (2.86) will have the same dispersive time decay rate
as a solution to a linear Klein–Gordon equation, i.e. will be O.t�

1
2 / in L1. This is

what happens for the last two terms on the right-hand side of (2.82). On the other
hand, for the first one, one gets an equation of the form (2.83), (2.84) with � D 2, so
that the symbol

p
1C �2 � 2 vanishes at � D ˙

p
3. In this case, the analysis of the

solution to (2.86) expressed from Duhamel formula and Fourier transform shows that
an asymptotic behavior of the form (2.80) holds along the two rays x D ˙t

p
3
2

.
The logarithmic loss displayed in (2.80) seems incompatible with the known

methods used to study global existence and asymptotic behavior for Klein–Gordon
equations of the form (1.21) or (2.77) if we no longer assume that ˛. � / is decaying at
infinity. Actually, [60, Theorem 1.1] as well as [59, Theorem 1.1], uses in an essential
way the fact that the space decay of this coefficient will provide, along the rays over
which (2.80) holds, a time decay that will compensate the logarithmic loss.

Another situation when asymptotic behavior may be obtained for the solution
of a problem of the form (2.77), including with nonlinearities involving terms like
.uC Nu/2, .uC Nu/3 (without space decaying pre-factors), appears if the bad term (2.80)
vanishes. This happens for the non-resonant case Ǫ .

p
3/ D Ǫ .�

p
3/ D 0 treated in

[60, Theorem 1.6] and [59, Theorem 1.1], when one recovers the same asymptotics
as those holding true for equations of the form (2.77) with the function ˛ replaced by
a constant.

The second case when (2.80) vanishes is when a0 D 0. This happens for instance
when ˛ is an odd function and the initial condition in (2.77) is also odd (see (2.81)
where the right-hand side vanishes for odd functions u, so that the contributions
coming from (2.82) that were responsible of the bad term (2.80) disappear). Such
a situation is studied by Germain and Pusateri [33], in a more general framework.
They consider equations of the form�

@2t � @
2
x C V.x/Cm

2
�
u D a.x/u2; (2.87)

where a.x/ is a smooth function that has different limits at C1 and �1 and V.x/
an �.R/ potential that has no bound state. They prove a decay estimate for the solu-
tion in O.t�

1
2 / when time goes to infinity, under some orthogonality assumption on

the solution. This assumption always holds for generic potentials, and in the case
of exceptional ones (like the zero potential), it holds under evenness or oddness
conditions on V; a and the initial data. One of the key ingredients in the proof of
[33, Theorem 1.1] is again related to the fact that a bad frequency ˙

p
3 appears.

Actually, it shows up when one tries to perform a variable coefficients normal form.
In order to overcome this difficulty, the authors introduce functional spaces, involv-
ing dyadic Fourier cut-offs close to the bad frequencies, and measuring the (distorted)
Fourier transform of the solution in such spaces.

Let us go back to the problem we study in this book, and in particular to the lim-
itation of our result to times O."�4/. We already discussed this issue in Section 2.5
after the introduction of the approximate solution in (2.49). Here, we want to explain
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how the problem we encounter to go beyond time "�4 might be related to some of
the works we just described, namely the possible appearance of some extra logarithm
in pointwise estimates of the solution along two rays, as in (2.80). Remark first that
we are dealing only with odd solutions. As already noticed, this implies that the coef-
ficient a0 in (2.80) vanishes, so that a solution of a problem of the form (2.77) has
O.t�

1
2 / L1 estimates. The point is that, in our problem, we do not study an equation

of the form (2.77) or (2.87), but a coupling between a PDE and an ODE, namely sys-
tem (2.11) or equivalently, a coupling between the PDE (2.27) and the ODE (2.34).
Because of that, our PDE contains a source term given by (2.28), involving expres-
sions of the form

a.t/2Y2.x/; a.t/
3Y3.x/; (2.88)

where Y2; Y3 are �.R/ functions and a.t/, solution of the ODE, has an oscillatory
behavior of the form

"
p
1C t "2

e˙it
p
3
2 : (2.89)

When plugged in (2.88), this shows that our PDE will contain a source term that
has a similar structure as the right-hand side of (2.82), with oscillating terms e˙it

p
3

instead of e˙2it and pre-factor "2

1Ct"2
instead of "2

t
(for the quadratic contribution

coming from (2.88)). Because of that, and by analogy with the study of [60], we may
expect that the solution to our PDE contains contributions that might grow as log t

p
t

when t goes to infinity.
In this book, we prove that such a possible growth does not happen before at least

time "�4C0. Let us return to the discussion on that issue that we started in Section 2.5.
We introduced in (2.49) a solution uapp

C of a linear equation with source terms that
are essentially of the form (2.88) (forgetting the second line of the first equation
in (2.49)). If we retain only the quadratic term a.t/2Y2 in (2.88), and use (2.89),
this means that we have to solve essentially an equation of the form�

Dt �

q
1CD2

x

�
U D

"2

1C t "2
e˙it

p
3M.x/ (2.90)

for some function M in �.R/ and zero initial data at t D 1. This is an equation
of the form (2.83), and as we have seen after (2.84), the delicate case is the one
corresponding to the phase t

p
3 in the exponential, so that in the sequel we discuss

only (2.90) with signC. ThenU is one of the contribution to the approximate solution
u

app
C of (2.49), and we decompose it as U D U 0 C U 00 with essentially

U 0.t; x/ D i

Z pt
1

ei.t��/
p
1CD2xCit

p
3M. � /

"2 d�

1C �"2
; (2.91)

U 00.t; x/ D i

Z t

p
t

ei.t��/
p
1CD2xCit

p
3M. � /

"2 d�

1C �"2
: (2.92)

This decomposition corresponds to uapp
C D u

0app
C C u

00app
C introduced before (2.50) in

Section 2.5, and we may prove some good L1 estimate for LCU 00 (see (2.50)) and
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some good L2 estimate for LCU 0 (of the form (2.46)) for times t D O."�4C0/. This
last L2 bound degenerates when t goes to "�4, and actually so does the pointwise
estimate of U 0 that is obtained in Appendix C (see (C.40) with ! D 1). We obtain
there for U 0 a pointwise bound in

."2
p
t /

p
t

�
t
1
2

�x
t
˙

r
2

3

���1
: (2.93)

Outside a conical neighborhood of the rays x D �t
p
2=3, (2.93) reduces to an "2t�

1
2

decay (whatever the value of t ). On the other hand, along the lines x D �t
p
2=3, we

just get a bound in ."2
p
t /=
p
t , that provides an O.t�

1
2 / decay only for t D O."�4/.

Past such a time, estimate (2.93) will no longer remain valid and, at the light of the
results of [60] concerning (2.77) and [59], one may not exclude that some log t=

p
t

behavior might hold along the two preceding rays. Since, unlike in (2.77), we no not
have just nonlinearities involving rapidly space decaying coefficients, we do not know
how such contributions might be handled in the nonlinear problem.





Chapter 3

First quadratic normal form

In Section 2.2 of the preceding chapter, we have introduced an evolution equation
(2.27) for a function uC. This equation is of the type of (1.58) in the introduction,
except that its nonlinearity is non-local (see (2.31) and (2.32)). In this chapter, we
shall express these nonlinearities in terms of multilinear operators, that are a special
case of classes introduced in Appendix B. This will give us a general framework that
will be stable under the reductions we shall have to perform.

The nonlinearity in our equation contains quadratic terms. We have already
explained in Section 1.6 of the introduction that such terms have to be eliminated
by normal form. This is the goal of Section 3.2 of this chapter, following the guide-
lines explained in Section 2.4 of Chapter 2.

3.1 Expression of the equation from multilinear operators

Let us define the classes of multilinear operators we shall use. They are special cases
of the operators introduced in Appendix B, that will be useful in the rest of the paper.
We introduce in this section only the subclasses we need in Chapter 3.

In this chapter, an order function on Rp is a function from Rp to RC such that
there is some N0 2 N so that, for any .�1; : : : ; �p/; .� 01; : : : ; �

0
p/ 2 Rp ,

M.� 01; : : : ; �
0
p/ � C

pY
jD1

h�j � �
0
j i
N0M.�1; : : : ; �p/: (3.1)

(In Appendix B, we shall allow order functions depending also on a space variable x.)

Definition 3.1.1. LetM be an order function on Rp , with p 2 N�, � 2 N. We denote
by QS�;0.M; p/ the space of smooth functions

.y; �1; : : : ; �p/ 7! a.y; �1; : : : ; �p/;

R �Rp ! C
(3.2)

satisfying for any ˛ 2 Np ,

j@˛� a.y; �/j � CM.�/M0.�/
�j˛j (3.3)

and for any ˛ 2 Np , any ˛00 2 N�, any N 2 N,

j@˛� @
˛0
0
y a.y; �/j � CM.�/M0.�/

�j˛j
�
1CM0.�/

��
jyj
��N

; (3.4)

where M0.�/ denotes

M0.�1; : : : ; �p/ D

� X
1�i<j�p

h�i i
2
h�j i

2

� pX
iD1

h�i i
2

!� 12
(3.5)
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and is equivalent to 1Cmax2.j�1j; : : : ; j�pj/, max2 standing for the second largest of
the arguments.

We denote by QS 0�;0.M; p/ the subspace of QS�;0.M; p/ of those a for which (3.4)
holds including for ˛00 D 0.

The symbols of Definition 3.1.1 are the special case of those defined in Defini-
tion B.1.2 of Appendix B when there is no x dependence in (B.11). We associate to
them operators through the quantization rule

Op.a/.v1; : : : ; vp/ D
1

.2�/p

Z
eix.�1C���C�p/a.x; �1; : : : ; �p/

�

pY
jD1

Ovj .�j / d�1 � � � d�p

(3.6)

for any a 2 QS�;0.M; p/, any test functions v1; : : : ; vp . This is the rule defined in
(B.17) of the appendix in the case of general symbols a.y; x; �/, specialized to the
subclass of symbols that do not depend on x, as in Definition 3.1.1. We shall also
impose on our symbols the extra condition

a.�y;��1; : : : ;��p/ D .�1/
p�1a.y; �1; : : : ; �p/: (3.7)

Under this condition, the operator Op.a/ sends a p-tuple of odd functions to an odd
function.

Let us state the symbolic calculus result that is proved in Appendix B (see Corol-
lary B.2.6, (B.42), (B.43)) and that we shall use below.

Proposition 3.1.2. The following statements hold.

(i) Let n0; n00 2 N�, n D n0 C n00 � 1, let M 0.�1; : : : ; �n0/, M 00.�n0 ; : : : ; �n/ be
two order functions. Let a (resp. b) be in QS�;0.M 0; n0/ (resp. QS�;0.M 00; n00/).
Define

M.�1; : : : ; �n/ DM
0.�1; : : : ; �n0�1; �n0 C � � � C �n/M

00.�n0 ; : : : ; �n/: (3.8)

There are � 2 N, depending only on the order functions M 0 and M 00, and
a symbol c01 in QS 0�;0.MM

��
0 ; n/ such that if

c.y; �1; : : : ; �n/ D a.y; �1; : : : ; �n0�1; �n0C� � �C�n/b.y; �n0 ; : : : ; �n/

C c01.y; �1; : : : ; �n/;
(3.9)

then for all test functions v1; : : : ; vn,

Op.a/Œv1; : : : ; vn0�1;Op.b/.vn0 ; : : : ; vn/� D Op.c/Œv1; : : : ; vn�: (3.10)

Moreover, if a and b satisfy (3.7), so do c and c01.

(ii) If a is in QS0;0.M; 1/, there is a symbol a� in QS0;0.M; 1/ such that Op.a�/ D
Op.a/�. Moreover, if a satisfies (3.7), so does a�.
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We shall use the above class of symbols to re-express equation (2.27).

Proposition 3.1.3. For any multiindex I D .i1; : : : ; ip/ 2 ¹�;Cºp with 2 � jI j D
p � 3, one may find symbolsm0;I in QS0;0.

Qp
jD1h�j i

�1; p/ satisfying condition (3.7),
and for any multiindex I D .i1; : : : ; ip/ 2 ¹�;Cºp with 1 � jI j D p � 2, one may
find symbols m01;I in QS 00;0.

Qp
jD1h�j i

�1; p/ satisfying condition (3.7), such that equa-
tion (2.27) may be written�

Dt � p.Dx/
�
uC D F

2
0 Œa�C F

3
0 Œa�C

X
2�jI j�3

Op.m0;I /ŒuI �

C a.t/
X

1�jI j�2

Op.m01;I /ŒuI �

C a.t/2
X
jI jD1

Op.m02;I /ŒuI �;

(3.11)

where uI is defined in (2.25) and (2.26).

Proof. Consider first the terms on the right-hand side of equation (2.27) that do
not depend on a, i.e. with notation (2.29)

P
jI jD2 F

2
2;I ŒuI � and

P
jI jD3 F

3
3;I ŒuI �.

These terms are given by the first equality in (2.31) and (2.32). A symbol of the
form �.y/

Q2
`D1 b.y; �j /p.�j /

�1 or
Q3
`D1 b.y; �j /p.�j /

�1 belongs respectively to
QS0;0.

Q2
`D1h�j i

�1; 2/ and QS0;0.
Q3
`D1h�j i

�1; 3/ and because of property (A.9) sat-
isfied by b and the oddness of �, condition (3.7) holds. If we apply the results of
Proposition 3.1.2, we conclude that the contributions to (2.27) that do not depend
on a have the structure of the first sum on the right-hand side of (3.11).

Consider next terms of the form a.t/F 21;I ŒuI �, jI j D 1 or a.t/F 32;I ŒuI �, jI j D 2
in equation (2.29). They may be expressed from the first line in (2.30) and the second
line in (2.31). Since Y is rapidly decaying, the symbols Y.y/�.y/b.y; �/p.�/�1 and
Y.y/

Q2
`D1 b.y; �j /p.�j /

�1 are in QS 00;0.h�i
�1; 1/ and QS 00;0.

Q2
jD1h�j i

�1; 2/. Because
of the oddness of Y; � and (A.9), they satisfy (3.7). Using again the composition result
of Proposition 3.1.2, and noticing that as soon as at least one of the symbols a and b
in (3.9) is in the QS 0 class, so is the composed symbol c, we conclude that the linear
term in a.t/ on the right-hand side of (2.27) is given by the second sum in (3.11).

In the same way, the contributions a.t/2F 31;I ŒuI � coming from the second line
(2.29) with j D 1, with F 31;I given by (2.30), provide the last sum in (3.11). This
concludes the proof.

On the right-hand side of equation (3.11), terms with higher degree of homogene-
ity in .a; u˙/ will have better decay estimates. Moreover, an expression of the form
Op.m0/ŒuI � with jI j D p and a symbol m0 in QS 00;0.M; p/, i.e. with rapid decay in y,
will have better time decay than a term Op.m/ŒuI � with jI j D p and a symbol m
in QS0;0.M; p/. Consequently, we expect that the terms in

P
jI jD2 Op.m0;I /ŒuI � will

be, among all u˙-dependent terms on the right-hand side of (3.11), those having the
worst time decay. In next section, we shall get rid of these terms by normal form.
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3.2 First quadratic normal form

Proposition 3.2.1. Define from the symbols m0;I , jI j D 2 of Proposition 3.1.3 new
functions

Qm0;I .y; �1; �2/ D m0;I .y; �1; �2/
�
�p.�1 C �2/C i1p.�1/C i2p.�2/

��1 (3.12)

if I D .i1; i2/. Then Qm0;I belongs to QS1;0.
Q2
jD1h�j i

�1M0.�1; �2/;2/. Moreover, there
are new symbols
� .m00;I /jI jD2 belonging to QS 01;0.

Q2
jD1h�j i

�1M0.�/; 2/,
� .m0j;I /1�jI j�4�j , 1 � j � 3, in QS 01;0.

QjI j
jD1h�j i

�1M0.�/
� ; jI j/ for some �,

� .m0;I /3�jI j�4 belonging to QS1;0.
QjI j
jD1h�j i

�1M0.�/; jI j/

such that�
Dt � p.Dx/

��
uC �

X
jI jD2

Op. Qm0;I /ŒuI �
�

D F 20 Œa�C F
3
0 Œa�C

X
3�jI j�4

Op.m0;I /ŒuI �C
X
jI jD2

Op.m00;I /ŒuI �

C

3X
jD1

a.t/j
X

1�jI j�4�j

Op.m0j;I /ŒuI �:

(3.13)

Finally, all above symbols satisfy (3.7).

Proof. We notice first that

h�1i C h�2i � h�1 C �2i D
1C 2.h�1ih�2i � �1�2/

h�1i C h�2i C h�1 C �2i

� c
�
1Cmax2.j�1j; j�2j/

��1
� cM0.�1; �2/

�1:

(3.14)

This implies that

h�1 C �2i C h�2i � h�1i � c
�
1Cmax2.j�1 C �2j; j�2j/

��1
which is larger than the right-hand side of (3.14), except when j�2j � j�1j. But then
the left-hand side is larger than one. Consequently, we deduce from these inequalities
that, for any sign i1; i2, we have for any ˛ 2 N2,ˇ̌̌

@˛�
�
h�1 C �2i C i1h�1i C i2h�2i

��1 ˇ̌̌
� C˛M0.�1; �2/

1Cj˛j: (3.15)

This implies that Qm0;I belongs to the wanted class of symbols. It obeys trivially (3.7)
since m0;I does.
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Denoting for jI j D 2, uI D .ui1 ; ui2/ as in (2.25), we compute�
Dt � p.Dx/

��
Op. Qm0;I /ŒuI �

�
D �Op.p.�// ı Op. Qm0;I /ŒuI �C Op. Qm0;I /Œi1Op.p.�//ui1 ; ui2 �

C Op. Qm0;I /Œui1 ; i2Op.p.�//ui2 �

C Op. Qm0;I /Œ.Dt � i1p.Dx//ui1 ; ui2 �

C Op. Qm0;I /Œui1 ; .Dt � i2p.Dx//ui2 �:

(3.16)

By Corollary B.2.7, the sum of the first three terms on the right-hand side may be
written as a contribution to

P
jI jD2 Op.m00;I /ŒuI � in (3.13) plus the expression

Op
�
.�p.�1 C �2/C i1p.�1/C i2p.�2// Qm0;I

�
ŒuI �: (3.17)

By (3.12), (3.17) will cancel the term
P
jI jD2 Op.m0;I /ŒuI � in (3.11). Since the other

terms on the right-hand side of (3.11) are still present in (3.13), we see that to con-
clude the proof, we just need to show that the last two terms in (3.16) provide as
well contributions to the three sums on the right-hand side of (3.13). We express
.Dt � p.Dx//u˙ from (3.11) (or its conjugate). To fix ideas, consider for instance

Op. Qm0;.C;i2//Œ.Dt � p.Dx//uC; ui2 �: (3.18)

If we replace .Dt � p.Dx//uC by the contribution F 20 Œa�C F
3
0 Œa�, which by (2.28)

may be written a.t/2Y2 C a.t/3Y3, with odd functions Y2; Y3 in �.R/, we see apply-
ing Corollary B.2.8 of Appendix B that expression (3.18) will provide contributions
to the

P3
jD2 a.t/

j
P
jI jD1 Op.m0j;I /ŒuI � term in (3.13).

We replace next .Dt � p.Dx//uC in (3.18) by the a.t/ or a.t/2 terms in (3.11).
We use (i) of Proposition 3.1.2, noticing that if in (3.9), either a is in QS 0�;0.M

0; n0/ or
b is in QS 0�;0.M

00; n00/, then c is in QS 0�;0.M; n/. Consequently, we get contributions to
a.t/

P
2�jI j�3 Op.m01;I /ŒuI � and a.t/2

P
jI jD2 Op.m01;I /ŒuI � in (3.13). Finally, if we

replace in (3.18) .Dt � p.Dx//uC by the first sum on the right-hand side of (3.11),
we obtain contributions to

P
3�jI j�4 Op.m0;I ŒuI �/ in (3.13) using again (i) of Propo-

sition 3.1.2. This concludes the proof as property (3.7) of the symbols is preserved
under composition.





Chapter 4

Construction of approximate solutions

In the preceding chapter, we have performed a quadratic normal form in order to
reduce ourselves to an equation of the form (3.13). The right-hand side of this equa-
tion contains a source term and in Section 4.1 below, we construct an approximate
solution solving the linear equation whose right-hand side is essentially this source
term. We explained this part of the proof in Section 2.5, see equations (2.48)–(2.49).
The construction of the approximate solution relies on Appendix C below.

On the other hand, because of the coupling between a dispersive equation and
the evolution equation for the bound state, we have seen in Section 2.2 that we have
also to study an ordinary differential equation (2.34), which is equivalent to the first
equation in (2.9). We have explained at the end of Section 2.5 what is the form of
that ODE, and how we can show that its solutions are global and decaying using
Fermi’s golden rule. Section 4.2 below is devoted to the asymptotic analysis of this
ODE. Of course, the study is more technical than in the presentation in Chapter 2
since we have to fully take into account those terms on the right-hand side that come
from the interaction between the bound state and the dispersive part of our problem.

4.1 Approximate solution to the dispersive equation

The proof of our main theorem being done by bootstrap, we shall assume that we
know, on some interval Œ1; T �, an approximation of the function t 7! a.t/ that is
present on the right-hand side of (3.13).

Let "0 2 �0; 1�, A;A0 > 1, � 0 2 �0; 1
2
Œ (close to 1

2
) be given. Let T 2 Œ1; "�4�. We

shall denote for t � 1, " 2 �0; "0Œ,

t" D "
�2
ht "2i (4.1)

and assume given functions

g W Œ1; T �! C; Qu˙ W Œ1; T � �R! C;

t 7! g.t/; .t; x/ 7! Qu˙.t; x/
(4.2)

and x 7!Z.x/ in �.R/, real valued, satisfying the following conditions:

jg.t/j � At
� 12
" ; j@tg.t/j � A

0
�
t
� 32
" C ."2

p
t /
3
2 �
0

t�
3
2

�
; t 2 Œ1; T �; (4.3)

jhZ; Qu˙.t; � /ij � ."
2
p
t /�
0

t�
3
4 ; t 2 Œ1; T �: (4.4)

Moreover, we assume given eW a neighborhood of ¹�1; 1º in R and for any � in
R � eW , two functions

t 7! '˙.�; t/; t 7!  ˙.�; t/ (4.5)
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satisfying for any t 2 Œ1; T �, any � 2 R � eW ,

j'˙.�; t/j � ."
2
p
t /�
0

t�
1
2 ; j ˙.�; t/j � ."

2
p
t /�
0

t�1 (4.6)

and solving the equation

.Dt � �/'˙.�; t/ D hZ; Qu˙i C  ˙.�; t/: (4.7)

We define from the above data

a
app
C .t/ D e

it
p
3
2 g.t/C !2g.t/

2eit
p
3
C !0jg.t/j

2
C !�2g.t/

2
e�it

p
3

C eit
p
3
2

�
g.t/'C.0; t/ � g.t/'�.0; t/

�
C e�it

p
3
2

�
g.t/'C.

p
3; t/ � g.t/'�.

p
3; t/

�
;

(4.8)

where !0; !2; !�2 are given complex constants. We set

aapp
� D �a

app
C ; aapp.t/ D

p
3

3

�
a

app
C .t/ � a

app
� .t/

�
: (4.9)

We assume given, as in the statement of Proposition 3.2.1, symbols m01;I for jI j D 1
(i.e. I D C or �) belonging to the class QS 01;0.h�i

�1; 1/ satisfying (3.7). We want to
construct an approximate solution uapp

C to the equation�
Dt � p.Dx/

�
u

app
C D F

2
0 Œa

app�C F 30 Œa
app�C aapp.t/

X
jI jD1

Op.m01;I /Œu
app
I � (4.10)

that is deduced from (3.13) computing the source terms F 20 ; F
3
0 at aapp, and retaining

from the other terms on the right-hand side only those that are linear both in a and u˙.
Before stating the main proposition, let us re-express the source term in (4.10).

Lemma 4.1.1. Under the preceding assumptions on aapp, one may rewrite

F 20 Œa
app�C F 30 Œa

app� D I1 C I2 C I3 CR.t; x/; (4.11)

where
I1.t; x/ D

X
j2¹�2;0;2º

eijt
p
3
2 Mj .t; x/ (4.12)

for smooth odd functions of x, Mj .t; x/, satisfying for any ˛;N 2 N,

j@˛�
OMj .t; �/j � C˛;N t

�1
" h�i

�N ;

j@˛� @t
OMj .t; �/j � C˛;N h�i

�N t
� 12
"

�
t
� 32
" C t�

3
2 ."2
p
t /
3
2 �
0� (4.13)

with constants C˛;N depending on A;A0 in (4.3)–(4.4), where

I2.t; x/ D
X

j2¹�3;�1;1;3º

eijt
p
3
2 Mj .t; x/ (4.14)
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for smooth odd functions of x satisfying

j@˛�
OMj .t; �/j � C˛;N t

� 32
" h�i

�N ;

j@˛� @t
OMj .t; �/j � C˛;N h�i

�N t�1"
�
t
� 32
" C t�

3
2 ."2
p
t /
3
2 �
0�
;

(4.15)

and where I3 is a sum of terms

I3.t; x/ D

1X
jD�1

eijt
p
3M 3

j .t; x/; (4.16)

whereM 3
j are odd and satisfy the following conditions: First, for any j with jj j � 1,

any ˛;N ,
j@˛�
OM 3
j .t; �/j � C˛;N t

�1
" t�

1
2 h�i�N

j@˛� @t
OM 3
j .t; �/j � C˛;N t

�1
" t�

3
4 h�i�N :

(4.17)

Moreover, for j D 1, and when � is a point in a small neighborhood W of the set
¹� W

p
1C �2 D

p
3º, one may find functions Q̂ 1.t; �/; Q‰1.t; �/, satisfying

j Q̂ 1.t; �/j � Ct
�1
" t�

1
2 ; j Q‰1.t; �/j � Ct

�1
" t�1 (4.18)

such that for � 2 W ,

Dt
OM 3
1 .t; �/ D

�
Dt C .

p
3 �

p
1C �2/

�
Q̂
1.t; �/C Q‰1.t; �/: (4.19)

A similar decomposition holds for xM 3
1 instead of M 3

1 .
Finally, the remainder R in (4.11) satisfies for any ˛;N 2 N,

j@˛xR.t; x/j � C˛;N t
�1t�1" hxi

�N (4.20)

and we have for Mj .t; x/ in (4.12) the following explicit expressions:

M2.t; x/ D
1

3
g.t/2Y2.x/;

M0.t; x/ D
2

3
jg.t/j2Y2.x/;

M�2.t; x/ D
1

3
g.t/

2
Y2.x/;

(4.21)

where Y2 is given by

Y2.x/ D b.x;Dx/
�.�.x/Y.x/2/ 2 �.R/: (4.22)

Moreover, the constants in all above inequalities depend only on A;A0 in (4.3)–(4.4).

Proof. Consider first the contribution F 20 Œa
app� that is given according to (2.28), (4.9)

and (4.22) by
1

3

�
a

app
C C a

app
C

�2
Y2.x/:
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We replace aapp
C by its expansion (4.8). We get terms of the following form (up to

irrelevant multiplicative constants):

eit
p
3g.t/2Y2; jg.t/j

2Y2; e�it
p
3g.t/

2
Y2; (4.23)

ei.2`�3/t
p
3
2 g.t/`g.t/

3�`
Y2; 0 � ` � 3; (4.24)

and

eit
p
3g2.t/

�
'C.0; t/ � '�.0; t/C 'C.

p
3; t/ � '�.

p
3; t/

�
Y2;

g0.t/Re
�
'C.0; t/ � '�.0; t/C 'C.

p
3; t/ � '�.

p
3; t/

�
Y2;

e�it
p
3g�2.t/

�
'C.0; t/ � '�.0; t/C 'C.

p
3; t/ � '�.

p
3; t/

�
Y2

(4.25)

with g2j ; j D �1; 0; 1 satisfying, according to (4.3), the bounds

jg2j .t/j � C.A/t
�1
" ; j@tg2j .t/j � C.A;A

0/t
� 12
"

�
t
� 32
" C t�

3
2 ."2
p
t /
3
2 �
0�
; (4.26)

and expressions that are, according to conditions (4.3) and (4.6), O.t
� 32
" t�

1
2 hxi�N /

or O.t�1" t�1hxi�N / for any N , as well as their @x derivatives, so that they will
satisfy (4.20). Terms (4.23) give I1 with actually the explicit expression (4.21) for
M2;M0;M�2. Terms (4.24) provide contributions to I2 in (4.14).

To study terms in (4.25) that will provide I3, let us define

Q'˙.�; t/ D e
�i�t'˙.�; t/: (4.27)

By (4.7), we have

Dt Q'˙.�; t/ D hZ; Qu˙ie
�i�t
C  ˙.�; t/e

�i�t : (4.28)

Then all contributions in (4.25) may be written under the form eijt
p
3M˙j .t; x/,

j D �1; 0; 1, with M˙j given by linear combinations of expressions

eit
p
3g2`.t/ Q'˙.ı

p
3; t/Y2; `C ı D 1; 0 � ı; ` � 1; if j D 1

g�2`.t/ Q'˙.`
p
3; t/Y2; g2`.t/ Q'˙.`

p
3; t/Y2; ` D 0; 1; if j D 0

e�it
p
3g�2`.t/ Q'˙.ı

p
3; t/Y2; `C ı D 1; 0 � ı; ` � 1; if j D �1:

(4.29)

Since by (4.28), (4.6), (4.7), (4.4),

jDt Q'˙.ı
p
3; t/j � Ct�

3
4 ."2
p
t /�
0

we deduce from (4.3) and (4.6) that (4.17) holds for M 3
j which is a combination of

MCj and M�j , �1 � j � 1. In the case j D 1, we have to obtain (4.19), i.e. to find
functions Q̂ ˙

1;`
, Q‰˙

1;`
, ` D 0; 1 satisfying (4.18), such that if we define according to

the first line in (4.29)

M˙1;`.t; x/ D g2`.t/ Q'˙
�
.1 � `/

p
3; t
�
Y2.x/; (4.30)
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for � in the neighborhood W of ¹�
p
2;
p
2º, we have

Dt
OM˙1;`.t; �/ D

�
Dt C

�p
3 �

p
1C �2

��
Q̂ ˙
1;`.t; �/C

Q‰˙1;`.t; �/: (4.31)

Let us apply (4.7) with � replaced by �.�/ D
p
1C �2 � `

p
3 and � 2 W , so that

�.�/ remains close to Z
p
3, and thus outside a neighborhood of ¹�1; 1º. We may

then find functions '˙.�.�/; t/;  ˙.�.�/; t/ such that�
Dt �

p
1C �2 C `

p
3
�
'˙.�.�/; t/ D hZ; Qu˙i C  ˙.�.�/; t/ (4.32)

with estimates of the form

j'˙.�.�/; t/j � ."
2
p
t /�
0

t�
1
2 ; j ˙.�.�/; t/j � ."

2
p
t /�
0

t�1 (4.33)

uniformly for � in W . Define

Q̂ ˙
1;`.t; �/ D '˙.�.�/; t/e

�it.1�`/
p
3g2`.t/ OY2.�/:

Then (4.33) implies that�
Dt �

�p
1C �2 �

p
3
��
Q̂ ˙
1;`.t; �/

D hZ; Qu˙ie
�it.1�`/

p
3g2`.t/ OY2.�/

C  ˙.�.�/; t/e
�it.1�`/

p
3g2`.t/ OY2.�/

C '˙.�.�/; t/e
�it.1�`/

p
3Dtg2`.t/ OY2.�/:

(4.34)

On the other hand, (4.30), (4.28), (4.6) and (4.26) imply that

Dt
OM˙1;`.t; �/ D hZ; Qu˙ie

�it.1�`/
p
3g2`.t/ OY2.�/CR

˙
1;`.t; �/ (4.35)

with
j@˛�R

˙
1;`.t; �/j � Ct

�1t�1" ."2
p
t /�
0

h�i�N (4.36)

for any N . Making the difference between (4.34) and (4.35), and using (4.3) and
(4.6), we obtain that (4.31) holds, with functions ˆ˙

1;`
, ‰˙

1;`
satisfying (4.18) since

the last two terms in (4.34) and (4.36) are

O.t�1t�1" C t
� 12
" t�1."2

p
t /
3
2 �
0

/ D O.t�1" t�1/

for t � "�4.
As xM˙

1;`
.t; x/ is also of the form (4.30), with Y2 replaced by xY2, the same

reasoning applies to that function and shows that (4.19) holds as well for xM 3
1 (with

different functions Q̂ 1; Q‰1 on the right-hand side).
We have thus obtained that the first term F 20 Œa

app� in (4.11) has the wanted struc-
ture.
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To study F 30 Œa
app�, we notice that by (2.28), (4.9), (4.8), it may be written as

a linear combination of expressions of the form (4.24) (with Y2 replaced by another
function in �.R/), that have been already treated, and of products of an �.R/ func-
tion by expressions that are, by (4.3) and (4.6), O.t�1" t�1/, so that form part of the
remainder term (4.20).

We may now state the main proposition of this section.

Proposition 4.1.2. Assume that properties (4.3)–(4.7) hold. One may construct
a function uapp

C W Œ1; T � � R ! C (where T < "�4 is the length of the interval on
which aapp

C is defined by (4.8)), solving the equation�
Dt � p.Dx/

�
u

app
C D F

2
0 .a

app/C F 30 .a
app/

C aapp
X
jI jD1

Op.m01;I /.u
app
I /CR.t; x/;

u
app
C jtD1 D 0;

(4.37)

where m01;I is the symbol in the last sum of (3.13), where the remainder R satisfies
bounds

j@˛xR.t; x/j � C˛;N t
�1
" t�1 log.1C t /hxi�N (4.38)

for any ˛;N in N, with constants C˛;N .A;A0/ depending on the constants A;A0

in (4.3), and where uapp
C has the following structure: One may decompose

u
app
C D u

0app
C C u

00app
C ;

where u0app
C satisfies for any r 2 N,

ku0
app
C .t; � /kHr � C.A;A

0/"2t
1
4 ; (4.39)

ku0
app
C .t; � /kW r;1 � C.A;A0/"2; (4.40)

kLCu
0app
C .t; � /kHr � C.A;A

0/t
1
4

�
."2
p
t /C ."2

p
t /
7
8 "

1
8

�
; (4.41)

where
LC D x C tp

0.Dx/; (4.42)

and where u00app
C satisfies for any r ,

ku00
app
C .t; � /kHr � C.A;A

0/"

�
t "2

ht "2i

� 1
2

; (4.43)

ku00
app
C .t; � /kW r;1 � C.A;A0/"2 log.1C t /2; (4.44)

kLCu
00app
C .t; � /kW r;1 � C.A;A0/ log.1C t / log.1C "2t /: (4.45)

For the action of the half-Klein–Gordon operator on u0app
C , we have estimates

k.Dt � p.Dx//u
0app
C .t; � /kHr � C.A;A

0/"2t�
3
4 (4.46)

and

kLC.Dt � p.Dx//u
0app
C .t; � /kHr � C.A;A

0/t�
3
4

�
."2
p
t /C ."2

p
t /
7
8 "

1
8

�
: (4.47)
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Moreover, we may write also another decomposition of uapp
C , of the form

u
app
C .t; x/ D u

app;1
C .t; x/C†C.t; x/; (4.48)

where uapp;1
C is a sum

u
app;1
C .t; x/ D

X
j2¹�2;0;2º

Uj;C.t; x/; (4.49)

where Uj;C solves the equation�
Dt � p.Dx/

�
Uj;C D e

itj
p
3
2 Mj .t; x/;

Uj;CjtD1 D 0;
(4.50)

with source term Mj given by (4.21). The second contribution †C on the right-hand
side of (4.48) may be also written as a sum

3X
jD�3

Uj .t; x/;

with Uj solving an equation of the form (4.50), with source terms eijt
p
3
2 Mj .t; x/,

where Mj satisfies for any ˛;N ,

j@˛�
OMj .t; �/j � C˛;N .A;A

0/t�1" t�
1
2 h�i�N (4.51)

and for any symbol m0 in the class QS 00;0.h�i
�1; 1/ of Definition 3.1.1, one has for any

˛;N 2 N estimates

jxN @˛xOp.m0/.†C.t; x//j � C.A;A0/
�
t
� 32
" C t�1t

� 12
" C t�1"2

�
log.1C t /: (4.52)

In addition, all constants C.A;A0/ in the above inequality depend only on A and A0

in (4.3) and (4.4).
Moreover, uapp;1

C may be decomposed as uapp;1
C D u0

app;1
C C u00

app;1
C , with u0app;1

C

(resp. u00app;1
C ) satisfying (4.39)–(4.41) and (4.46), (4.47) (resp. (4.43)–(4.45)).

Finally, all functions above are odd.

Proof. The proof of the proposition will be divided in several steps, and use the results
of Appendix C below.

First step. We have decomposed in equation (4.11) the source term of (4.37), i.e.
F 20 Œa

app�C F 30 Œa
app�. In this first step, we construct a first contribution uapp;1

C to the
solution of (4.37) taking as forcing term the contribution I1 given by (4.12) to (4.11),
i.e. we solve, with the notation (4.12)�

Dt � p.Dx/
�
u

app;1
C D

X
j2¹�2;0;2º

eitj
p
3
2 Mj .t; x/;

u
app;1
C jtD1 D 0:

(4.53)
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The functions Mj on the right-hand side are given by (4.21), satisfy (4.13), and one
may thus write uapp;1

C under the form (4.49), with Uj;C given as the solution of (4.50).
We apply Appendix C. The solution of (4.50) is given by (C.3) with � D j

p
3=2 and

may be decomposed according to (C.4) in U 0j;C C U
00
j;C. We define

u0
app;1
C D

X
j2¹�2;0;2º

U 0j;C; u00
app;1
C D

X
j2¹�2;0;2º

U 00j;C (4.54)

and check that they give contributions to u0app
C ; u

00app
C that satisfy (4.39)–(4.41) and

(4.43)–(4.45). By (4.13), the functions Mj on the right-hand side of (4.53) satisfy
(C.7) with ! D 1, i.e. Assumption (H1)1 holds. By (i) of Proposition C.1.1, we
thus get bounds of the form (4.39)–(4.41), and by (i) of Proposition C.1.2, we have
(4.43)–(4.45). We shall define the contribution uapp;1

C in (4.48) by

u
app;1
C D u0

app;1
C C u00

app;1
C ; (4.55)

i.e. by the right-hand side of (4.49). Moreover, as Mj is odd in x, so are Uj;C, U 0j;C
and U 00j;C.

Second step. We consider now the term involving Op.m01;I / on the right-hand side
of (4.37), where we replace uapp

˙
by uapp;1

˙
given by (4.49) (with uapp;1

� D �u
app;1
C ),

i.e.
aapp.t/

X
jI jD1

X
j2¹�2;0;2º

Op.m0I;I /.Uj;I / (4.56)

with Uj;� D �Uj;C. Recall that we decomposed Uj;C D U 0j;C C U
00
j;C according to

(C.4). Let us examine first the contribution coming from Op.m01;I /.U
00
j;I / to (4.56).

The symbol m01;I lies in QS 01;0.h�i
�1M �

0 ; 1/, which is contained in QS 00;0.1; 1/ (recall
that M0 � 1 when there is only one � variable), and it satisfies (3.7). Since U 00j;C
is defined by (C.4) with � D j

p
3=2 from some odd Mj , we may apply Proposi-

tion C.2.1, with Mj satisfying Assumption (H1)1, i.e. (C.7) with ! D 1 according
to (4.13). We shall thus get from (C.89)

Op.m01;C/.U
00
j;C/ D e

ijt
p
3
2 M

.1/
j;C.t; x/C rC.t; x/ (4.57)

with for any ˛;N , by (C.91),

j@˛xr.t; x/j � C˛;N "
2t�1 log.1C t /hxi�N (4.58)

and where M .1/
j;C satisfies by (C.90)

j@˛xM
.1/
j;C.t; x/j � C˛;N t

�1
" hxi

�N ;

j@˛x@tM
.1/
j;C.t; x/j � C˛;N t

� 12
"

�
t
� 32
" C t�

3
2 ."2
p
t /
3
2 �
0�
hxi�N :

(4.59)

By conjugation, we shall have also

Op.m01;C/.U
00
j;�/ D e

�ijt
p
3
2 M

.1/
j;�.t; x/C r�.t; x/ (4.60)
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with M .1/
j;� (resp. r�) satisfying also (4.59) (resp. (4.58)). We plug (4.57) and (4.60)

in (4.56) and use the expression (4.8)–(4.9) of aapp. We get that (4.56) is a sum of
quantities of the following form:
� Terms of the form

eij
0t
p
3
2 M

.1/
j 0 .t; x/; j 0 D �3;�1; 1; 3; (4.61)

coming from the product of the first term in (4.8) (or its conjugate) and of the
M
.1/
j;˙ terms in (4.57) and (4.60). One gets thus smooth odd functions of x, that

satisfy by (4.59) and (4.3) estimates

j@˛xM
.1/
j 0 .t; x/j � C˛;N t

� 32
" hxi

�N ;

j@˛x@tM
.1/
j 0 .t; x/j � C˛;N t

�1
"

�
t
� 32
" C t�

3
2 ."2
p
t /
3
2 �
0�
hxi�N :

(4.62)

� Terms satisfying (4.38) and thus contributing to R in (4.37). These terms come
from the product of (4.57) or (4.60) with all terms on the right-hand side of (4.8),
except eit

p
3=2g.t/ (and its conjugate), and from the product of aapp with r˙ in

(4.57) and (4.60). As

"2t�1t
� 12
" � Ct�1t�1"

if t � "�4, we do get that these terms satisfy (4.38).
� Terms of the form

aapp.t/
X
jI jD1

X
j2¹�2;0;2º

Op.m01;I /.U
0
j;I /; (4.63)

where U 0j;I is given by (C.4) in terms of Mj satisfying Assumption (H1)! with
! D 1. We shall see in fifth step below that (4.63) satisfies also (4.38) and thus
contributes to R.

It follows thus from (4.53) and the fact that (4.56) is given by (4.61) up to remainders,
that�
Dt �p.Dx/

�
u

app;1
C � aapp.t/

X
jI jD1

Op.m01;I /.u
app;1
I /D I1 � I

.1/
2 CR.t;x/; (4.64)

where I1 is given by (4.12), I .1/2 is the sum of terms (4.61) and R satisfies (4.38).
Making the difference between (4.37) and (4.64), we get, taking (4.11) into account�

Dt � p.Dx/
�
.u

app
C � u

app;1
C /

D I2 C I3 C I
.1/
2 C a

app.t/
X
jI jD1

Op.m01;I /.u
app
I � u

app;1
I /CR.t; x/; (4.65)

with R satisfying (4.38). Notice that by (4.62), I .1/2 has the same form as I2 given by
(4.14) and (4.15) so that we shall be able to treat both terms altogether.
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Third step. We now construct an approximate solution in order to eliminate I2CI
.1/
2

on the right-hand side of (4.65). Define uapp;2
C as the solution to the linear equation�

Dt � p.Dx/
�
u

app;2
C D I2 C I

.1/
2 ;

u
app;2
C jtD1 D 0:

(4.66)

As the right-hand side has structure (4.14) withMj satisfying (4.15), we may express
the solution as a sum

P
j2¹�3;�1;1;3º Uj;C.t; x/, where Uj;C is obtained from the j -th

term in (4.14) and expressed under form (C.3) with � D j
p
3=2. By (C.4),

Uj;C D U
0
j;C C U

00
j;C

and since (4.15) shows that (C.7) holds with ! D 3=2, Assumption (H1)3=2 holds.
By Proposition C.1.1, bounds (C.18)–(C.20) with ! D 3=2 hold for U 0j;C, and by
Proposition C.1.2, (C.24), (C.25) and (C.27) are true. If we set

u0C
app;2
D

X
j2¹�3;�1;1;3º

U 0j;C; u
00
C

app;2
D

X
j2¹�3;�1;1;3º

U 00j;C; (4.67)

this shows that these functions provide to u0app
C ; u

00app
C contributions satisfying esti-

mates (4.39)–(4.41) and (4.43)–(4.45).
Let us study

aapp.t/
X
jI jD1

Op.m01;I /.u
app;2
I /: (4.68)

If we apply Proposition C.2.1, using that Assumption (H1)3=2 holds, we get from
(C.89), (C.90), (C.91) and the fact that aapp.t/ is O.t�1=2" /, that the contribution of
u00C

app;2 to (4.68) is O.t�1" t�1hxi�N /, i.e. may be included in R satisfying (4.38).
On the other hand, if we replace in (4.68) uapp;2

C by u0C
app;2, we shall get terms of

the form (4.63), withU 0j;I given by (C.4) in terms ofMj satisfying Assumption (H1)!
with ! D 3

2
. These terms are thus better than those in (4.63) and the fact that they

fulfill remainder estimates (4.38) will be seen in Step 5 below.
Consequently, we have shown that�
Dt � p.Dx/

�
u

app;2
C � aapp.t/

X
jI jD1

Op.m01;I /.u
app;2
I /D I2C I

.1/
2 CR.t; x/ (4.69)

with R satisfying (4.38). Making the difference between (4.65) and (4.69), we get�
Dt � p.Dx/

��
u

app
C � u

app;1
C � u

app;2
C

�
D I3 C a

app.t/
�X
jI jD1

Op.m01;I /.u
app
I � u

app;1
I � u

app;2
I /

�
CR.t; x/: (4.70)

Fourth step. We construct an approximate solution in order to eliminate I3 in (4.70),
i.e. we solve �

Dt � p.Dx/
�
u

app;3
C D I3;

u
app;3
C jtD1 D 0

(4.71)
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with I3 given by equation (4.16). For each contribution eijt
p
3M 3

j .t; x/ to (4.16),
with �1 � j � 1, we get an equation of the form (C.2) with � D j

p
3. Moreover,

by (4.17)–(4.19) assumptions (C.8)–(C.10) hold (the last two ones being empty if
� D j

p
3 with j D 0 or �1), i.e. Assumption (H2) of section (C.2) holds. We may

thus apply (ii) of Proposition C.1.1 and Proposition C.1.2 that allow to write uapp;3
C as

a sum

u
app;3
C D

1X
jD�1

Uj;C.t; x/; Uj;C D U
0
j;C C U

00
j;C (4.72)

with U 0j;C satisfying (C.21)–(C.23) and U 00j;C satisfying (C.28)–(C.30). If we now set
u

app;3
C D u0C

app;3 C u00C
app;3 with

u0C
app;3
D

1X
jD�1

U 0j;C.t; x/; u00C
app;3
D

1X
jD�1

U 00j;C.t; x/; (4.73)

it follows that (4.39)–(4.41) and (4.43)–(4.45) hold true. Let us check that

aapp.t/
X
jI jD1

Op.m01;I /.u
app;3
C / (4.74)

is a remainder satisfying (4.38). Since we are here under Assumption (H2), we shall
apply Proposition C.2.4 splitting each Uj;C in (4.72) as

Uj;C D U
0
j;C;1 C U

00
j;C;1 (4.75)

according to (C.110). Then by (C.111), and the fact that aapp D O.t
� 12
" /, the contri-

bution coming from U 00j;C;1 obeys remainder estimates (4.38), so that (4.74) may be
written as a contribution to R in (4.37) and as

aapp.t/
X
jI jD1

Op.m01;I /.u
0app;3
C;1 / (4.76)

with

u0
app;3
C;1 D

1X
jD�1

U 0j;C;1.t; x/: (4.77)

We shall see in Step 5 below that (4.76) provides also a contribution to R. Conse-
quently, we have obtained that�

Dt � p.Dx/
�
u

app;3
C � aapp.t/

X
jI jD1

Op.m01;I /.u
app;3
I / D I3 CR.t; x/:

Making the difference with (4.70), we conclude that uapp
C will solve (4.37) if and only

if �
Dt � p.Dx/

��
u

app
C �

3X
`D1

u
app;`
C

�
� aapp.t/

X
jI jD1

Op.m01;I /
�
u

app
I �

3X
`D1

u
app;`
I

�
D R.t; x/:



Construction of approximate solutions 70

Consequently, we just have to take uapp
C D u

app;1
C C u

app;2
C C u

app;3
C . We have checked

that then estimates (4.39)–(4.41) and (4.43)–(4.45) hold. It remains to check that
terms of the form (4.63) and (4.76) provide remainders, and that estimates (4.46)–
(4.47) hold true, as well as the properties of the decomposition (4.48). This will be
done in the following steps.

Fifth step. Let us show that (4.63) and (4.76) are remainders. Let us use the same
notation U 0j;C for either U 0j;C in (4.63) or U 0j;C;1 in (4.77). Notice that since the func-
tions Mj in (4.12), (4.14), (4.16) are odd in x, so are the U 0j;C defined from them.
Moreover, as m01;I is in QS 01;0.h�i

�1; 1/, we may write

Op.m01;˙/.U
0
j;˙/ D Op. Qm1;˙/.hDxi�1U 0j;˙/ (4.78)

with Qm01;I in QS 01;0.1; 1/. By oddness of U 0j;C

hDxi
�1U 0j;C D

ix

2

Z 1

�1

� Dx
hDxi

U 0j;C

�
.t; �x/ d�

D
ix

2t

Z 1

�1

�
.LCU

0
j;C/.t; �x/ � �xU

0
j;C.t; �x/

�
d�:

(4.79)

As Qm1;I has rapidly decaying coefficients in x, we rewrite (4.78) as a linear combi-
nation of expressions

1

t
Op. Om01;I /

�Z 1

�1

.Lk˙U
0
j;˙/.t; �x/�

1�k d�

�
; k D 0; 1; (4.80)

for new symbols Om01;I in the class QS 01;0.1; 1/. Using (C.92) with ! D 1 or (C.112), we
bound any L1 norm of xˇ@˛x acting on (4.80) by C"2t�1. Taking into account that
aapp.t/ isO.t�1=2" /, we see that (4.63) and (4.76) satisfy (4.38) (using again t � "�4).

Sixth step. We shall prove estimates (4.46) and (4.47). Recall that by definition

u0
app
C D u

0
C

app;1
C u0C

app;2
C u0C

app;3

with u0C
app;1 given by (4.54), u0C

app;2 given by (4.67) and u0C
app;3 given by (4.73).

Consequently, the term .Dt�p.Dx//u
0app
C is a sum of expressions .Dt�p.Dx//U

0
j;C,

where U 0j;C is given by an integral of the form (C.4) (resp. (C.110)) with M replaced
by an Mj satisfying either (4.13) (for those coming from (4.54)) or (4.15) (for those
coming from (4.67)) (resp. satisfying (4.17) for those coming from (4.73)). Conse-
quently, for contributions of the form (C.4),

�
Dt � p.Dx/

�
U 0j;C D �

1

2t

Z C1
1

ei.t��/p.Dx/Ci�j � Q�
� �
p
t

�
Mj .�; � / d�; (4.81)

where Q�.�/ D ��0.�/ and �j is some integer multiple of
p
3
2

. In other words, we
obtain still an expression of the form of the first line in (C.4), but with a gain of a fac-
tor t�1. Estimates (4.39) and (4.41) that we have already obtained for u0app

C furnish
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thus (4.46) and (4.47) multiplying them by t�1 (the change of cut-off Q� does not
matter, as it has support contained in the one of �). This shows also that (4.46) and
(4.47) hold for u0app;1 C u0app;2. The case of u0app;3 is similar, using (C.110) to get an
expression of the form (4.81), but with Q�. �p

t
/ replaced by Q�. �

t
/, i.e. again an integral

of form (C.110) with the gain of a pre-factor t�1.

Seventh step. We have to establish still (4.48). The contribution uapp;1
C on the right-

hand side is the one that has been defined in the first step by (4.53), with right-hand
side given in terms of Mj defined in (4.21). The term †C in (4.48) is thus given
by uapp;2

C C u
app;3
C introduced in (4.67) and (4.72). These functions are constructed as

sums of contributions Uj that satisfy equations of the form (4.50), where the source
term satisfies (4.15) or (4.17) and thus (4.51). It remains to show (4.52). As m0 has
rapidly decaying coefficients in x, we may forget the xN factor in (4.52), and are thus
reduced to the study of @˛xOp.m0/.uapp;2

C / and @˛xOp.m0/.uapp;3
C /.

Consider first @˛xOp.m0/.uapp;2
C /. By (4.67), we express that from

@˛xOp.m0/.U 0j;C/; @
˛
xOp.m0/.U 00j;C/: (4.82)

As Assumption (H1)! holds with ! D 3
2

, according to (4.15), the second term above
is given by (C.89) of Proposition C.2.1. It follows from (C.90) and (C.91) that its
modulus is smaller than

t
� 32
" C "3t�1 log.1C t /;

so than the right-hand side of (4.52). On the other hand, Op.m0/.U 0j;C/ has been
expressed in fifth step under the form (4.80). If we plug there estimates (C.92), we
see that the modulus of the first term in (4.82) is O."3t�1/, so better than the right-
hand side of (4.52).

Consider next @˛xOp.m0/.uapp;3
C /. Solving (4.71), we have written uapp;3

C under the
form

P1
jD�1.U

0
j;C;1 C U

00
j;C;1/ according to (4.75). If we plug this decomposition

in @˛xOp.m0/. � /, we get on the one hand expressions of the form (C.111), that are
bounded by the right-hand side of (4.52). For the contribution @˛xOp.m0/.U 0j;C;1/, we
use again that we can write an expression of the form (4.80) and bounds (C.112).
We get an estimate in O."2t�1/ that is better than the right-hand side of (4.52). This
concludes the proof.

To conclude this section, let us compute some integrals that will be useful in
the sequel.

Proposition 4.1.3. Let Y2 be the function defined in (4.22). The functions Uj;C,
j D �2; 0; 2, on the right-hand side of (4.49) satisfy the following:Z

U2;C.t; x/p.Dx/
�1Y2 dx D .˛2 C iˇ2/e

it
p
3g.t/2 C r.t/; (4.83)

where ˛2 is real,

ˇ2 D �

p
2

6
OY2.
p
2/2 (4.84)
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for the function Y2 defined in (2.6), and where r.t/ satisfies

jr.t/j � C.A;A0/
�
"2t�

3
2 C t�2" C "t

� 32 ."2
p
t /
3
2 �
0
�
� C.A;A0/t�1" : (4.85)

Moreover, Z
U0;C.t; x/p.Dx/

�1Y2 dx D ˛0jg.t/j
2
C r.t/; (4.86)Z

U2;�.t; x/p.Dx/
�1Y2 dx D ˛�2g.t/

2
e�it

p
3
C r.t/; (4.87)

where ˛0; ˛�2 are real constants, and where r satisfies (4.85). Finally, the function
†C in (4.48) satisfiesˇ̌̌ Z

†C.t; x/p.Dx/
�1Y2 dx

ˇ̌̌
� C.A;A0/

�
t
� 32
" C "2t�1" C t

�1t
� 12
"

�
log.1C t /:

(4.88)

Proof. Let us establish (4.83). The function U2;C is defined as the solution of (4.50)
with j D 2 and M2 on the right-hand side given by (4.21). We write (4.83) as

1

2�

Z
OU2;C.t; �/p.�/

�1 OY2.��/ d�:

Since Y2 is odd, we get from equation (C.124) applied with OZ.�/ D �p.�/�1 OY2.�/,
OM.t; �/ D OM2.t; �/, � D

p
3, a contribution to r and two integral terms. By (4.21),

the second one is

�
eit
p
3

6�

Z
.1 � �p3/.�/
p
3 �

p
1C �2

OY2.�/
2p

1C �2
d�g.t/2 (4.89)

which may be written since Y2 is real and odd, under the form ˛02e
it
p
3g.t/2 for some

real ˛02.
Using the definition (C.123) of ��, and the fact that OY2.�/2 is even, the first term

on the right-hand side of (C.124) brings the contribution

�
i

3�
eit
p
3g.t/2 lim

�!0C

Z C1
0

Z
ei�.
p
1C�2�

p
3/����.� �

p
2/

�
OY2.�/

2p
1C �2

d� d�:

(4.90)

Denote by �.�/ the reciprocal of the change of variables � 7! � D
p
3 �

p
1C �2

defined from a neighborhood of � D
p
2 to a neighborhood of � D 0. We rewrite

(4.90) as

�
i

3�
eit
p
3g.t/2 lim

�!0C

Z C1
0

Z
e�i������.�.�/ �

p
2/ OY2.�.�//

2 d�

j�.�/j
d�: (4.91)
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Notice that

lim
�!0C

Z C1
0

e�i����� d� D �i.� � i0/�1 D �ı0 � ip:v:
1

�
:

Plugging in (4.91), we obtain an expression ˛02 C iˇ2 with ˛02 real and ˇ2 given
by (4.84).

To obtain (4.86) and (4.87), we apply again Proposition C.3.1 but with � D 0 or
� D �

p
3 so that �� D 0 and in (C.124) the first term on the right-hand side disap-

pears. Only the second one and r remain, so that one gets no imaginary contribution
to (4.86) and (4.87).

Finally, let us prove (4.88). As Y2 is in �.R/, the integral may be expressed as an
integral of Op.m0/.†C/ for the symbol m0 D Y2.x/p.�/�1, so that (4.52) brings the
conclusion.

4.2 Asymptotic analysis of the ODE

In this section, we shall prove that solutions of the ordinary differential equation
(2.34) have a certain asymptotic expansion by a bootstrap argument.

We make some a priori assumptions on the functions ĵ and �j on the right-hand
side of (2.34).

Assumption (H01). Assume that uC is a solution to equation (2.27) defined on the set
Œ1; T � �R for some T � "�4 such that the functions ˆ2 and �j , j D 1; 2; 3, defined
on (2.36) satisfy the inequality

jˆ2.uC.t; � /; u�.t; � //j C

3X
jD1

t
� 32C

j
2

" j�j .uC.t; � /; u�.t; � //j

� B 0t�
3
2 ."2
p
t /2�

0

(4.92)

for some constant B 0, some � 0 2 �0; 1
2
Œ (close to 1

2
), all t 2 Œ1; T �, and assume that the

function ˆ1 given by (2.36) satisfies for any t 2 Œ1; T �,ˇ̌̌
ˆ1.uC.t; � /; u�.t; � // �

p
3

3
hY; Y�.x/b.x;Dx/p.Dx/

�1
�
u

app
C � u

app
�

�
i

�
�
hZ; QuCi � hZ; Qu�i

�ˇ̌̌
� B 0t�

3
2 ."2
p
t /2�

0

;

(4.93)

where uapp
C is the approximate solution constructed in Section 4.1, Z is a function

in �.R/, Qu˙ are functions verifying inequality (4.4) such that for any � in R�¹�1; 1º,
one may find functions '˙.�; t/ and  ˙.�; t/ as in (4.5), solving equation (4.7) and
such that estimates (4.6) hold true, for � outside a given neighborhood eW of ¹�1; 1º
in R.
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We consider on the interval Œ1; T � the solution aC of equation (2.34), namely�
Dt �

p
3

2

�
aC D

2X
jD0

.aC � a�/
2�j

ĵ ŒuC; u��

C

3X
jD0

.aC � a�/
3�j�j ŒuC; u��

(4.94)

with an initial condition at t D 1 satisfying

jaC.1/j � A0" (4.95)

for some constant A0. We introduce as a second assumption an estimate on aC, that
we give in terms of upper bounds (4.99) below:

Assumption (H02). The solution of equation (4.94) with initial condition (4.95) exists
on some interval Œ1; T � with T � "�4 and satisfies on that interval the following
requirements: One may write

aC.t/ D a
app
C .t/C S.t/; (4.96)

where aapp
C .t/ has the structure

a
app
C .t/ D e

it
p
3
2 g.t/C !2g.t/

2eit
p
3
C !0jg.t/j

2
C !�2g.t/

2
e�it

p
3

C eit
p
3
2 g.t/

�
'C.0; t/ � '�.0; t//

C e�it
p
3
2 g.t/

�
'C.
p
3; t/ � '�.

p
3; t//

(4.97)

and where

S.t/ D !3g.t/
3e3it

p
3
2 C !�1jg.t/j

2g.t/e�it
p
3
2 C !�3g.t/

3
e�3it

p
3
2 (4.98)

with the following notation:
� The coefficients !j in (4.97) (resp. (4.98)) are real (resp. complex) constants that

will be chosen below.
� The function g satisfies, for some constants A;A0 and t 2 Œ1; T �,

jg.t/j � At
� 12
" ; j@tg.t/j � A

0.t
� 32
" C t�

3
2 ."2
p
t /
3
2 �
0

/; (4.99)

where � 0 2 �0; 1
2
Œ is close to 1

2
and has been introduced in .H 01/.

� The functions '˙.0; t/, '˙.
p
3; t/ satisfy conditions (4.5)–(4.7) with Z and Qu˙

introduced in (4.93), i.e. one has estimates

j'˙.�; t/j � ."
2
p
t /�
0

t�
1
2 ; j ˙.�; t/j � ."

2
p
t /�
0

t�1

jhZ; Qu˙.t; � /ij � ."
2
p
t /�
0

t�
3
4

(4.100)

(when " is small enough) and one has the equation

.Dt � �/'˙.�; t/ D hZ; Qu˙.t; � /i C  ˙.�; t/ (4.101)

for � D 0 or
p
3.
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We shall bootstrap Assumption (H02), i.e. estimates (4.99) assuming that (H01)
holds:

Proposition 4.2.1. Let c 2 �0; 1Œ and � 0 2 �0; 1
2
Œ, � 0 close to 1

2
. There are constants

A;A0; "0 > 0 such that if Assumption (H01) holds and if the solution aC of (4.94)
exists on Œ1; T � and has structure (4.96) with g satisfying (4.99) on Œ1; T �, then if
" 2 �0; "0Œ, T � "�4Cc , one has actually, for any t 2 Œ1; T �,

jg.t/j �
1

2
At
� 12
" ; j@tg.t/j �

1

2
A0
�
t
� 32
" C t�

3
2 ."2
p
t /
3
2 �
0
�
: (4.102)

As a first step towards the proof of the proposition, let us rewrite equation (4.94).

Lemma 4.2.2. There are a real constant 1 and complex constants 3; �1; �3 such
that, under the assumptions of the proposition,�

Dt �

p
3

2

�
aC D e

it
p
3
2 jg.t/j2g.t/

�
1 � i

p
6

18
OY2.
p
2/2
�

C e3it
p
3
2 g.t/33 C e

�it
p
3
2 jg.t/j2g.t/�1

C e�3it
p
3
2 g.t/

3
�3

C .aC � a�/
2ˆ0 C .aC � a�/

3�0

C .aC � a�/.hZ; QuCi � hZ; Qu�i/C r.t/;

(4.103)

where r.t/ satisfies
jr.t/j � C.A;A0; B 0/t�

3
2 ."2
p
t /2�

0

(4.104)

for a constant depending only on the constants A;A0; B 0 of (4.99), (4.92), (4.93).

Proof. Consider the right-hand side of equation (4.94). By (4.92), theˆ2 contribution
is bounded by B 0t�

3
2 ."2
p
t /2�

0

, so satisfies (4.104). By (4.96), (4.97), (4.99), (4.100)

jaC.t/j C ja�.t/j � C.A/t
� 12
" (4.105)

so that (4.92) implies that the contributions .aC � a�/3�j�j , j D 1; 2; 3, to (4.94)
satisfy (4.104). We are thus left with studying

ˆ0.aC � a�/
2
Cˆ1ŒuC; u��.aC � a�/C �0.aC � a�/

3: (4.106)

The first and last terms in (4.106) are present on the right-hand side of (4.103). Con-
sider .aC � a�/ˆ1. By (4.93), up to another contribution to r , we get on the one hand
the last but one term on the right-hand side of (4.103) and the quantity

p
3

3
.aC � a�/hY; Y�.x/b.x;Dx/p.Dx/

�1.u
app
C � u

app
� /i

that, according to the definition (4.22) of Y2, may be written
p
3

3
.aC � a�/hY2; p.Dx/

�1.u
app
C � u

app
� /i: (4.107)
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We replace above uapp
C by expansion (4.48). According to (4.88),

jhY2; p.Dx/
�1†Cij � C.A;A

0/
�
t
� 32
" C t�1"2 C t�1t

� 12
"

�
log.1C t /:

If we use also (4.105) and (4.1), we conclude, since

t�2" � Ct
� 32 ."2

p
t /; t

� 12
" t�1"2 � Ct�

3
2 ."2
p
t /; t�1t�1" � Ct

� 32 ."2
p
t /;

that (4.107) satisfies inequality (4.104) (if we absorb the logarithm using that we
assume "2

p
t � "

c
2 , � 0 < 1

2
, and that we take " small). We are thus left with the

contribution to (4.107) of
p
3

3
.aC � a�/hY2; p.Dx/

�1.u
app;1
C � uapp;1

� /i (4.108)

with uapp;1
C given by (4.49). The bracket above has been computed in (4.83), (4.86)

and (4.87). It is in particular O.C.A;A0/t�1" /. By equations (4.96)–(4.100) the diffe-
rence aC � eit

p
3=2g is bounded by C.A/.t�1" C t

�1=2
" t�1=2."2

p
t /�
0

/, so that if we
replace in (4.108) aC by eit

p
3=2g, we get an error bounded by

C.A;A0/
�
t�2" C t

� 32
" t�

1
2 ."2
p
t /�
0
�
� C.A;A0/t�

3
2 ."2
p
t /2�

0

; (4.109)

so that we get a remainder. Consequently, using again (4.49), we have reduced (4.108)
to
p
3

3

�
g.t/eit

p
3
2 C g.t/e�it

p
3
2

�h X
j2¹�2;0;2º

hY2; p.Dx/
�1.Uj;C C Uj;C/i

i
(4.110)

up to remainders. We have computed the bracket above in (4.83), (4.86) and (4.87).
Up to terms bounded by the product of (4.85) with t�1=2" , which still provides remain-
ders satisfying (4.104), we get that (4.110) is given by

e3it
p
3
2 3g.t/

3
C eit

p
3
2 Q1jg.t/j

2g.t/C e�it
p
3
2 �1jg.t/j

2g.t/C e�3it
p
3
2 �3g.t/

3
;

where j are complex constants, with Q1 D
p
3
3
.2˛0 C ˛2 C ˛�2 C iˇ2/, where ˛0,

˛2, ˛�2 are real and ˇ2 is given by (4.84). We obtain thus the first four terms on the
right-hand side of (4.103). This concludes the proof.

We shall next compute from expression (4.96) of aC and from (4.103) an equation
satisfied by g.

Lemma 4.2.3. One may choose the coefficients !j , �3 � j � 3, j ¤ 1, in (4.97)
and (4.98) such that if aC is given by (4.96) and satisfies (4.103), then g solves

Dtg.t/ D
�
˛ � i

p
6

18
OY2.
p
2/2
�
jg.t/j2g.t/C r1.t/; (4.111)
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where ˛ is real, OY2.
p
2/2 is negative and r1.t/ satisfies

jr1.t/j � C.A/t
� 12
" t�1."2

p
t /�
0

C C.A;A0; B 0/
�
t�2" C t

�1
" t�1."2

p
t /�
0

C t�
3
2 ."2
p
t /2�

0

C t
� 12
" t�

3
2 ."2
p
t /
3
2 �
0

C t�2."2
p
t /
5
2 �
0
�
;

(4.112)

where C. � / are constants depending only on the indicated quantities.

Proof. Let us express in a more explicit way the right-hand side of (4.103). By equa-
tions (4.96)–(4.100),ˇ̌̌̌
aC.t/ �

�
eit
p
3
2 g.t/C !2g.t/

2eit
p
3
C !0jg.t/j

2
C !�2g.t/

2
e�it

p
3
�ˇ̌̌̌

� C.A/t
� 12
" t�

1
2 ."2
p
t /�
0

C C.A/t
� 32
"

(4.113)

for constants C.A/ depending only on A.
It follows that

.aC.t/ � a�.t//
2
D eit

p
3g.t/2 C 2jg.t/j2 C e�it

p
3g.t/

2

C 2e3it
p
3
2 g.t/3.!2 C !�2/

C 2eit
p
3
2 jg.t/j2g.t/.2!0 C !2 C !�2/

C 2e�it
p
3
2 jg.t/j2g.t/.2!0 C !2 C !�2/

C 2e�3it
p
3
2 g.t/

3
.!2 C !�2/C r.t/;

(4.114)

where r satisfies (4.112).
In the same way

.aC.t/ � a�.t//
3
D e3it

p
3
2 g.t/3 C 3eit

p
3
2 jg.t/j2g.t/

C 3e�it
p
3
2 jg.t/j2g.t/C e�3it

p
3
2 g.t/

3
C r.t/

(4.115)

where r satisfies (4.112). We plug (4.114)–(4.115) in the right-hand side of (4.103).
We get, as ˆ0, �0 given by (2.35) are real constants, the expression

eit
p
3ˆ0g.t/

2
C 2jg.t/j2ˆ0 C e

�it
p
3ˆ0g.t/

2

C eit
p
3
2 jg.t/j2g.t/

�

1
� i

p
6

18
OY2.
p
2/2
�

C e3it
p
3
2 g.t/3

3
C e�it

p
3
2 jg.t/j2g.t/

�1
C e�3it

p
3
2 g.t/

3

�3

C eit
p
3
2 g.t/.hZ; QuCi � hZ; Qu�i/

C e�it
p
3
2 g.t/.hZ; QuCi � hZ; Qu�i/C r.t/;

(4.116)

where 
j

, j D �3;�1; 1; 3, are new constants with 
1

real, 
�3
; 
�1
; 
3

depending
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on!�2; !0; !2 but not on!�3; !�1; !3, and where r.t/ satisfies (4.112), and contains
in particular the product of hZ; Qu˙i with aC.t/ � eit

p
3=2g.t/, a�.t/C eit

p
3=2g.t/,

according to estimates (4.113) and (4.100).
On the other hand, we may compute the left-hand side of (4.103) replacing aC by

its expression (4.96). We get, using (4.101) with � D 0 or
p
3,�

Dt �

p
3

2

�
aC D e

it
p
3
2 Dtg C

p
3

2
eit
p
3!2g.t/

2
�

p
3

2
!0jg.t/j

2

� 3

p
3

2
!�2e

�it
p
3g.t/

2
C
p
3!3e

3it
p
3
2 g.t/3

�
p
3!�1e

�it
p
3
2 jg.t/j2g.t/

� 2
p
3!�3e

�3it
p
3
2 g.t/

3

C eit
p
3
2 g.t/.hZ; QuCi � hZ; Qu�i/

C e�it
p
3
2 g.t/.hZ; QuCi � hZ; Qu�i/C r1.t/;

(4.117)

where r1.t/ is made of terms of the form

O.jgDtgj/; O.jDtg'˙.0; t/j/; O.jDtg'˙.
p
3; t/j/;

O.jg ˙.0; t/j/; O.jg ˙.
p
3; t/j/; O.jg2Dtgj/:

(4.118)

By a priori estimate (4.99) and (4.100), these terms are bounded by

C.A;A0/
�
t�2" C t

� 12
" t�

3
2 ."2
p
t /
3
2 �
0

C t�
1
2 t
� 32
" ."2

p
t /�
0

C t�2."2
p
t /
5
2 �
0
�

C C.A/t
� 12
" t�1."2

p
t /�
0

;

(4.119)

the last contribution coming from the first two terms in the second line of (4.118). We
choose now the free parameters !j , j 2 ¹�3; : : : ; 3º � ¹1º setting

!3 D

p
3

3

3
; !2 D

2
p
3

3
ˆ0; !0 D �

4
p
3

3
ˆ0;

!�1 D �

p
3

3

�1
; !�2 D �

2
p
3

9
ˆ0; !�3 D �

p
3

6

�3

(which is possible as 
�3
; 
�1
; 
3

do not depend on !�3; !�1; !3). In that way,
when we make the difference between the two expressions (4.116) and (4.117) of
.Dt �

p
3
2
/, we obtain equation (4.111) with a remainder satisfying (4.119). This

concludes the proof, as OY2.
p
2/ being purely imaginary (since Y2 is real and odd),

OY2.
p
2/2 � 0 and moreover, by Proposition G.1.2, OY2.

p
2/ ¤ 0.

Proof of Proposition 4.2.1. Let us show first that under the assumptions of the propo-
sition, the first inequality of (4.102) holds if A has been chosen large enough, " small
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enough and t � "�4Cc . In a first step, consider the case when "2t is small, i.e. let us
show that there is �0 2 �0; 1� such that if 1 � t � �0

"2
, and " is small enough,

jg.t/j �
A

4
t
� 12
" : (4.120)

Since for these t one has "2

2
� t�1" � "

2, the a priori bound (4.99), equation (4.111)
and estimates (4.112) imply that, for any such t ,

jg.t/j � jg.1/j CKA3"3t C C.A;A0; B 0/."1C�
0

C "4�
0

/;

where K D j˛ � i
p
6
18
OY2.
p
2/2j and C. � / is a new constant depending on A;A0; B 0

(and �0). If A is taken such that

jg.1/j �
A

8

"
p
2
;

and �0 small enough so that

KA2�0 <
1

16
p
2
;

and if we take " small enough, we get, using that � 0 is close to 1
2

, that

jg.t/j �
A

4
p
2
" �

A

4
t
� 12
" ;

i.e. (4.120).
We shall thus study from now on equation (4.111) for t � �0

"2
and initial condition

at �0
"2

bounded by A

4
p
2
". In this regime, for some new constant C.A;A0; B 0/, (4.112)

implies
jr1.t/j � C.A;A

0; B 0/
�
t�

3
2 ."2
p
t /�
0

C t�2
�
; (4.121)

remembering that t stays in Œ�0"�2; "�4Cc�. For t in Œ�0; "�2Cc�, set

e.t/ D "�1.1C t /
1
2g
� t
"2

�
: (4.122)

We deduce from (4.111) and (4.121) that if ˇ D �
p
6
18
OY2.
p
2/2 > 0,

@te.t/ D
1

2

e.t/

1C t
C
�ˇ C i˛

1C t
je.t/j2e.t/CR.t/; (4.123)

where

jR.t/j � C.A;A0; B 0/
� .1C t / 12

t
3
2

."
p
t /�
0

C "
.1C t /

1
2

t2

�
�
C.A;A0; B 0/

1C t
.1C ��10 /

3
2

�
"
�0

2 c C "�
� 12
0

�
:

(4.124)
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Denote w.t/ D je.t/j2. Then

@tw.t/ D
1

1C t
.w.t/ � 2ˇw.t/2 CQ.t//; (4.125)

where according to (4.124), for t 2 Œ�0; "�2Cc�,

jQ.t/j � C
�
"
�0

2 c C "�
� 12
0

�
jw.t/j

1
2 (4.126)

for some constant depending on A;A0; B 0; �0. Moreover, we have

w.�0/ �
�A
4

�2
: (4.127)

We fix A large enough so that .A
2
/2 � 2ˇ.A

2
/4 � �A

2
and then take " < "0 small

enough (in function of A;A0; B 0; �0) such that (4.126) implies jQ.t/j � 1
2
jw.t/j1=2.

Then it follows that if, at some time t�, w.t�/ reaches .A
2
/2, the right-hand side

of (4.125) is strictly negative. Consequently, taking (4.127) into account, we get
w.t/ � .A

2
/2 for any t in Œ�0; "�2Cc�. Using (4.122), we conclude that

jg.t/j �
A

2
t
� 12
"

for t in Œ �0
"2
; "�4Cc�. This gives the first inequality of (4.102).

To get the second one, we notice that we may bound the right-hand side of (4.112)
by

C.A/
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t
� 32
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3
2 ."2
p
t /
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2 �
0�

C C.A;A0; B 0/
�
"C ."2

p
t /
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� 32
" C t�

3
2 ."2
p
t /
3
2 �
0�

for new constants C.A/; C.A;A0; B 0/, depending only on the indicated arguments.
Plugging this in (4.111), we get

j@tg.t/j � Kjg.t/j
3
C .C.A/C C.A;A0; B 0/e.t; "//

�
t
� 32
" C t�

3
2 ."2
p
t /
3
2 �
0
�

with
lim
"!0C

sup
t2Œ1;"�4Cc �

e.t; "/ D 0:

If we plug there the first inequality of (4.102), choose A0 large enough relatively to
A, so that

K
�A
2

�3
C C.A/ �

A0

4

and then take " small enough relatively to A;A0; B 0, we get the second inequality
of (4.102). This concludes the proof.



Chapter 5

Reduced form of dispersive equation

In Section 3.2, we performed a quadratic normal form on equation (3.11) satisfied by
uC in order to get equation (3.13). On the other hand, in Section 4.1, we constructed
some approximate solution solving equation (4.37). Making the difference between
(3.13) and (4.37), we shall get an equation for the action of Dt � p.Dx/ on

QuC D uC �
X
jI jD2

Op. Qm0;I /.uI / � u
app
C :

The goal of this chapter is to invert in convenient spaces the map uC 7! QuC, to obtain
an expression for uC in terms of QuC and to write down the equation satisfied by QuC
in closed form.

5.1 A fixed point theorem

We establish first some abstract theorem. We consider E;F two Banach spaces with
norms k � kE , k � kF . We consider also two other normed spaces QE; QF such thatE \ QE
(resp. F \ QF ) is also a Banach space. We set BF .r/; BE .r/ for the closed ball of
center zero, radius r in F;E. We assume given a function

ˆ W .E \ F / � .E \ F /! E \ F;

.u00; f / 7!ˆ.u00; f /
(5.1)

satisfying the following estimates: There are C > 0; � > 0 such that for any parame-
ter � � 1, any u00; f; f1; f2 in E \ F , one has

kˆ.u00; f /kE � C
�
ku00kF C kf kF

��
ku00kE C kf kE

�
; (5.2)

kˆ.u00; f /kF � C�
�
�
ku00kF C kf kF

�2
C C��1

�
ku00kF C kf kF

��
ku00kE C kf kE

�
;

(5.3)

kˆ.u00; f1/ �ˆ.u
00; f2/kE

� C
�
ku00kF C kf1kF C kf2kF

�
kf1 � f2kE

C C
�
ku00kE C kf1kE C kf2kE

�
kf1 � f2kF ;

(5.4)

kˆ.u00; f1/ �ˆ.u
00; f2/kF

� C
�
��
�
ku00kF C kf1kF C kf2kF

�
C ��1

�
ku00kE C kf1kE C kf2kE

��
kf1 � f2kF

C C��1
�
ku00kF C kf1kF C kf2kF

��
kf1 � f2kE :

(5.5)
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We assume also that if, in addition to preceding assumptions, u00 is in QF and f is
in QE, then ˆ.u00; f / is in QE, with estimate

kˆ.u00; f /k QE � C.ku
00
k QF ku

00
kE C

�
ku00kF C kf kF

�
kf k QE

�
(5.6)

and if f1; f2 are in QE,

kˆ.u00; f1/ �ˆ.u
00; f2/k QE � C

�
ku00kF C kf1kF C kf2kF

�
kf1 � f2k QE : (5.7)

Lemma 5.1.1. There is r0 > 0 such that for any r in �0; r0Œ, any � � 1, any u0; u00; Qu
in BE .r�/ \ BF .r��� /, the fixed point problem

f D u0 C QuCˆ.u00; f / (5.8)

has a unique solution f in BE .3r�/ \ BF .3r��� /. Moreover, if one defines induc-
tively

ˆ1.u00; a; g/ D aCˆ.u00; g/;

ˆnC1.u00; a; g/ D ˆn.u00; a;ˆ1.u00; a; g// D ˆ1.u00; a;ˆn.u00; a; g//;
(5.9)

and if one sets

E� D �
�
�
ku00kF C ku

0
kF C k QukF

�
C ��1

�
ku00kE C ku

0
kE C k QukE

�
;

one has for any N � 1 and a new constant C > 0,

kf �ˆN .u00; u0 C Qu; u0/kE

� CNC1EN� kf � u
0
kE

C CNC1EN�1�

�
ku00kE C ku

0
kE C k QukE

�
kf � u0kF ;

kf �ˆN .u00; u0 C Qu; u0/kF

� CNC1EN� kf � u
0
kF C C

NC1EN� �
�1
kf � u0kE :

(5.10)

Furthermore, if one assumes that u0; Qu are also in QE and u00 is also in QF , then f is
in QE and one has for any N � 1,

kf �ˆN .u00; u0C Qu;u0/k QE � C
N
�
ku0kF Ck QukF Cku

00
kF

�N
kf � u0k QE : (5.11)

Proof. We define the usual sequence of approximations

fNC1 D ˆ
NC1.u00; u0 C Qu; u0/ D u0 C QuCˆ.u00; fN /;

f0 D 0

using notation (5.9). By (5.2) and (5.3), we have

kfNC1kE � ku
0
kE C k QukE C C

�
ku00kF C kfN kF

��
ku00kE C kfN kE

�
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and
kfNC1kF � ku

0
kF C k QukF C C

�
��
�
ku00kF C kfN kF

�
C ��1

�
ku00kE C kfN kE

���
ku00kF C kfN kF

�
:

It follows that if u0; u00; Qu are in BF .r��� / \ BE .�r/ with r small enough, one has
for any N ,

kfNC1kE �
4

3

�
ku0kE C k QukE

�
C
1

3
ku00kE ;

kfNC1kF �
4

3

�
ku0kF C k QukF

�
C
1

3
ku00kF :

In particular, .fN /N remains bounded inBF .3r��� /\BE .3�r/. Moreover, by (5.4)
and (5.5) and the above bounds, for r small enough, .fN /N converges in E \ F to
a limit f satisfying

f D u0 C QuCˆ.u00; f / D ˆ1.u00; u0 C Qu; f /:

Then (5.10) with N D 1 follows from (5.4) and (5.5). One obtains the general case
by induction, using (5.4) and (5.5). In the same way, (5.11) follows from (5.7).

We shall apply the preceding lemma with E D H s.R/, F D W �;1.R/, s > 0,
� D t � 1, � 2 N. We define the spaces QE; QF by

QE D ¹f 2L2.R/ W xf 2L2.R/º; QF D ¹f 2W �;1.R/ W xf 2W �;1.R/º (5.12)

and we endow them with norms depending on the parameter t :

kf k QE D tkf kL2 C kxf kL2 ; kf k QF D tkf kW �;1 C kxf kW �;1 :

The functions u0; u00 of (5.8) will be the functions u0app
C ; u

00app
C of Proposition 4.1.2.

By (4.39)–(4.41) applied with a large enough r , and using (4.42), we get

ku0
app
C .t; � /kE � C.A;A

0/"2t
1
4 ;

ku0
app
C .t; � /kF � C.A;A

0/"2;

ku0
app
C .t; � /k QE � C.A;A

0/."2t
5
4 C t

1
4 ."2
p
t /
7
8 "

1
8

�
:

(5.13)

In particular, for " small, t�ku0app
C .t; � /kF C t

�1ku0
app
C .t; � /kE may be made as small

as we want (uniformly in t � "�4) if " > 0 is small enough. In the same way, by
(4.43)–(4.45)

ku00
app
C .t; � /kE � C.A;A

0/";

ku00
app
C .t; � /kF � C.A;A

0/"2.log.1C t //2;

ku00
app
C .t; � /k QF � C.A;A

0/t "2.log.1C t //2:

(5.14)

Again, for t � "�4, we see that t�ku00app
C .t; � /kF C t

�1ku00
app
C .t; � /kE may be made

as small as we want for " > 0 small.
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We shall take some function QuC in BE .�r/ \ BF .���r/ \ QE, and shall solve
in uC the equation

QuC D uC �
X
jI jD2

Op. Qm0;I /.uI / � u0
app
C � u

00app
C ; (5.15)

where Qm0;I are symbols in QS1;0.
Q2
jD1h�j i

�1M0; 2/ defined in Proposition 3.2.1. Set-
ting fC D uC � u00

app
C , we rewrite (5.15) as

fC D u
0app
C C QuC Cˆ.u

00app
C ; fC/; (5.16)

where
ˆ.u00

app
C ; fC/ D

X
jI jD2

Op. Qm0;I /
�
.u00app

C f /I
�
: (5.17)

Let us check that the assumptions of Lemma 5.1.1 are satisfied by the preceding map.

Lemma 5.1.2. If we take E D H s.R/, F D W �;1.R/, with s; � large enough and
QE; QF defined by (5.12), then inequalities (5.2) to (5.7) are satisfied by the function ˆ

defined by (5.17).

Proof. To prove (5.2) we have to check that, for any I with jI j D 2,

kOp. Qm0;I /
�
.u00 C f /I

�
kH s � C

�
ku00kW �;1 C kf kW �;1

��
ku00kH s C kf kH s

�
which follows from (D.32) if � is large enough, since Proposition D.1.6 applies in
particular to symbols that are independent of x, which is the case of elements of
QS1;0.

Q2
jD1h�j i

�1M0; 2/ according to Definition 3.1.1. In the same way, (5.3) may be
written

kOp. Qm0;I /
�
.u00 C f /I

�
kW �;1

� C
�
t�
�
ku00kW �;1 C kf kW �;1

�
C t�1

�
ku00kH s C kf kH s

���
ku00kW �;1 C kf kW �;1

�
which follows from (D.39) with r D 1 if .s � �/� is large enough. Inequalities (5.4)
and (5.5) are proved in the same way using the bilinearity of Op. Qm0;I /.

Let us prove (5.6) and (5.7). To simplify notation, consider for instance the case
I D .2; 0/. It is enough to prove the estimates

kOp. Qm0;I /.f1; f2/kL2 � Ckf1kW �;1kf2kL2 ; (5.18)

kxOp. Qm0;I /.f1; f2/kL2 � C
�
tkf1kW �;1 C kxf1kW �;1

�
kf2kL2 ; (5.19)

kxOp. Qm0;I /.f1; f2/kL2 � Ckf1kW �;1

�
tkf2kL2 C kxf2kL2

�
(5.20)

(and the symmetric ones) in order to get (5.6) and (5.7). But (5.18) (resp. (5.19))
follows from (D.33) (resp. (D.37)) if on the right-hand side of the latter inequality we
estimate

kL˙vj kW �0;1 � C
�
kxvj kW �0;1 C tkvj kW �0C1;1

�
:
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To get (5.20), one applies instead (D.33) after commuting x to Op. Qm0;I / in order to
put it against the f2 argument.

This concludes the proof of the lemma.

We may now state the main result of this section, that will show that the implicit
equation (5.16) may be solved in fC, and that we get an expansion for fC in terms
of u0app

C ; u
00app
C and QuC.

Proposition 5.1.3. Let u0app
C ; u

00app
C be function satisfying (5.13)–(5.14). Let also QuC

be a function of .t; x/ 2 Œ1; T � �R, with T � "�4Cc satisfying for some 0 < � 0 < � <
1
2

(� 0 and � being close to 1
2

), some ı > 0, some constant D the following estimates

k QuC.t; � /kE � D"t
ı ;

k QuC.t; � /kF � D
."2
p
t /�
0

p
t

;

k QuC.t; � /k QE � Dt
5
4 ."2
p
t /� :

(5.21)

Then, if " is small enough, there is a unique function fC in E \ F with

kfCkF � 3max.C.A;A0/;D/max
�
"2.log.1C t //2;

."2
p
t /�
0

p
t

�
;

kfCkE � 3max.C.A;A0/;D/"tı
(5.22)

such that, setting f� D � NfC,

fC D u
0app
C C QuC C

X
jI jD2

Op. Qm0;I /
�
.u00app

C f /I
�
: (5.23)

Moreover, one may find symbols .mI /2�jI j�4 in the class QS1;0.
QjI j
jD1h�j i

�1M �
0 ; jI j/

for some �, such that one may write the solution fC to (5.23) under the form

fC D u
0app
C C QuC C

X
2�jI j�4

ID.I 0;I 00/

Op.mI /
�
QuI 0 ; u

app
I 00

�
CR; (5.24)

where R satisfies

kR.t; � /kH s � C
0.A;A0;D/

�
."2
p
t /�
0

t�
p
t

�4
"tı ; (5.25)

kxR.t; � /kL2 � C
0.A;A0;D/

�
."2
p
t /�
0

t�
p
t

�4
t
5
4 ."2
p
t /� (5.26)

for some new constants C 0.A;A0;D/, � > 0 as small as we want.

Proof. Equation (5.23) may be written under the form (5.16) with ˆ given by (5.17).
We have seen in Lemma 5.1.2 that inequalities (5.2) to (5.7) hold true, with the spaces
E;F; QE; QF defined in that lemma. By (5.13), (5.14) and (5.21), if t � "�4 and " is
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small enough, we can make t�ku0app
C .t; � /kF , t�ku00app

C .t; � /kF , t�k Qu0C.t; � /kF and
t�1ku0

app
C .t; � /kE , t�1ku00app

C .t; � /kE , t�1k Qu0C.t; � /kE as small as we want. We may
thus apply Lemma 5.1.1, that gives the solution fC to (5.23) and its uniqueness. This
lemma gives as well the first inequality of (5.22). To get the second one, we deduce
from (5.8) and (5.2) that

kfCkE � ku
0app
C kE C k QuCkE C �."/

�
kfCkE C ku

00app
C kE

�
; (5.27)

where �."/ is controlled by kfCkF and ku00app
C kF , so goes to zero if " goes to zero by

the first inequality of (5.22) and (5.14). Using (5.13), (5.14), (5.21), it follows that,
for " small enough,

kfCkE � 3max.C.A;A0/;D/"tı : (5.28)

In the same way, we get from (5.8) and (5.6),

kfCk QE � ku
0app
C k QE C k QuCk QE C Cku

00app
C k QF ku

00app
C kE C �."/kfCk QE ;

where �."/ is controlled by ku00app
C kF C kfCkF , so goes to zero with ". Plugging

(5.13), (5.14), (5.21) in this inequality, we get for " small enough, and some new
constant QC.A;A0;D/,

kfCk QE �
QC.A;A0;D/t

5
4 ."2
p
t /� : (5.29)

We apply next (5.10) with N D 4. We obtain, using (5.13), (5.14), (5.21), (5.22) that

fC �ˆ4.u00app
C ; u

0app
C C QuC; u

0app
C /


E
� C 0.A;A0;D/

�
."2
p
t /�
0

t�
p
t

�4
"tı (5.30)

since we assume t � "�4Cc with some c > 0. In the same way, by (5.11)fC �ˆ4.u00app
C ; u

0app
C C QuC; u

0app
C /


QE

� C 0.A;A0;D/

�
."2
p
t /�
0

t�
p
t

�4
t
5
4 ."2
p
t /� :

(5.31)

The right-hand side of (5.30) (resp. (5.31)) is controlled by (5.25) (resp. (5.26)).
To finish the proof, we have to rewrite ˆ4.u00app

C ; u
0app
C C QuC; u

0app
C / as the main

term on the right-hand side of (5.24), up to remainders. Let us show by induction that
one may write

ˆN .u00
app
C ; u

0app
C C QuC; u

0app
C /D u

0app
C C QuCC

X
2�jI j�NC1

ID.I 0;I 00/

Op.mNI /. QuI 0 ; u
app
I 00 / (5.32)

for some new symbols mNI in QS1;0.
QjI j
jD1h�j i

�1M �
0 ; jI j/ for some �. For N D 1

this follows from the definition (5.9) of ˆ1 and of (5.17). The general case follows
using (5.9) and Corollary B.2.6, i.e. the stability of operators of the form Op.mNI / by
composition.
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We apply (5.32) with N D 4, and according to (5.30) and (5.31), equality (5.24)
will be proved if we show that the contribution to the right-hand side of (5.32) given
by I with jI j D 5 forms part of R in (5.24). Using (D.33), we estimate the H s norm
of such a term by

C
�
k QuCkW �0;1 C ku

0app
C kW �0;1 C ku

00app
C kW �0;1

�4
�
�
k QuCkH s C ku

0app
C kH s C ku

00app
C kH s

�
;

so by the right-hand side of (5.25), using (5.13), (5.14), (5.21).
To study the L2 norm of the product of x and of the terms in the sum (5.32) with

jI j D 5, we rewrite the latter, decomposing uapp D u0app C u00app under the formX
jI jD5

ID.I 0;I 00;I 000/

Op. Qm5I /. QuI 0 ; u
0app
I 00 ; u

00app
I 000/ (5.33)

with symbols Qm5I in QS1;0.
Q5
jD1h�j i

�1M �
0 ; 5/.

In (5.33), we distinguish the cases jI 000j < 5 and jI 000j D 5. In the first one, we use
(D.36), making play the special role to one argument different from u00

app
˙

. We obtain
a bound in�

k QuCkW �0;1 C ku
0app
C kW �0;1 C ku

00app
C kW �0;1

�4�
ku0

app
C k QE C k QuCk QE

�
which is controlled by the right-hand side of (5.26). When jI 000j D 5, we use (D.37),
to obtain a bound in

ku00
app
C k

3
W �0;1ku

00app
C kL2ku

00app
C k QF � C.A;A

0/t
�
log.1C t /

�8
"9

by (5.14). Since t � "�4Cc , the last bound is smaller, for " small enough, than

C 0.A;A0;D/

�
."2
p
t /�
0

p
t

�4
t
5
4 ."2
p
t /� ;

so than the right-hand side of (5.26). This concludes the proof.

5.2 Reduction of the dispersive equation

The goal of this section is to deduce from equation (3.13) satisfied by uC an equation
satisfied by the function QuC defined in (5.15). More precisely, we shall prove:

Proposition 5.2.1. We fix c > 0, 0 < � 0 < � < 1
2

, with � 0 close to 1
2

and ı > 0 small.
We take numbers satisfying s � �� 1 (that may depend on the preceding param-
eters c; �; � 0). Let " 2 �0; 1� and T 2 Œ1; "�4Cc�. Assume we are given on interval
Œ1; T � a solution uapp

C D u
0app
C C u

00app
C of (4.37) satisfying bounds (4.39)–(4.41) and

(4.43)–(4.45). Assume also given a function uC in C.Œ1; T �;H s.R//, odd, solution
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of (3.13) and such that, if we define QuC by (5.15), i.e.

QuC D uC �
X
jI jD2

Op. Qm0;I /.uI / � u0
app
C � u

00app
C ; (5.34)

then QuC satisfies for t 2 Œ1; T � the bounds

k QuC.t; � /kH s � D"t
ı ;

k QuC.t; � /kW �;1 � D
."2
p
t /�
0

p
t

;

kLC QuC.t; � /kL2 � Dt
1
4 ."2
p
t /�

(5.35)

for some constant D. Then QuC solves the equation�
Dt � p.Dx/

�
QuC

D

X
3�jI j�4

ID.I 0;I 00/

Op. QmI /. QuI 0 ; u
app
I 00 /C

X
jI jD2

ID.I 0;I 00/

Op.m00;I /. QuI 0 ; u
app
I 00 /

C aapp.t/
X
jI jD1

Op.m01;I /. QuI /

C
1

3

�
eit
p
3
2 g.t/C e�it

p
3
2 g.t/

�2 X
jI jD1

Op.m00;I /. QuI /CR.t; x/;

(5.36)

where for some � 2N, QmI are symbols in QS1;0.
QjI j
jD1h�j i

�1M0.�/
� ; jI j/, 3�jI j�4,

where m00;I ; Qm
0
1;I are in QS 01;0.

QjI j
jD1h�j i

�1M0.�/
� ; jI j/, all these symbols satisfying

(3.7), and where

aapp.t/ D

p
3

3

�
a

app
C .t/ � a

app
� .t/

�
(5.37)

with aapp
C .t/ being given by the first four terms on the right-hand side of (4.8), namely

a
app
C .t/ D e

it
p
3
2 g.t/C !2g.t/

2eit
p
3
C !0jg.t/j

2
C !�2g.t/

2
e�it

p
3 (5.38)

and
aapp
� .t/ D �a

app
C .t/;

and where R.t; x/ satisfies the following bounds for t 2 Œ1; T �:

kR.t; � /kH s � "t
ı�1e.t; "/; (5.39)

kL˙R.t; � /kL2 � t
� 34 ."2

p
t /�e.t; "/; (5.40)

where
lim
"!0C

sup
1�t�"�4Cc

e.t; "/ D 0: (5.41)
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As a preparation for the proof, let us rewrite equation (3.13) replacing in its left-
hand side uC by the expression of that function that follows from (5.34), namely�

Dt � p.Dx/
��
QuC C u

0app
C C u

00app
C

�
D F 20 Œa�C F

3
0 Œa�C

X
3�jI j�4

Op.m0;I /ŒuI �C
X
jI jD2

Op.m00;I /ŒuI �

C

3X
jD1

a.t/j
X

1�jI j�4�j

Op.m01;I /ŒuI �:

(5.42)

Recall that we have written in (4.37) an expression for .Dt � p.Dx//u
app
C . Making

the difference between (5.42) and (4.37), we get that .Dt � p.Dx// QuC is equal to the
sum of the following expressions:

F 20 Œa� � F
2
0 Œa

app�C F 30 Œa� � F
3
0 Œa

app�; (5.43)X
3�jI j�4

Op.m0;I /ŒuI �; (5.44)

X
jI jD2

Op.m00;I /ŒuI �; (5.45)

a.t/
X
jI jD1

Op.m01;I /ŒuI � � a
app.t/

X
jI jD1

Op.m01;I /Œu
app
I �; (5.46)

a.t/
X

2�jI j�3

Op.m00;I /ŒuI �; (5.47)

a.t/j
X

1�jI j�4�j

Op.m00;I /ŒuI �; j D 2; 3; (5.48)

�R.t; x/; (5.49)

where R satisfies (4.38).
We shall analyze successively the expressions (5.43) to (5.49), using (5.34), in

order to rewrite their sum as the right-hand side of (5.36) with a new remainder R.
We first write in a lemma some elementary inequalities that we shall refer to in

the sequel.

Lemma 5.2.2. We denote by e.t; x/ any real-valued function defined on the interval
Œ1; "�4Cc�, satisfying (5.41). We have then the following inequalities:

t�1" t� D O."t�1e.t; "// if  >
1

2
; (5.50)

jlog "jt�" t�
1
2 D O

�
t�

3
4 ."2
p
t /�e.t; "/

�
if  �

1

2
; � <

1

2
; (5.51)�

" C ."2
p
t /
0

t�1
�
"tı D O

�
"tı�1e.t; "/

�
if ı > 0;  � 4;  0 > 0; (5.52)

."2
p
t / jlog "j4t�

3
4 ."2
p
t /� D O

�
t�

3
4 ."2
p
t /�e.t; "/

�
if  > 0; 0 < � <

1

2
;

(5.53)
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."2
p
t / jlog "jt�

3
2�˛

�
t
1
4 ."2
p
t /�
�
D O

�
"tı�1e.t; "/

�
if
1

2
� � <  �

1

2
� � C 2ı; ˛ � 0;

(5.54)

jlog "j2"t�
1
2 D O

�
t�

3
4 ."2
p
t /�e.t; "/

�
if 0 < � <

1

2
; (5.55)

jlog "j2"t
� 12
" t� D O."t�1e.t; "// if

1

2
<  < 1; (5.56)

"2t�1" t
1
4 D O."t�1e.t; "//: (5.57)

Proof of Proposition 5.2.1. Since .Dt � p.Dx// QuC is given by (5.43) to (5.49), we
have to write each of these terms as contributions to the right-hand side of (5.36). We
study them successively.

Terms of the form (5.43). Recall that a D
p
3
3
.aC � a�/ with a� D �NaC (see (2.33))

and that aC.t/ is given by (4.96). Since by (4.99), g.t/ is O.t�1=2" /, it follows from
(4.96), (4.98) that aC.t/ � a

app
C .t/ D O.t

�3=2
" /. The definition (2.28) of F 20 Œa�; F

3
0 Œa�

implies that for any ˛;N integersˇ̌
@˛x
�
F
j
0 Œa� � F

j
0 Œa

app�
�
.t; x/

ˇ̌
� C˛;N t

�2
" hxi

�N ; j D 2; 3: (5.58)

Thus (5.50) implies that (5.39) holds (even with ı D 0) and (5.51) implies that (5.40)
is true for any � < 1

2
. So these terms contribute to R in (5.36).

Terms of the form (5.44). Notice that if QuC satisfies estimates (5.35), then it satis-
fies bounds (5.21) (with a new constant D) in view of the definition of E D H s ,
F D W �;1 and (5.12) of QE. Moreover, if we set fC D uC � u00

app
C , equation (5.34)

may be written as (5.23). Then Proposition 5.1.3 implies that for " small enough, there
is a unique solution fC solving equation (5.23), and we have an expansion (5.24) for
fC in terms of Qu; uapp. We may rewrite this as

uC D u
app
C C QuC C

X
2�jI j�4

ID.I 0;I 00/

Op.mI /. QuI 0 ; u
app
I 00 /CR (5.59)

with symbols mI in QS1;0.
QjI j
jD1h�j i

�1M �
0 ; jI j/ and R satisfying (5.25) and (5.26).

We plug expansion (5.59) inside (5.44). Recall that by Proposition 3.2.1, the symbols
m0;I in (5.44) belong to QS1;0.

QjI j
jD1h�j i

�1M0; jI j/. By Corollary B.2.6, we shall
get terms of the following form:

Op. QmI /. QuI 0 ; u
app
I 00 /; 3 � jI j � 4; I D .I 0; I 00/; (5.60)

where QmI is some new symbol in QS1;0.
QjI j
jD1h�j i

�1M �
0 ; jI j/ for some new �;

Op. QmI /.U1; U2; : : : ; Uk/; k D jI j (5.61)

with QmI as above and either

k � 5; U` 2 ¹ Qu˙; u
0app
˙
; u00

app
˙
º (5.62)
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or
k � 3; U` 2 ¹ Qu˙; u

0app
˙
; u00

app
˙
; Rº (5.63)

with R satisfying (5.25), (5.26), one of the U` at least being equal to R.
Terms of the form (5.60) are present on the right-hand side of (5.36). We have to

show that (5.61) contributes to the remainder in that formula. By (D.32), under (5.62),
the H s norm of (5.61) is bounded from above by

C
�
k QuCkW �;1 C ku0

app
C kW �;1 C ku00

app
C kW �;1

�k�1
�
�
k QuCkH s C ku

0app
C kH s C ku

00app
C kH s

�
:

By (5.35), (5.13), (5.14), and since k � 5, we obtain a bound in

C

�
"2jlog "j2 C

."2
p
t /�
0

p
t

�4
"tı (5.64)

so that (5.52) implies that (5.39) holds. On the other hand, consider the action of L˙
on (5.61) and let us estimate theL2 norm of the resulting expression by the right-hand
side of (5.40). If we multiply (5.61) by x, we have to study

xOp. QmI /.U1; : : : ; Uk�1; Uk/: (5.65)

Consider first the case when among the U`’s in (5.61), at least one of them is
equal to Qu˙ or u0app

˙
, say Uk . We apply (D.36) (with j D k) and obtain thus for the

L2 norm of the relevant quantity at time � a bound in

C
�
k QuCkW �;1 C ku0

app
C kW �;1 C ku00

app
C kW �;1

�k�1
�
�
�k QuCkL2 C kLC QuCkL2 C �ku

0app
C kL2 C kLCu

0app
C kL2

�
:

(5.66)

By (5.35), (4.40), (4.44), (4.39), (4.41), and the fact that k � 5, we obtain a bound at
time � in

C

�
"2jlog "j2 C

."2
p
�/�
0

p
�

�4
�
5
4 ."2
p
�/� : (5.67)

By (5.53) we get a bound of the form (5.40) for (5.66).
Consider next the case when in (5.61), all the U` are equal to u00app

˙
. In this case,

we use (D.37) (with � > �0) to estimate the L2 norm of (5.65) at time � . We get
a bound by

Cku00
app
C k

k�2
W �;1

�
�ku00

app
C kW �;1 C kLCu

00app
C kW �;1

�
ku00

app
C kL2 : (5.68)

By (4.43)–(4.45) we get an estimate by

C"."2
p
�/4jlog "j8��1 C "."2

p
�/3jlog "j8��

3
2

to which (5.53) largely applies.
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On the other hand, the L2 norm of the product of (5.61) by � is estimated using
(D.33) by (5.66) or (5.68) as well. We thus have obtained that, under condition (5.62),
(5.61) forms part of the remainder in (5.36).

Let us study now case (5.63). If we compute the H s norm of (5.61) applying
(D.32), we obtain a bound in

C
�
k QuCkW �;1 C ku0

app
C kW �;1 C ku00

app
C kW �;1 C kRkW �;1

�k�1
kRkH s

C C
�
k QuCkW �;1 C ku0

app
C kW �;1 C ku00

app
C kW �;1 C kRkW �;1

�k�2
�
�
k QuCkH s C ku

0app
C kH s C ku

00app
C kH s

�
kRkW �;1 :

(5.69)

By (5.25), that allows to bound kRkW �;1 by Sobolev injection, (4.40), (4.44), (5.35),
the first line is bounded by (5.25), so it satisfies (5.39). The second line of (5.69) is
also estimated in that way. Notice that the assumption k � 3 is not used here, and that
k � 2 suffices.

If we compute instead the L2 norm of the product of (5.61) by x from an expres-
sion of the form (5.65) withUk replaced byR and apply (D.36), we obtain an estimate
at time � in

C
�
k QuCkW �;1 C ku0

app
C kW �;1 C ku00

app
C kW �;1 C kRkW �;1

�k�1
�
�
�kRkL2 C kxRkL2

�
:

(5.70)

The first factor is O."2�
0

/ by (4.40), (4.44), (5.35) and (5.25) (coupled with Sobolev
injection). The last one is bounded from above using (5.25) and (5.26), so that it sat-
isfies (5.40) using (5.53). The L2 norm of the product of (5.61) by � is also estimated
by (5.70). Again, only k � 2 is used.

Terms of the form (5.45). We plug in (5.45) expansion (5.59). By Corollary B.2.6, we
get terms of the form

Op.m00;I /. QuI 0 ; u
app
I 00 /; jI j D 2; I D .I

0; I 00/ (5.71)

and terms of higher degree of homogeneity. We may thus write these terms as

Op. Qm0I /.U1; : : : ; Uk/; jI j D k; (5.72)

where Qm0I is in QS 01;0.
QjI j
jD1h�j i

�1M �
0 ; jI j/ for some � and where either

k � 3; U` 2 ¹ Qu˙; u
0app
˙
; u00

app
˙
º (5.73)

or
k � 2; U` 2 ¹ Qu˙; u

0app
˙
; u00

app
˙
; Rº (5.74)

with at least one factor equal to R. Terms (5.72) under condition (5.74) provide
remainders satisfying (5.39) and (5.40), as it has been seen in (5.69) and (5.70). (The
fact that k � 3 there has not been used.)
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Terms (5.71) are present on the right-hand side of (5.36). Let us show that terms
(5.72) under condition (5.73), provide contributions to R in (5.36). To estimate the
H s norm of (5.72), we may first split the symbols in new ones satisfying the support
condition of Corollary D.2.12, i.e. for instance j�1j C � � � C j�k�1j � K.1C j�kj/. We
shall apply estimate (D.78) with n D k; ` D k � 1. Let `0 be the number of indices j
between 1 and k � 1 such that in (5.72), Uj is equal to Qu˙ or u0app

˙
. Then by (D.78)

kOp. Qm0I /.U1; : : : ; Uk/kH s

� Ct�.k�1/C�
�
kLC QuCkL2 C kLCu

0app
C kL2 C k QuCkH s C ku

0app
C kH s

�`0
�
�
kLCu

00app
C kW �0;1 C ku

00app
C kW �0;1 C t

� 12 ku00
app
C kH s

�k�1�`0
�
�
k QuCkH s C ku

0app
C kH s C ku

00app
C kH s

�
:

(5.75)

Since k � 3, we obtain from (4.39)–(4.41), (4.43)–(4.45) and (5.35) a bound in

Ct��2
�
t
1
4 ."2
p
t /� jlog "j2

�2
"tı � Ct�1e.t; "/"tı

if � is taken small enough, so that (5.39) holds.
We consider next the L2 norm of (5.72) multiplied by x or t . The rapid decay of

symbols in the S 0�;0 class relatively to M0.�/
�� jyj given by (B.13) implies that the

product of Qm0I by x is still a symbol of the form Qm0I (with a new value of �). We thus
have to estimate just

tkOp. Qm0I /.U1; : : : ; Uk/kL2 (5.76)

with U` satisfying (5.73). If at least one Uj is equal to Qu˙ or u0app
˙

, we use (D.71)
with that value of j . We get a bound of (5.76) in

C
�
k QuCkW �0;1 C ku

0app
C kW �0;1 C ku

00app
C kW �0;1

�k�1
�
�
kLC QuCkL2 C kLCu

0app
C kL2 C k QuCkL2 C ku

0app
C kL2

�
:

(5.77)

If all Uj are equal to u00app
˙

, we use (D.72) in order to obtain a bound in

Cku00
app
C k

k�2
W �0;1

�
kLCu

00app
C kW �0;1 C ku

00app
C kW �0;1

�
ku00

app
C kL2 : (5.78)

By (4.39)–(4.41), (4.43)–(4.45) and (5.35), the sum of (5.77) and (5.78) is estimated
at time � (since k � 3) by

C
� ."2p�/� 0
p
�
C "2jlog "j2

�2
�
1
4 ."2
p
�/� C "3jlog "j4: (5.79)

By (5.53), the first term is smaller than the right-hand side of (5.40). The same holds
true trivially for the last term in (5.79). This finishes the proof that terms (5.45) con-
tributes to the remainder in (5.36).

Terms of the form (5.46). We need to prove that (5.46) contributes to the remainder
and to the aappP

jI jD1 Op. Qm00;I /.uI / terms on the right-hand side of (5.36). Substi-
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tute (5.59) in (5.46). We get the following terms:�
a.t/�aapp.t/

� X
jI jD1

Op.m01;I /.u
app
I /C

�
a.t/�aapp.t/

� X
jI jD1

Op.m01;I /. QuI /; (5.80)

aapp.t/
X
jI jD1

Op.m01;I /. QuI /; (5.81)

a.t/
X
jI jD1

X
2�j QI j�4

QID. QI 0; QI 00/

Op.m01;I /Op.m QI /. Qu QI 0 ; u
app
QI 00
/; (5.82)

a.t/
X
jI jD1

Op.m01;I /.R/; (5.83)

where R satisfies (5.25), (5.26).
By (5.38), (4.8), (4.6), (4.3) and (4.96), (4.98),

aapp.t/ � aapp.t/ D O
�
t
� 12
" t�

1
2 ."2
p
t /�
0�

and
a.t/ � aapp.t/ D O

�
t
� 32
"

�
D O

�
t
� 12
" t�

1
2 ."2
p
t /�
0�
:

By (D.31), the H s norm of (5.80) is thus bounded from above at time � by

C�
� 12
" ��

1
2 ."2
p
�/�
0�
ku0

app
C kH s C ku

00app
C kH s C k QuCkH s

�
� C��1."2

p
�/�
0

"�ı

using (4.39), (4.43), (5.35). This quantity satisfies (5.39). If we make actL˙ on (5.80)
and use (D.71) to estimate the L2 norm, we obtain a bound in

C�
� 12
" ��

1
2 ."2
p
�/�
0�
kLCu

0app
C kL2 C kLC QuCkL2 C ku

0app
C kL2 C k QuCkL2

�
for the contribution of u0app

˙
and Qu˙ to (5.80). Using (5.35) and (4.39), (4.41), we get

by (5.53) the wanted estimate of the form (5.40). On the other hand, if we consider
the contribution .a.t/ � aapp.t//Op.m0I;1/u

00app
˙

to (5.80) on which acts L˙, we may
estimate the L2 norm from the L1 one, asm01;I .x; �/ is rapidly decaying in x. Then,
by (D.77) with ` D n D 1, we obtain a bound in

Ct ja � aapp
j
�
t�r

�
ku00

app
C kW �0;1 C t

� 12 ku00
app
C kH s

�
C t�1C�

�
ku00

app
C kW �0;1 C kLCu

00app
C kW �0;1

��
:

(5.84)

As a � aapp D O.t
� 32
" /, it follows, taking for instance r D 1, and using (4.43), (4.44),

(4.45) that (5.84) at time � may be estimated, if � is small enough, from

C�
� 32
" �� jlog "j2 � C�

� 12
" ��

1
2 "1�2� jlog "j2:

By (5.51), (5.40) will hold largely. We have thus obtained that (5.80) is a remainder.
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Term (5.81) is present on the right-hand side of (5.36).
Consider next (5.82). By Corollary B.2.6, the composition Op.m01;I / ı Op.m QI /

may be written under the form Op.m0
1; QI
/ for new symbols m0

1; QI
in

QS 01;0

 
j QI jY
jD1

h�j i
�1M �

0 ; j
QI j

!

for some � and 2 � j QI j � 4. Consequently, we write (5.82) under the form

a.t/
X

2�j QI j�4

QID. QI 0; QI 00/

Op.m0
1; QI
/. Qu QI 0 ; u

app
QI 00
/: (5.85)

Since such expressions will appear also in the study of terms of the form (5.47), we
postpone their study.

Finally, let us study (5.83). As Op.m01;I / is bounded on H s , the Sobolev norm
of (5.83) is O.t�1=2" kR.t; � /kH s /. Using (5.25), it satisfies (5.39). If we make act
L˙ on (5.83), the rapid decay of m01;I and (5.25), show that we obtain at time � an
expression whose L2 norm is bounded from above by

C�
� 12
" ."2

p
�/4�

0

��1C4� ."�ı/

that trivially satisfies (5.40).
This concludes the study of terms of the form (5.46).

Terms of the form (5.47) (and (5.85)). We study now expressions of the form (5.47)
and the related ones introduced in (5.85).

We plug expansion (5.59) in (5.47). By Corollary B.2.6, we get again terms of the
form (5.85), with 2 � j QI j � 6 instead of 2 � j QI j � 4, and terms of the form

a.t/Op. Qm01;I /.U1; : : : ; Uk/; jI j D k � 2 (5.86)

with again Qm01;I in QS 01;0.
QjI j
jD1h�j i

�1M �
0 ; jI j/, U` belonging to

¹ Qu˙; u
0app
˙
; u00

app
˙
; Rº;

one of the arguments at least being equal to R satisfying (5.25) and (5.26). We have
already checked that terms of this last form provide remainders (even without the
pre-factor a.t/) (see (5.69) and (5.70), where the assumption k � 3 was not used).
We are thus reduced to the study of terms of the form (5.85), with j QI j � 2 in the sum.
If j QI j � 3, we get terms of the form (5.72) with conditions (5.73), that have been seen
to be remainders. We must thus just study

a.t/Op. Qm01;I /.U1; U2/ (5.87)

with jI j D 2, U1; U2 2 ¹ Qu˙; u0
app
˙
; u00

app
˙
º. Moreover, we may assume, in order to

bound the Sobolev norm, that Qm01;I is supported for j�1j � K.1C j�2j/ for instance.
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Applying (D.78) with `0D `D 1 if U1D Qu˙ or u0app
˙

and `D 1; `0D 0 if U1D u00
app
˙

,
we bound the H s norm of (5.87) by

ja.t/jt�1C�
�
kLC QuCkL2 C k QuCkH s C kLCu

0app
C kL2 C ku

0app
C kH s

C kLCu
00app
C kW �0;1 C ku

00app
C kW �0;1 C t

� 12 ku00
app
C kH s

�
�
�
k QuCkH s C ku

0app
C kH s C ku

00app
C kH s

�
:

As a.t/ D O.t
� 12
" /, one gets at time � a bound in "�ı�1e.�; "/ using (4.39)–(4.41),

(4.43)–(4.45) and (5.35). It follows that (5.39) will hold. On the other hand, if we
make act L˙ on (5.87) and compute the L2 norm, we get a bound given by

ja.t/j D O.t
� 12
" /

multiplied by (5.77) or (5.78) with k D 2. Using again (4.39)–(4.41), (4.43)–(4.45)
and (5.35), we obtain at time � an upper bound in

C�
� 12
"

�� ."2p�/� 0
p
�
C "2jlog "j2

�
�
1
4 ."2
p
�/�

C log.1C �/ log.1C �"2/"
� �"2
h�"2i

� 1
2
�
:

By (5.53), (5.55), (5.40) will hold true. This concludes the estimate of these terms.

Terms of the form (5.48). Terms (5.48) with jI j � 2 are of the same form as (5.47),
with a smaller pre-factor a.t/j , so they are remainders. We have thus to study

a.t/j
X
jI jD1

Op.m00;I /.uI /; j D 2; 3: (5.88)

By (4.96), (4.97), (4.98), (4.100) and the definition of a.t/ D
p
3
3
.aC � a�/, one may

write (5.88) from the term

1

3

X
jI jD1

�
eit
p
3
2 g.t/C e�it

p
3
2 g.t/

�2
Op.m00;I /.uI / (5.89)

and from terms like
Qa.t/

X
jI jD1

Op.m00;I /.uI /; (5.90)

where
j Qa.t/j � Ct�1" .t�

1
2 ."2
p
t /�
0

C t
� 12
" /: (5.91)

Terms (5.89) are present on the right-hand side of (5.36). We have to show that (5.90)
provides remainders. The H s norm of these terms in bounded from above, using
the Sobolev boundedness of Op.m00;I / and estimates (4.39), (4.43) and (5.35) by
C"tı�1"2�

0

so that (5.39) will hold.
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On the other hand, if we make act L˙ on (5.90) and compute the L2 norm, we
have to estimate by (5.91) expressions of the form

t t�1"
�
t�

1
2 ."2
p
t /�
0

C t
� 12
"

�
kOp. Qm00;I /U kL2 ; (5.92)

where Qm00;I is of the same form as m00;I and U D Qu˙ or u0app
˙

or u00app
˙

.
When U D Qu˙ or u0app

˙
, we use (D.71) to bound (5.92) by

Ct�1"
�
t�

1
2 ."2
p
t /�
0

C t
� 12
"

��
kLC QuCkL2 C kLCu

0app
C kL2 C k QuCkL2 C ku

0app
C kL2

�
:

Using (4.39), (4.41) and (5.35), we see from (5.53) that (5.40) will hold. On the other
hand, if U D u00app

C , we estimate the L2 norm in (5.92) from an L1 one, using the
rapid decay of Qm00;I , and we use (D.77) with ` D n D 1, r D 1, in order to obtain
a bound in

t� t�1"
�
t�

1
2 ."2
p
t /�
0

C t
� 12
"

��
ku00

app
C kW �0;1 C kLCu

00app
C kW �0;1 C t

� 12 ku00
app
C kH s

�
:

By (4.43)–(4.45), we bound this by

C jlog "j2"t�
1
2 .t�"/

so that, since t � "�4 and � may be taken as small as we want, (5.55) implies that
(5.40) holds. This concludes the study of terms (5.48).

Terms of the form (5.49). These terms satisfy (4.38). It follows immediately from
(5.50) that (5.39) holds. Using (5.51), we get as well (5.40).

This concludes the proof of Proposition 5.2.1.

The reduced equation (5.36) obtained in Proposition 5.2.1 still needs one more
reduction before we are able to deal with it. Recall that in Proposition 4.1.2, we have
decomposed uapp

C under the form (4.48) uapp
C D u

app;1
C C†C, where uapp;1

C was given
by (4.49). We refined this decomposition in (4.54) as

u
app;1
C D u0

app;1
C C u00

app;1
C ;

u0
app;1
C D

X
j2¹�2;0;2º

U 0j;C.t; x/;

u00
app;1
C D

X
j2¹�2;0;2º

U 00j;C.t; x/;

(5.93)

where U 0j;C; U
00
j;C are defined in (C.4) from the right-hand side of (4.50), namely

U 0j;C.t; x/ D i

Z C1
1

ei.t��/p.Dx/Cij
p
3
2 �

� �
p
t

�
Mj .�; � / d�;

U 00j;C.t; x/ D i

Z t

�1

ei.t��/p.Dx/Cij
p
3
2 .1 � �/

� �
p
t

�
Mj .�; � / d�

(5.94)

with Mj given by (4.21). Let us prove the following corollary of Proposition 5.2.1.
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Corollary 5.2.3. Under the assumptions of Proposition 5.2.1, QuC solves an equation
of the form

�
Dt � p.Dx/

�
QuC �

2X
jD�2

eitj
p
3
2 Op.b0j;C/ QuC �

2X
jD�2

eitj
p
3
2 Op.b0j;�/ Qu�

D

X
3�jI j�4

ID.I 0;I 00/

Op. QmI /. QuI 0 ; u
app
I 00 /C

X
jI jD2

Op.m00;I /. QuI /

C

X
ID.I 0;I 00/

jI 0jDjI 00jD1

Op.m00;I /. QuI 0 ; u
0app;1
I 00 /

C

X
jI jD2

Op.m00;I /.u
0app;1
I /CRC.t; x/;

(5.95)

where . QmI /3�jI j�4 is as in the statement of Proposition 5.2.1, where .m00;I /jI jD2
are symbols in the class QS 01;0.

Q2
jD1h�j i

�1M0.�/; 2/, where RC satisfies (5.39) and
(5.40), and where the symbols b0j;˙ satisfy (3.7) and the following estimates for ˛, ˇ,
N in N: If j D �1 or j D 1,

j@˛x@
ˇ

�
b0j;˙.t; x; �/j � C˛;ˇ;N t

� 12
" hxi

�N
h�i�1;

j@t@
˛
x@
ˇ

�
b0j;˙.t; x; �/j � C˛;ˇ;N

�
t
� 32
" C ."2

p
t /
3
2 �
0

t�
3
2

�
hxi�N h�i�1;

(5.96)

and if j D �2; 0; 2,

j@˛x@
ˇ

�
b0j;˙.t; x; �/j � C˛;ˇ;N t

�1
" hxi

�N
h�i�1;

j@t@
˛
x@
ˇ

�
b0j;˙.t; x; �/j � C˛;ˇ;N t

� 12
"

�
t
� 32
" C ."2

p
t /
3
2 �
0

t�
3
2

�
hxi�N h�i�1:

(5.97)

Proof. Let us analyze the different terms on the right-hand side of (5.36). The first
sum appears unchanged in (5.95).

By the definition (5.38) of aapp
C , the fact that aapp D

p
3
3
.a

app
C C a

app
C / and (4.3),

the aapp.t/
P
jI jD1 Op.m01;I /. QuI / term in (5.36) contributes to the terms involving

b0j;˙ on the left-hand side of (5.95). The same holds true for the last but one term
in (5.36). We are thus left with studyingX

jI jD2

ID.I 0;I 00/

Op.m00;I /. QuI 0 ; u
app
I 00 /: (5.98)

First step. If jI 00j D 0, we get the
P
jI jD2 Op.m00;I /. QuI / contribution in (5.95).

Second step. We consider next the contributions to (5.98) with jI 0j D 1, jI 00j D 1.
As one may decompose

u
app
C D u

0app;1
C C u00

app;1
C C†C
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by (4.48) and (4.55), we shall get three type of terms:X
ID.I 0;I 00/

jI 0jDjI 00jD1

Op.m00;I /. QuI 0 ; u
0app;1
I 00 /; (5.99)

X
ID.I 0;I 00/

jI 0jDjI 00jD1

Op.m00;I /. QuI 0 ; u
00app;1
I 00 /; (5.100)

X
ID.I 0;I 00/

jI 0jDjI 00jD1

Op.m00;I /. QuI 0 ; †I 00/: (5.101)

Term (5.99) appears on the right-hand side of (5.95). From (5.93), we may rewrite
(5.100) as a sum of expressions

Op.m00;I /. QuI 0 ; U
00
j;I 00/; j D �2; 0; 2: (5.102)

We shall apply Proposition C.2.2 with � D 1; ! D 1. Since U 00j;C is defined by (5.94)
from a Mj given by (4.21), thus satisfying by (4.3) inequalities (C.7) with ! D 1,
Assumption (H1)1 of Proposition C.2.1 is satisfied, and so Proposition C.2.2 applies.
It follows from (C.106), applied with � D j

p
3
2

, j D �2; 0; 2, that (5.102) may be
written as

eijt
p
3
2 Op.bj1 / QuI 0 C Op.bj2 / QuI 0 (5.103)

where bj1 (resp. bj2 ) satisfies (3.7) and the first two lines (resp. the last line) in (C.107)
with ! D 1. The first term in (5.103) brings thus contributions to the last two sums on
the left-hand side of (5.95), for j D �2; 0; 2, with symbols satisfying (5.97) and (3.7).

We have to check next that the last term in (5.103) contributes to the remainders.
By the last line in (C.107) and (D.32), (5.35)

kOp.bj2 / QuI 0kH s � C"
2t�1 log.1C t /"tı

from which a remainder estimate of the form (5.39) follows. If we make act L˙ on
Op.bj2 / QuI 0 and use (D.71) with n D 1 and the bounds (C.107) for the semi-norms
of bj2 (with ! D 1), we obtain from (5.35)

kL˙Op.bj2 / QuI 0kL2 � C"
2t�1 log.1C t /t

1
4 ."2
p
t /� (5.104)

so that a bound of form (5.40) holds.
It remains to study (5.101). Recall the definition of †C given after (4.50): this

function is a sum
3X

jD�3

Uj .t; x/;

where Uj solves (4.50) with source term eijt
p
3
2 Mj , where Mj satisfies (4.51),

i.e. the first inequality in (C.8). We may then decompose each Uj as U 0j;1 C U
00
j;1,
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according to (C.110) with � D j
p
3
2

and rewrite the terms in (5.101) from

Op.m00;I /. QuI 0 ; U
0
j;1;I 00/; Op.m00;I /. QuI 0 ; U

00
j;1;I 00/ (5.105)

to which Proposition C.2.5 applies. This allows us to rewrite these terms in the form
Op.b/. Qu˙/, where b satisfies estimates (C.117), namely

j@
˛0
0
y @�b.t; y; �/j � Ct

� 12
" t�1 log.1C t /hyi�N h�i�1: (5.106)

By (D.32) and (5.35), we thus get

kOp.b/. Qu˙/kH s � Ct
� 12
" t�1 log.1C t /k QuCkH s

� Ct
� 12
" t�1 log.1C t /"tı :

An estimate of the form (5.39) follows at once. If we make actL˙ on Op.b/. Qu˙/, use
the rapid decay in y of (5.106) and (D.71), we obtain an estimate of the L2 norm by
the right-hand side of (5.104), with "2 replaced by t�1=2" � ". This suffices to imply
that (5.40) holds, and thus shows that (5.101) is a remainder.

Third step. We study finally contributions to (5.98) where jI 0j D 0. Again, we use
(4.48) and (4.55) to write

u
app
C D u

0app;1
C C u00

app;1
C C†C:

Plugging this expression inside the terms (5.98) with jI 0j D 0, we shall get expres-
sions given by

Op.m00;I /
�
u0

app;1
I

�
; jI j D 2; (5.107)

Op.m00;I /
�
†I 0 ; u

0app;1
I 00

�
; jI 0j D jI 00j D 1; I D .I 0; I 00/; (5.108)

Op.m00;I /.†I /; jI j D 2; (5.109)

Op.m00;I /
�
u00

app;1
I

�
; jI j D 2; (5.110)

Op.m00;I /
�
†I 0 ; u

00app;1
I 00

�
; jI 0j D jI 00j D 1; I D .I 0; I 00/; (5.111)

Op.m00;I /
�
u0

app;1
I 0 ; u00

app;1
I 00

�
; jI 0j D jI 00j D 1; I D .I 0; I 00/; (5.112)

where m00;I are still elements of QS 01;0.
QjI j
jD1h�j i

�1M �
0 ; jI j/.

Term (5.107) appears on the right-hand side of (5.95).
Term (5.108) is treated as (5.101): actually, u0app;1

C satisfies (4.39)–(4.41) as has
been established after (4.54), and these bounds are better than inequalities (5.35)
for QuC.

Term (5.109) may be treated in the same way: we have seen in the study of
(5.101) that Op.m00;I /. � ; †I 00/ may be written as Op.b/ � for b satisfying (5.106)
(see (5.105)). By (4.52), we shall get for any N ,

kxNOp.m00;I /.†I /kH s � Ckx
NOp.b/.†˙/kH s

� Ct
� 12
" t�1.log.1C t //2

�
t
� 32
" C t�1t

� 12
" C t�1"2

�
:

(5.113)
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By (5.56), we see that (5.39) will hold. Estimating the action ofL˙ on Op.m00;I /.†I /
in L2, we get an upper bound by the right-hand side of (5.113) multiplied by t . Then
(5.55) shows that (5.40) holds.

To study (5.110), we recall that u00app;1
C is given by (4.54), where U 00j;C is given

by the second formula (C.4) in terms of an M that satisfies (4.13), i.e. such that
(C.7) with ! D 1 (Assumption (H1)1) holds. We may thus apply Corollary C.2.3
with ! D 1. It follows that the H s norm of (5.110) is bounded from above by

C
�
t�2" C "

4t�2.log.1C t //2
�
:

This largely implies (5.39). On the other hand, the L2 norm of the action of L˙ on
(5.110) is bounded by

C
�
t t�2" C "

4t�1.log.1C t //2
�
:

Then (5.55) implies that (5.40) largely holds.
Terms (5.111) may be treated in a similar way as (5.109): we have seen that

Op. Qm0I /.†I 0 ; u
00app;1
I 00 / may be written as Op.b/u00app;1

˙
with b satisfying (5.106). By

the expression (4.54) of
u00

app;1
C D

X
j2¹�2;0;2º

U 00j;C;

where U 00j;C is defined by the second formula (C.4) with � D j
p
3
2

and M DMj
given by (4.21), we see that we may apply Proposition C.2.1 with ! D 1. Taking into
account the time decaying factor on the right-hand side of (5.106), it follows from
(C.89)–(C.91) that

j@˛xOp.m00;I /.†I 0 ; u
00app;1
I 00 /j

� Ct
� 12
" t�1.log.1C t //

�
t�1" C "

2t�1 log.1C t /
�
hxi�N :

(5.114)

Thus the H s norm of (5.111) is bounded from above by the t -depending factor in
(5.114). By (5.56), we get that (5.39) largely holds. If we make act L˙ on (5.111)
and estimate the L2 norm, we get a bound in

Ct
� 12
" log.1C t /

�
t�1" C "

2t�1 log.1C t /
�
:

Thus (5.55) implies (5.40).
It just remains to treat (5.112). Notice that (5.112) is of the same form as (5.100)

with QuI 0 replaced by u0app;1
I 0 , so that may be written under a similar form as (5.103),

namely

eijt
p
3
2 Op.bj1 /u

0app;1
I 0 C Op.bj2 /u

0app;1
I 0 ; (5.115)

where bj1 (resp. bj2 ) satisfies the first two lines (resp. the last line) in (C.107) with
! D 1. We have checked after (5.103) that the second term in that formula is a remain-
der. Since as seen above, u0app;1

C satisfies (4.39)–(4.41), which are better estimates than
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those verified by QuC, it follows that the last term in (5.115) is also a remainder. Let us
prove that, because of the better bounds satisfied by u0app;1

C versus QuC, the first term
in (5.115) is a remainder as well. By the estimates of b1 in (C.107) and (D.32),

kOp.bj1 /u
0app;1
C kH s � Ct

�1
" ku

0app;1
C kH s � Ct

�1
" "2t

1
4

according to (4.39) written for u0app;1
C . By (5.57), we conclude that (5.39) holds.

To estimate kL˙Op.bj1 /u
0app;1
C kL2 , we are reduced, by the fact that bj1 is rapidly

decaying in x, to bounding tkOp.bj1 /u
0app;1
C kL2 . According to (D.71) and the bounds

(C.107) of bj1 , we thus get an estimate in

t�1"
�
ku0

app;1
C kL2 C kLCu

0app;1
C kL2

�
� Ct�1" t

1
4

�
."2
p
t /C ."2

p
t /
7
8 "

1
8

�
by (4.41). As in (5.40) � < 1

2
, (5.53) shows that (5.40) holds.

This ends the study of term (5.112) and thus the proof of Corollary 5.2.3.



Chapter 6

Normal forms

This chapter is devoted to the completion of Step 5 of the proof of our main theorem,
that is described in Section 2.7 of Chapter 2. We recall here some elements of the
strategy. The preceding steps of the proof allowed us to reduce ourselves to an equa-
tion (5.95) for a new unknown QuC. In this chapter, we first write a system made of that
equation and of the one obtained by conjugation. In that way, if we set Qu� D �QuC
and Qu D Œ QuC

Qu�
�, the system we get on Qu may be written (see equation (6.17) below)�

Dt � P0 � V
�
Qu DM3. Qu; u

app/CM4. Qu; u
app/CM02. Qu; u

0app;1/CR; (6.1)

where R is a remainder and the other terms in the equation have the following struc-
ture:
� Operator P0 is just

P0 D

�
p.Dx/ 0

0 �p.Dx/

�
: (6.2)

� Operator V is a 2 � 2 matrix of linear operators acting on Qu.

Each of these operators is a pseudo-differential operator of order �1, whose coeffi-
cients depend on the approximate solution uapp constructed in Chapter 4. The main
contribution to V has thus entries of the following simplified form:

e˙it
p
3
2 t
� 12
" c.x/hDxi

�1; (6.3)

where c.x/ is in �.R/ and again t
� 12
" D

"

.1Ct"2/1=2
. The left-hand side of (6.1) is thus

a vectorial version of the scalar operator

Dt � p.Dx/ � t
� 12
" Re

�
c.x/hDxi

�1eit
p
3
2

�
: (6.4)

We get thus a perturbation of the constant coefficients operator p.Dx/ D
p
1CD2

x

by a potential term, rapidly decaying in x. We already encountered such a perturba-
tion in Chapter 2, except that there the potential was autonomous. Here, it is time
dependent and has some decay when t goes to infinity. Because of that, we can-
not apply the results of Chapter 2 or of Appendix A to eliminate term V in (6.1)
through conjugation. Nevertheless, one may construct by hand some wave operators
for a time depending perturbation of Dt � p.Dx/ like the one in (6.4). That con-
struction is made on the Fourier transform side: we introduce in Lemma 6.1.1 below
a class of operators, obtained composing at the left and the right the last term in
(6.4) by (inverse) Fourier transform. In Appendix E below we design “by hand” wave
operators for such perturbations of p.Dx/, so that, conjugating (6.1) through them,
we may eliminate V from that equation, exactly as we got rid of potential 2V in the
second equation of (2.9) in Section 2.1 of Chapter 2 (see equation (2.17)).
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The second part of this chapter is devoted to a normal form procedure allowing
one to eliminate non-characteristic contributions to the quadratic, cubic and quartic
terms M02;M3;M4 in (6.1). Characteristic contributions are terms like j QuCj2 QuC that
obey a Leibniz type rule of the form

kLC.j QuCj
2
QuC/kL2 � Ck QuCk

2
W �0;1kLC QuCkL2

up to remainders. These contributions may be safely kept on the right-hand side
of (6.1). The non-characteristic terms are those that do not satisfy such a Leibniz
rule, and that have to be eliminated by normal form. We explained this idea on a sim-
ple model in Section 1.6 of the introduction, and gave more details in Section 2.7. In
the present chapter, we apply this method to M3;M4 that have essentially the same
structure as the models discussed there.

We have also to eliminate the quadratic term M02. Qu; u
0app;1/ on the right-hand

side of (6.1). Since the arguments Qu; u0app;1 are odd, and M02 is morally of the form
a.x/ Qu˙ Qu˙, with a.x/ rapidly decaying, one may express each factor Qu˙ using (2.65)
in terms of L˙ Qu˙ gaining a t�1 decay for each factor. Nevertheless, this gain is not
sufficient to be able to consider M02 as a remainder. One get operators of the form
(2.68)–(2.69), and we explained at the end of Section 2.7 how to eliminate these
expressions performing again some elementary normal form.

6.1 Expression of the equation as a system

Let us first fix some notation. From QuC, Qu� D �QuC, uapp
C , uapp

� D �u
app
C , u0app

C and
u0app
� D �u

0app
C , we introduce the vector-valued functions

Qu D

�
QuC
Qu�

�
; uapp

D

�
u

app
C

uapp
�

�
; u0app

D

�
u0

app
C

u0app
�

�
: (6.5)

In order to write (5.95) as a system on Qu, let us define, when I D ˙,

b0I .t; x; �/ D

2X
jD�2

eitj
p
3
2 b0j;I .t; x; �/; (6.6)

where b0j;˙ satisfies (5.96), (5.97). Denoting Nb0_
˙
.t; x; �/ D b0

˙
.t; x;��/, we define

the matrix of symbols

M 0.t; x; �/ D

�
b0C.t; x; �/ b0�.t; x; �/

�Nb0_�.t; x; �/ �
Nb0_C.t; x; �/

�
: (6.7)

As Op.b0
˙
/w D Op. Nb0_

˙
/ Nw, if we denote by Op.M 0/ the quantization of M 0 defined

entry by entry, and define Op.M 0/ by

Op.M 0/ Qu D Op.M 0/ Qu;
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the form of M 0 shows that

Op.M 0/ D
�

Op.b0C/ Op.b0�/
�Op.b0�/ �Op.b0C/

�
(6.8)

or equivalently, if N0 D Œ 0 11 0 �,

Op.M 0/N0 CN0Op.M 0/ D 0: (6.9)

If we define for j D �2; : : : ; 2,

M 0j .t; x; �/ D

"
b0j;C.t; x; �/ b0j;�.t; x; �/

�Nb0_
�j;�.t; x; �/ �

Nb0_
�j;C.t; x; �/

#
;

we have

M 0.t; x; �/ D

2X
jD�2

eijt
p
3
2 M 0j .t; x; �/;

Op.M 0j /N0 CN0Op.M 0�j / D 0:

(6.10)

We shall set also, if m.x; �1; : : : ; �n/ is a multilinear symbol,

m_.x; �1; : : : ; �n/ D m.x;��1; : : : ;��n/ (6.11)

so that Op.m/ D Op.m_/ if we set again

Op.m/.w1; : : : ; wn/ D Op.m/.w1; : : : ; wn/:

If I D .i1; : : : ; in/2 ¹�;Cºn and uI D .ui1 ; : : : ; uin/, we denote NI D .�i1; : : : ;�in/

u NI D .u�i1 ; : : : ; u�in/ D �. Nui1 ; : : : ; Nuin/ D �uI (6.12)

according to our definition u� D �NuC. Then if mI is in S�;0.M; jI j/, we shall get
that

Op.mI /.uI /D Op.mI /.uI /D .�1/jI jOp.mI /.u NI /D .�1/
jI jOp. Nm_I /.u NI /: (6.13)

Let us use this notation to express nonlinear quantities constructed from (5.95). We
define first the quadratic terms, that will come from the right-hand side of (5.95),
namely

M02. Qu; u
0app;1/ D

X
ID.I 0;I 00/

jI 0jD0; jI 00jD2

"
Op.m00;I /.u

0app;1
I 00 /

Op. Nm0_0;I /.u
0app;1
NI 00

/

#

C

X
ID.I 0;I 00/

jI 0jDjI 00jD1

"
Op.m00;I /. QuI 0 ; u

0app;1
I 00 /

Op. Nm0_0;I /. Qu NI 0 ; u
0app;1
NI 00

/

#

C

X
ID.I 0;I 00/

jI 0jD2; jI 00jD0

�
Op.m00;I /. QuI 0/
Op. Nm0_0;I /. Qu NI 0/

�
(6.14)
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and the cubic and quartic expressions, given for j D 3; 4 by

Mj . Qu; u
app/ D

" P
ID.I 0;I 00/; jI jDj Op. QmI /. QuI 0 ; u

app
I 00 /

.�1/j
P
ID.I 0;I 00/; jI jDj Op. Qm

_

I /. Qu NI 0 ; u
app
NI 00
/

#
: (6.15)

We also set

R.t; x/ D

�
RC.t; x/

RC.t; x/

�
(6.16)

where RC is the last term in (5.95).
The system obtained taking equation (5.95) and the conjugated equation may be

written as follows, denoting V the operator Op.M 0/ given by (6.8) and P0 the matrix
of operators given by (6.2):�

Dt � P0 � V
�
Qu DM3. Qu; u

app/CM4. Qu; u
app/CM02. Qu; u

0app;1/CR: (6.17)

In order to apply the results of Appendix E below, we need to re-express operator V

on the Fourier transform side.

Lemma 6.1.1. For j D �2; : : : ; 2, there are two by two matrices

Qj .t; �; �/ D
h �
h�i

�

h�i
qj;.k;`/.t; �; �/

i
1�k;`�2

whose entries satisfy estimates

j@˛� @
ˇ
� qj;.k;`/j � CN t

� 12
" hj�j � j�ji

�N
h�i�1;

j@˛� @
ˇ
� @tqj;.k;`/j � CN

�
t
� 32
" C ."2

p
t /
3
2 �
0

t�
3
2

�
hj�j � j�ji�N h�i�1

(6.18)

for any ˛; ˇ;N if j D �1; 1, and

j@˛� @
ˇ
� qj;.k;`/j � CN t

�1
" hj�j � j�ji

�N
h�i�1;

j@˛� @
ˇ
� @tqj;.k;`/j � CN t

� 12
"

�
t
� 32
" C ."2

p
t /
3
2 �
0

t�
3
2

�
hj�j � j�ji�N h�i�1

(6.19)

for any ˛; ˇ;N if j D �2; 0; 2, such that, if we define the operator KQj by

1KQj f .�/ D
Z
Qj .t; �; �/ Of .�/ d� (6.20)

for f a C2-valued function, the operator V acting on odd functions may be written
as

V D

2X
jD�2

eitj
p
3
2 KQj : (6.21)

Moreover, one has VN0 D �N0V .
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Proof. If f D Œ fC
f�
�, we have according to the definition (6.8) of V D Op.M 0/ and

(6.10)

Op.M 0/f D
2X

jD�2

eitj
p
3
2 Op.M 0j /f; (6.22)

Op.M 0j /f D

"
Op.b0j;C/fC C Op.b0j;�/f�

�Op. Nb0_
�j;�/fC � Op. Nb0_

�j;C/f�

#
: (6.23)

The Fourier transform of the first line of (6.23) may be writtenZ
Ob0j;C.t; � � �; �/

OfC.�/ d�C

Z
Ob0j;�.t; � � �; �/

Of�.�/ d�; (6.24)

where Ob0j;˙ is the Fourier transform relatively to the first variable. Since b0j;˙ satisfies
(3.7), if we set

Qqj;.1;1/.t; �; �/ D Ob
0
j;C.t; � � �; �/; Qqj;.1;2/.t; �; �/ D

Ob0j;�.t; � � �; �/;

we see that Qqj;.k;`/.t;��;��/ D Qqj;.k;`/.t; �; �/. If we make act (6.24) on odd func-
tions fC, f�, we may rewrite this expression as the sum for .k; `/ D .1; 1/ or .1; 2/
of

1

2

Z �
Qqj;.k;`/.t; �; �/ � Qqj;.k;`/.t; �;��/

�
Of˙.�/ d�

(with fC if .k; `/ D .1; 1/ and f� if .k; `/ D .1; 2/). In other words, we may assume
that Qqj;.1;1/.t; �; �/ is odd in �. Since that function is even in .�; �/, it has also to be
odd in � . By (5.96)–(5.97), x 7! b0j .t; x; �/ is in �.R/, and the function is C1 in �.
It follows that the Fourier transform in x of these functions satisfies

j@˛� @
ˇ
� @
`�1
t
Ob0j;I .t; � � �; �/j � C˛;ˇ;NT `

j .t; "/hj�j � j�ji
�N
h�i�1

for any ˛; ˇ;N , ` D 1; 2, where T `
j .t; "/ is the time dependent pre-factor in the `-th

equation in (5.96) (resp. (5.97)). After the preceding reductions, it follows that Qqj;.k;`/
satisfies for all ˛; ˇ;N 2 N, ` D 1; 2,

j@˛� @
ˇ
� @
`�1
t Qqj;.k;`/.t; �; �/j � C˛;ˇ;NT `

j .t; "/hj�j � j�ji
�N
h�i�1:

Since we have seen that this function is odd in � and odd in �, we may write it as
�
h�i

�
h�i
qj;.k;`/.t; �; �/, where qj;.k;`/ satisfies (6.18)–(6.19). It follows that we have

written the first component of the Fourier transform bVf of (6.22) as the first com-
ponent of

P2
jD�2 e

itj
p
3=2 1KQj f .�/. Since the reasoning is the same for the second

component, we get (6.21).
The last statement of the lemma follows from (6.9).

We may now eliminate the operator V on the left-hand side of (6.17), using the
results of Appendix E.
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Proposition 6.1.2. Fix m in �0; 1
2
Œ close to 1

2
, and set as in the example following

Definition E.1.1, � D min.1 � 2m; 3
4
c� 0/ > 0. There is "0 > 0 such that, for any V

of the form (6.21), defined in terms of matrices Qj whose coefficients satisfy (6.18)
and (6.19), with " 2 �0; "0Œ, there are operators B.t/, C.t/, defined for t 2 Œ1; T �
(T � "�4Cc), bounded onH s.R/, satisfying the properties of Propositions E.1.1 and
E.1.3 of Appendix E, such that, if Qu solves (6.17) and satisfies estimates (5.35), then
C.t/ Qu solves

.Dt � P0/C.t/ Qu D C.t/M3. Qu; u
app/C C.t/M4. Qu; u

app/

C C.t/M02. Qu; u
0app;1/C C.t/R

(6.25)

with R satisfying for any t 2 Œ1; T �,

kR.t; � /kH s � "t
ı�1e.t; "/; (6.26)

kLR.t; � /kH s � t
� 34 ."2

p
t /�e.t; "/; (6.27)

where e satisfies (5.41). Moreover, C.t/ Qu is odd if Qu is odd and N0C.t/ Qu D �C.t/ Qu.

Proof. By (E.9), it holds .Dt � P0 � V/B.t/ D B.t/.Dt � P0/ and by (E.14), we
have Qu D B.t/C.t/ Qu. Replacing Qu by this value on the left-hand side of (6.17), com-
posing at the left with C.t/ and using again (E.14), we obtain (6.25). Since V.t/

preserves odd functions and satisfies V.t/N0 D �N0V.t/, the last statement of the
proposition follows from (E.23) and the fact that N0 Qu D �Qu. This concludes the
proof, as estimates (6.26) and (6.27) are just rewriting of (5.39) and (5.40).

6.2 Normal forms

Our next objective will be to eliminate by normal forms most of the contributions on
the right-hand side of (6.25). We shall construct first the relevant operators in order
to do so.

Let us fix some notation. Let n be in N�. Consider C2-valued test functions vj ,
defined on Œ1; T � �R for some T , of the form

.t; x/ 7! vj .t; x/ D

�
vj;C.t; x/

vj;�.t; x/

�
(6.28)

with vj;˙ odd in x and satisfying vj;� D �vj;C. If n � 3, we shall consider n-linear
maps

.v1; : : : ; vn/ 7! QMj .v1; : : : ; vn/ (6.29)

sending C2-valued functions to C2-valued functions and having the following struc-
ture (using notation (B.17)):

QMn.v1; : : : ; vn/ D

" P
jI jDn Opt . QmI /.v1;i1 ; : : : ; vn;in/

.�1/n
P
jI jDn Opt . Qm

_

I /.v1;�i1 ; : : : ; vn;�in/

#
; (6.30)
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where I D .i1; : : : ; in/2 ¹�;Cºn, QmI is in S1;ˇ .M �
0

Qn
jD1h�j i

�1; n/ for some ˇ > 0
small, � 2 N, where Qm

_

I is defined by (6.11), and where the form of the second line of
(6.30) versus the first one just reflects the fact that Mn.v1; : : : ; vn/ will have a struc-
ture with respect to conjugation similar to the one in (6.14) or (6.15) (see (6.13)).
Moreover, we assume that QmI satisfies

Qm.y; x; �1; : : : ; �n/ D .�1/
n�1
Qm.�y;�x;��1; : : : ;��n/ (6.31)

so that the associated operator preserves odd functions (see (3.7)).

Proposition 6.2.1. Let n � 3. For any I with jI j D n one may find symbols OmI in
S4;ˇ .M

�
0

Qn
jD1h�j i

�1hxi�1; n/ such that, if one sets

OQMn.v1; : : : ; vn/ D

" P
jI jDn Opt . OmI /.v1;i1 ; : : : ; vn;in/

.�1/n
P
jI jDn Opt

�
Om
_

I

�
.v1;�i1 ; : : : ; vn;�in/

#
(6.32)

one may write

Rn.v1; : : : ; vn/
def
D .Dt � P0/

OQMn.v1; : : : ; vn/ � QM.v1; : : : ; vn/

�

nX
jD1

OQMn.v1; : : : ; .Dt � P0/vj ; : : : ; vn/
(6.33)

under the following form:

Rn.v1; : : : ; vn/ D

�
Rn;C.v1; : : : ; vn/

Rn;�.v1; : : : ; vn/

�
(6.34)

withRn;�DRn;C, andRn;C satisfies the following: One may writeRn;C.v1; : : : ; vn/
as a sum

Rn;C.v1; : : : ; vn/ D
X
jI jDn

Opt .rI /.v1;i1 ; : : : ; vn;in/ (6.35)

with symbols rI in the class S4;ˇ .M �
0

Qn
jD1h�j i

�1; n/ for some � 2 N. Moreover,
LCRn;C.v1; : : : ; vn/ may be written as a sum of terms of the following form:

X
jI jDn

nX
jD1

Opt .rI;j /.v1;i1 ; : : : ; Lij vj;ij ; : : : ; vn;in/ (6.36)

with rI;j in S4;ˇ .M �
0

Qn
jD1h�j i

�1; n/,X
jI jDn

Opt .rI /.v1;i1 ; : : : ; vn;in/ (6.37)

for symbols rI in S4;ˇ .M �
0

Qn
jD1h�j i

�1; n/, and

t
X
jI jDn

Opt .r 0I /.v1;i1 ; : : : ; vn;in/ (6.38)
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for symbols r 0I in S 0
4;ˇ
.M �

0

Qn
jD1h�j i

�1; n/. Moreover, OmI satisfies

OmI .�y;�x;��1; : : : ;��n/ D .�1/
n�1
OmI .y; x; �1; : : : ; �n/ (6.39)

if QmI does so in (6.30).

We shall prove the proposition expressing (6.33) in terms of the semiclassical
quantization of symbols introduced in (B.14) in Appendix B. If h D 1

t
, we introduce

for any function vj , j D 1; : : : ; n, the function vj defined by

vj .t; x/ D
1
p
t
vj

�
t;
x

t

�
D ‚tvj .t; x/ (6.40)

according to (B.15). By (B.16), each term on the first line of (6.30) may be written

Opt . QmI /.v1;i1 ; : : : ; vn;in/.t; x/ D h
n
2Oph. QmI /.v1;i1 ; : : : ; vn;in/

�
t;
x

t

�
(6.41)

and similarly for the first line of (6.32). The first line on the right-hand side of (6.33)
may be written as the sum in I of

.Dt � p.Dx//Opt . OmI /.v1;i1 ; : : : ; vn;in/ � Opt . QmI /.v1;i1 ; : : : ; vn;in/

�

nX
jD1

Opt . OmI /.v1;i1 ; : : : ; .Dt � ijp.Dx//vj;ij ; : : : ; vn;in/:
(6.42)

It follows from (6.41) that the first term in (6.42) may be written as

h
n
2

�
Dt � Oph

�
x� C p.�/ � i

n

2
h
���

Oph. OmI /.v1;i1 ; : : : ; vn;in/
��
t;
x

t

�
:

The other terms in (6.42) admit analogous expressions, so that (6.42) may be rewritten
as h

n
2RIn;C.v1;i1 ; : : : ; vn;in/.t;

x
t
/ with

RIn;C.v1;i1 ; : : : ; vn;in/.t; x/

D

�
Dt � Oph

�
x� C p.�/ � i

n

2
h
���

Oph. OmI /.v1;i1 ; : : : ; vn;in/
�

� Oph. QmI /.v1;i1 ; : : : ; vn;in/

�

nX
jD1

Oph. OmI /
h
v1;i1 ; : : : ;

�
Dt � Oph

�
x� C ijp.�/ � i

h

2

��
vi;ij ;

: : : ; vn;in

i
:

(6.43)

We shall study (6.43) both when I is characteristic and I is non-characteristic, accord-
ing to the terminology introduced in Definition F.1.1, that we recall in the statements
of the following two lemmas.

Lemma 6.2.2. Let I D .i1; : : : ; in/ be characteristic, i.e. i1 C � � � C in D 1, and take
OmI D 0 in (6.43). Then if L˙D

1
h

Oph.x˙p
0.�//, the term L˙R

I
n;C.v1;i1 ; : : : ; vn;in/
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may be written as a sum of the following expressions:

Oph.rI;j /.v1;i1 ; : : : ;Lij vj;ij ; : : : ; vn;in/;

Oph.rI /.v1;i1 ; : : : ; vn;in/;
1

h
Oph.r

0
I /.v1;i1 ; : : : ; vn;in/

(6.44)

with rI;j ; rI in S4;ˇ .M �
0

Qn
jD1h�j i

�1; n/ and r 0I in S 0
4;ˇ
.M �

0

Qn
jD1h�j i

�1; n/ for
some �.

Proof. We just have to apply Proposition F.2.1 of Appendix F.

We shall consider next the case of non-characteristic indices.

Lemma 6.2.3. Let I D .i1; : : : ; in/ be non-characteristic, i.e. i1C � � � C in¤ 1. Then
one may find a symbol OmI in S4;ˇ .M �

0

Qn
jD1h�j i

�1hxi�1; n/, for some �, such that
RIn;C.v1;i1 ; : : : ; vn;in/ given by (6.43) may be written as a sum of terms

Oph.r
1
I /.v1;i1 ; : : : ; vn;in/;

hOph.rI /.v1;i1 ; : : : ; vn;in/;

Oph.r
0
I /.v1;i1 ; : : : ; vn;in/

(6.45)

with symbols r1I in S4;ˇ .M �
0

Qn
jD1h�j i

�1; n/, rI in S4;ˇ .M �
0

Qn
jD1h�j i

�1hxi�1; n/,
and r 0I in S 0

4;ˇ
.M �

0

Qn
jD1h�j i

�1; n/. Moreover, LCR
I
n;C.v1;i1 ; : : : ; vn;in/ may be

written under the form (6.44) and OmI satisfies (6.39) if QmI does so.

Proof. We apply Proposition F.3.1 and define OmI to be the symbol aI of that state-
ment, that satisfies (F.7). According to (F.20) (with mI replaced by QmI in its right-
hand side), (6.43) may be written as the sum of (F.22) and of the last two lines
in (F.21). This gives (6.45).

To get the last statement of the lemma, we use that RIn;C is also given by (F.21).
We have thus to show that the action of LC D

1
h

Oph.x C p
0.�// on the three terms

in (F.21) may be rewritten under the form (6.44). For 1
h

Oph.p
0.�// this follows

from the composition result of Proposition B.2.1. For the product of x
h

by (F.21),
this is a consequence of the fact that in these formulas mI;j and rI are in classes
S4;ˇ .M

�
0

Qn
jD1h�j i

�1hxi�1; n/. In the case of r 0I , the fact that the symbol belongs to
the class S 0

4;ˇ
.M �

0

Qn
jD1h�j i

�1; n/ means that it is rapidly decaying in M0.�/
�4jyj,

so may be multiplied by x (and even by x=h), up to a loss on the exponent �. This
concludes the proof since the definition (F.9) of aI (with mI replaced by QmI ) shows
that it satisfies (6.39) if QmI does (taking the cut-off  even).

Proof of Proposition 6.2.1. We just have to translate the above two lemmas going
back to functions v1; : : : ; vn from v1; : : : ; vn through (6.40). The first component
Rn;C of (6.33) is then h

n
2RIn;C.v1;i1 ; : : : ; vn;in/ with RIn;C given by (6.43). In the

characteristic case, (6.43) with OmI D 0 and (6.41) show that equation (6.35) holds,
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and Lemma 6.2.2 implies that LCRn;C is of the form (6.36). In the non-characteristic
case, these properties follow from Lemma 6.2.3.

Proposition 6.2.1 will allow us to treat by normal form the contributions M3;M4

on the right-hand side of (6.25). We need also a result that will allow us to treat M02.
We consider a bilinear map .v1; v2/ 7! QM02.v1; v2/ of the form

QM02.v1; v2/ D

" P
jI jD2 Op.m00;I /.v1;i1 ; v2;i2/P
jI jD2 Op. Nm0_0;I /.v1;�i1 ; v2;�i2/

#
; (6.46)

where m00;I is in QS 01;0.
Q2
jD1h�j i

�1M0.�/; 2/ and satisfies (3.7). Our goal is to prove:

Proposition 6.2.4. One may find an operator .v1; v2/ 7!
OQM02.v1; v2/, that may be

written

OQM02.v1; v2/ D

"PP
.i1;i2/2¹�;Cº2

Qi1;i2.v1;i1 ; v2;i2/PP
.i1;i2/2¹�;Cº2

Qi1;i2.v1;i1 ; v2;i2/

#
(6.47)

with operatorsQi1;i2.v1;i1 ; v2;i2/ of the form (F.35), preserving the space of odd func-
tions, such that, if we set

R2.v1; v2/ D .Dt � P0/
OQM02.v1; v2/ �

QM02.v1; v2/ �
OQM02
�
.Dt � P0/v1; v2

�
�
OQM02
�
v1; .Dt � P0/v2

�
(6.48)

and if v1; v2 are odd functions, thenR2 D Œ
R2;C
R2;�

� withR2;� D R2;C andR2;C being
a sum

R2;C.v1; v2/ D t
�2

X
.i1;i2/2¹�;Cº2

1X
`1D0

1X
`2D0

K
`1;`2
L;i1;i2

�
L
`1
i1
v1;i1 ; L

`2
i2
v2;i2

�
(6.49)

with K`1;`2L;i1;i2
in the class K 0

1; 12
.1; i1; i2/ of Definition F.4.1.

Proof. We just have to apply Corollary F.4.4 to the first component of equality (6.48)
changing the definition of the notation K`1;`2L;i1;i2

on the right-hand side of (6.49).

We shall use the results established so far in that section in order to rewrite equa-
tion (6.25). Recall first that by (E.8), (E.9), (E.14), where V is the operator (6.21), we
have

.Dt � P0/C.t/ D C.t/.Dt � P0 � V/ (6.50)

when both sides of these equalities act on odd functions.
Recall the form of operators Mj in (6.15): these operators may be written as

Mj . Qu; u
app/ D

jX
`D0

M`
j . Qu; : : : ; Qu„ ƒ‚ …

`

; uapp; : : : ; uapp„ ƒ‚ …
j�`

/; j D 3; 4; (6.51)



Normal forms 113

where

M`
j .v1; : : : ; vj / D

264
P

I 0D.i1;:::;i`/
I 00D.i`C1;:::;ij /

Op. QmI 0;I 00/.v1;i1 ; : : : ; vj;ij /P
I 0D.i1;:::;i`/

I 00D.i`C1;:::;ij /

.�1/jOp. Qm
_

I 0;I 00/.v1;�i1 ; : : : ; vj;�ij /

375 (6.52)

and the symbols QmI 0;I 00 are in QS1;0.
QjI j
jD1h�j i

�1M0.�/
� ; jI j/, with 3 � jI j D j � 4,

according to Proposition 5.2.1. According to Corollary D.1.7, each of these sym-
bols may be replaced by a symbol in S1;ˇ .

QjI j
jD1h�j i

�1M0.�/
� ; jI j/, for ˇ > 0 small,

up to adding to (6.51) some remainder satisfying (D.35) for an arbitrary r . In other
words, we may rewrite (6.51) under the form

Mj . Qu; u
app/ D

jX
`D0

M`
j . Qu; : : : ; Qu; u

app; : : : ; uapp/C QRj . Qu; u
app/; (6.53)

where M`
j is of the form (6.52) with symbols QmI 0;I 00 in

S1;ˇ

 
jI jY
jD1

h�j i
�1M0.�/

� ; jI j

!
;

with ˇ > 0 and where QRj satisfies

k QRj . Qu; u
app/kH s � Ct

�2
�
k QukH s C ku

app
kH s

�j (6.54)

and setting L D
�LC 0

0 L�

�
,

kL QRj . Qu; u
app/kL2 � Ct

�2
�
k QukH s C ku

app
kH s

�j�1
�
�
k QukH s C ku

app
kH s C kL QukL2

C kLu0app
kL2 C kLu

00app
kW �0;1

�
;

(6.55)

where in (6.55), we decomposed the factor uapp that eventually replaces vn in (D.35)
as uapp D u0app C u00app, and used the second (resp. third) of these estimates if vn is
substituted by u0app (resp. u00app).

In the same way, operators M02 in (6.14) may be written as

M02. Qu; u
0app;1/ DM002.u

0app;1; u0app;1/CM012. Qu; u
0app;1/CM022. Qu; Qu/; (6.56)

where M02
` is given by the .`C 1/-st contribution in (6.14). Applying again Corol-

lary D.1.7, we may assume that

M02
`.v1; v2/ D

264
P

I 0D.i1;:::;i`/
I 00D.i`C1;:::;ij /

Op.m00;I 0;I 00/.v1;i1 ; v2;i2/P
I 0D.i1;:::;i`/

I 00D.i`C1;:::;ij /

Op. Nm0_0;I 0;I 00/.v1;�i1 ; v2;�i2/

375 (6.57)



Normal forms 114

up to replacing (6.56) by

M02. Qu; u
0app;1/ DM002.u

0app;1; u0app;1/CM012. Qu; u
0app;1/CM022. Qu; Qu/

C QR2. Qu; u
0app;1/;

(6.58)

where QR2 satisfies

k QR2. Qu; u
0app;1/kH s � Ct

�2
�
k QukH s C ku

0app;1
kH s

�2
;

kL QR2. Qu; u
0app;1/kL2 � Ct

�2
�
k QukH s C ku

0app;1
kH s

�
�
�
k QukH s C ku

0app;1
kH s

C kL QukL2 C kLu
0app;1
kL2

� (6.59)

and where the symbolsm00;I 0;I 00 in (6.57) are now in S 0
1;ˇ

�Q2
jD1h�j i

�1M0.�/; 2
�

for
some ˇ > 0.

Let us apply to each M`
j on the right-hand side of (6.53) Proposition 6.2.1 set-

ting QMj DM`
j in order to define by (6.32) an operator OQMj that we denote just

by OM`
j , 0 � ` � j , j D 3; 4. In the same way, apply to each M0`2, ` D 0; 1; 2 Propo-

sition 6.2.4 in order to define operators OM0`2, ` D 0; 1; 2. Denote

OMj . Qu; u
app/ D

jX
`D0

OM`
j . Qu; : : : ; Qu„ ƒ‚ …

`

; uapp; : : : ; uapp„ ƒ‚ …
j�`

/; j D 3; 4;

OM02. Qu; u
0app;1/ D

2X
`D0

OM0`2. Qu; : : : ; Qu„ ƒ‚ …
`

; u0app;1; : : : ; u0app;1„ ƒ‚ …
2�`

/:

(6.60)

Let us prove:

Corollary 6.2.5. Let Qu satisfy the assumptions of Proposition 6.1.2, so that equation
(6.25) holds. Then, with the above notation,

.Dt � P0/

�
C.t/

�
Qu �

4X
jD3

OMj . Qu; u
app/

�
� OM02. Qu; u

0app;1/

�
D OR; (6.61)

where OR is the sum of contributions of the following form:

C.t/V.t/ OM`
j . Qu; : : : ; Qu„ ƒ‚ …

`

; uapp; : : : ; uapp„ ƒ‚ …
j�`

/; j D 3; 4; 0 � ` � j (6.62)

�
C.t/ � Id

�
M0`2. Qu; : : : ; Qu„ ƒ‚ …

`

; u0app;1; : : : ; u0app;1„ ƒ‚ …
2�`

/; 0 � ` � 2; (6.63)

�C.t/ OM`
j . Qu; : : : ; Qu; .Dt � P0/ Qu; : : : ; Qu„ ƒ‚ …

`

; uapp; : : : ; uapp/;

�C.t/ OM`
j . Qu; : : : ; Qu„ ƒ‚ …

`

; uapp; : : : ; uapp; .Dt � P0/u
app; : : : ; uapp/

(6.64)
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for j D 3; 4, 0 � ` � j ,

�C.t/ OM0`2. Qu; : : : ; .Dt � P0/ Qu; : : : ; Qu„ ƒ‚ …
`

; u0app;1; : : : ; u0app;1/;

�C.t/ OM0`2. Qu; : : : ; Qu„ ƒ‚ …
`

; u0app;1; : : : ; .Dt � P0/u
0app;1; : : : ; u0app;1/

(6.65)

for 0 � ` � 2, of remainders of type

C.t/Rj . Qu; : : : ; Qu„ ƒ‚ …
`

; uapp; : : : ; uapp„ ƒ‚ …
j�`

/; j D 3; 4; 0 � ` � j; (6.66)

where Rj is of the form (6.34) and

R2. Qu; : : : ; Qu„ ƒ‚ …
`

; u0app;1; : : : ; u0app;1„ ƒ‚ …
2�`

/; 0 � ` � 2; (6.67)

where R2 D
�R2;C
R2;�

�
with R2;� D R2;C, and R2;C given by (6.49), and of contribu-

tions
C.t/

�
R.t; x/C QR3 C

QR4

�
C QR2; (6.68)

where R is given by equation (6.16) and satisfies (6.26)–(6.27) and with QR2 (resp. QR3,
resp. QR4) satisfying (6.59) (resp. (6.54), resp. (6.55)).

Proof. We write, using (6.50), for j D 3; 4,

.Dt � P0/C.t/ OMj . Qu; u
app/ D �C.t/V.t/ OMj . Qu; u

app/

C C.t/.Dt � P0/ OMj . Qu; u
app/:

(6.69)

We plug in the right-hand side of this equality (6.33) with QM (resp. OQMn) replaced
by M`

j (resp. OM`
j ) according to the notation defined before (6.60). In the same way,

we express
.Dt � P0/ OM

0
2. Qu; u

0app;1/

from (6.48) with QM02 (resp. OQM02) replaced by M02
` (resp. OQM02

`). Making the difference
between (6.25) (where we substitute (6.53) and (6.58)) and these expressions, we
obtain the contributions (6.62) to (6.68). This concludes the proof.





Chapter 7

Bootstrap: L2 estimates

The proof of the main theorem relies on a bootstrap argument of the type described
in Sections 1.4 and 1.5 of the introduction (see estimates (1.28), (1.29) and (1.39)).
In our setting, the bounds to be bootstrapped will be actually (2.45), (2.46), (2.47)
of Section 2.5 in Chapter 2 (see (7.3) below). In the present chapter our objective is
to bootstrap the first and last estimates (7.3) (see Proposition 7.3.7 below). We have
thus to bound the Sobolev norm of the solution Qu of (6.61), and the L2 norm of L Qu.
This is done by energy inequality, and the main task is to estimate the right-hand side
of (6.61) in Sobolev spaces or the action of L on that right-hand side in L2. We do
that first for cubic and quartic terms, then for quadratic ones, and finally for terms of
higher order.

7.1 Estimates for cubic and quartic terms

We consider C-valued functions u0app
C ; u

00app
C , defined on some interval Œ1; T �, with

T � "�4Cc for some given c > 0, and that satisfy on that interval, for a given large r
in N and some constant C.A;A0/ bounds (4.39)–(4.41) and (4.43)–(4.45) that we
recall below:

ku0
app
C .t; � /kHr � C.A;A

0/"2t
1
4 ;

ku0
app
C .t; � /kW r;1 � C.A;A0/"2;

kLCu
0app
C .t; � /kHr � C.A;A

0/t
1
4

�
."2
p
t /C ."2

p
t /
7
8 "

1
8

� (7.1)

and

ku00
app
C .t; � /kHr � C.A;A

0/"

�
t "2

ht "2i

� 1
2

;

ku00
app
C .t; � /kW r;1 � C.A;A0/"2 log.1C t /2;

kLCu
00app
C .t; � /kW r;1 � C.A;A0/ log.1C t / log.1C "2t /:

(7.2)

Moreover, we shall assume that the solution Qu D Œ QuC
Qu�
� (with Qu� D �QuC) of (6.61)

satisfies a priori estimates (5.35), i.e. having fixed c > 0, � 0 < � < 1
2

with � 0 close
to 1

2
, and ı > 0 small, for some 1� �� s, we have

k QuC.t; � /kH s � D"t
ı ;

k QuC.t; � /kW �;1 � D
."2
p
t /�
0

p
t

;

kLC QuC.t; � /kL2 � Dt
1
4 ."2
p
t /� :

(7.3)
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We recall also that we have defined from u
app
C the function uapp;1

C in (4.48), that we
decomposed in (4.55) as u0app;1

C C u00
app;1
C and we have seen after (4.54) that u0app;1

C

satisfies the same estimates as u0app
C , so that we shall have

ku0
app;1
C .t; � /kHr � C.A;A

0/"2t
1
4 ;

ku0
app;1
C .t; � /kW r;1 � C.A;A0/"2;

kLCu
0app;1
C .t; � /kHr � C.A;A

0/t
1
4

�
."2
p
t /C ."2

p
t /
7
8 "

1
8

�
:

(7.4)

We may assume that r in (7.1) and (7.4) is as large as we want since the smoothness
of the approximate solution uapp is independent of s: these functions are actually C1,
since their x dependence comes only from stationary solution to our initial problem.

Our goal in that section is to deduce from (7.1) to (7.4) bounds for the cubic and
quartic terms on the left-hand side of (6.61) and in (6.62) and (6.64).

Proposition 7.1.1. Let OMj . Qu; u
app/,j D 3; 4, be given by the first line in (6.60). There

is a function .t; "/ 7! e.t; "/, depending on the constants A;A0;D in (7.1)–(7.3),
satisfying lim"!0C sup1�t�"�4Cc e.t; "/ D 0, such that the following bounds hold:

kC.t/ OMj . Qu; u
app/kH s � C"t

ı
�
."2
p
t /2�

0

t�1 C "4t�
�
� "tıe.t; "/; (7.5)

kLC.t/ OMj . Qu; u
app/kL2 � t

1
4 ."2
p
t /�e.t; "/ (7.6)

for any t 2 Œ1; "�4Cc�, any � > 0.

Proof. We prove first (7.5). By (E.19), C.t/ is bounded onH s , uniformly in t staying
in the wanted interval. By (6.60) we have thus to bound

k OM`
j . Qu; : : : ; Qu„ ƒ‚ …

`

; uapp; : : : ; uapp„ ƒ‚ …
j�`

/kH s ; 0 � ` � j; j D 3; 4 (7.7)

(where each OM`
j has form (6.32)) by the right-hand side of (7.5). By (D.32), (7.7) is

bounded from above by

C
�
k QukH sk Quk

`�1
W �0;1ku

app
k
j�`

W �0;1
C kuapp

kH sku
app
k
j�`�1

W �0;1
k Quk`W �0;1

�
(7.8)

with the convention that the first (resp. second) term in the bracket should be replaced
by zero if ` D 0 (resp. ` D j ). As

u
app
˙
D u0

app
˙
C u00

app
˙
; uapp

D

�
u

app
C

uapp
�

�
;

it follows from (7.1) and (7.2) that

kuapp
kH s � QC.A;A

0/"

�
t "2

ht "2i

� 1
2

;

kuapp
kW �0;1 � QC.A;A

0/"2.log.1C t //2
(7.9)
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for t � "�4. Using also (7.3), we bound (7.8) by

C"tı
��
"2.log.1C t //2

�j�1
C

�
."2
p
t /�
0

p
t

�j�1�
: (7.10)

Since j � 3, we have obtained a bound by the right-hand side of (7.5).
Let us prove (7.6). By (E.20)–(E.22), it suffices to bound by the right-hand side

of (7.6) the quantities

kL OMj . Qu; u
app/kL2 ; k

OMj . Qu; u
app/kL2 t

1
2�m"�;

where m is close to 1
2

. The estimate of the second term is a consequence of (7.5). To
study the first one, we recall that L D ŒLC 0

0 L�
� with L˙ D x ˙ tp0.Dx/, so that we

have to estimate
tk OMj . Qu; u

app/kL2 ; kx
OMj . Qu; u

app/kL2 : (7.11)

By (7.10), the first term is estimated by (as j � 3)

t
1
4 ."2
p
t /�e.t; "/ (7.12)

with

e.t; "/ D O
�
"2tı.log.1C t //4."2

p
t /
3
2�� C "t�

1
4Cı."2

p
t /2�

0��
�
:

If t � "�4, � 0 < � < 1
2

is close enough to 1
2

, so that 2� 0 � � � 0, and if ı is small
enough, one gets that e satisfies the condition in the statement. This concludes the
proof of (7.6) for the first term in (7.11). To study the second one, we have to bound
by t

1
4 ."2
p
t /�e the norm kx OM`

j . Qu; : : : ; Qu; u
app; : : : ; uapp/kL2 , ` D 0; : : : ; j . Consider

first the case ` > 0, so that at least one of the arguments is equal to Qu. By the form
(6.32) of OM`

j , we may apply (D.36), putting the L2 norm on that argument equal to Qu,
i.e. we obtain a bound in

C
�
k Quk

j�1

W �0;1
C kuapp

k
j�1

W �0;1

��
tk QukL2 C kL QukL2

�
: (7.13)

The contribution of the first term in the last bracket has already been estimates by
(7.12) in the study of the first term (7.11). The second term gives rise, according
to (7.9) and (7.3), to a quantity bounded by

Ct
1
4 ."2
p
t /�
� ."2pt /� 0
p
t
C "2.log.1C t //2

�2
which is also of the form (7.12). It just remains to study the term

kx OM`
j .u

app; : : : ; uapp/kL2 :

We decompose one of the arguments uapp, say the last one, as uapp D u0app C u00app.
We estimate then the L2 norm of the function x OM`

j .u
app; : : : ; uapp; u0app/ (resp. of

x OM`
j .u

app; : : : ; uapp; u00app/) using (D.36) with n D j (resp. (D.37) with n D j ). We
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obtain a bound in

Ckuapp
k
j�1

W �0;1

�
tku0app

kL2 C kLu
0app
kL2

�
C Ckuapp

k
j�2

W �0;1
kuapp

kL2
�
tku00app

kW �0;1 C kLu
00app
kW �0;1

�
:

(7.14)

Using (7.9), (7.1), (7.2), we obtain a bound in

C"4.log.1C t //4
�
"2t

5
4 C t

1
4

�
"2
p
t C ."2

p
t /
7
8 "

1
8

��
C C"2.log.1C t //2"

�
"2t .log.1C t //2 C log.1C t / log.1C "2t /

� (7.15)

which is largely of form (7.12). This concludes the proof.

We shall study next term (6.62).

Proposition 7.1.2. With notation (5.41) for e.t; "/, one has the following bounds for
0 � ` � j , j D 3; 4:

kC.t/V.t/ OM`
j . Qu; : : : ; Qu„ ƒ‚ …

`

; uapp; : : : ; uapp/kH s � t
�1"tıe.t; "/; (7.16)

kLC.t/V.t/ OM`
j . Qu; : : : ; Qu„ ƒ‚ …

`

; uapp; : : : ; uapp/kH s � t
�1
�
t
1
4 ."2
p
t /�
�
e.t; "/: (7.17)

Proof. Recall that OMj is given by (6.60) in terms of operators OM`
j defined in (6.32).

Moreover, recall that V.t/ in (6.17) is by definition the operator Op.M 0/ given by
(6.8), in function of symbols b0

˙
satisfying (5.96)–(5.97). This means that in par-

ticular t1=2" b0
˙

are elements of the class QS 0
�;ˇ
.h�i�1; 1/ (for any �; ˇ as these sym-

bols depend only on one frequency variable). Moreover, the symbols OmI in (6.32)
belong to S4;ˇ .M �

0

Qj

`D1
h�`i
�1; j /. It follows from the composition result of Corol-

lary B.2.6 that the components of V.t/ OM`
j . Qu; : : : ; u

app/ may be written under the
form

t
� 12
" Opt .m0/. Qu˙; : : : ; Qu˙; u

app
˙
; : : : ; u

app
˙
/ (7.18)

for some symbolm0 in the class S 0
4;ˇ
.M �

0

Qj

`D1
h�`i
�1; j / (for some new �), and any

choice of the signs ˙. We use (D.32) together with the boundedness of C.t/ on H s ,
to estimate the left-hand side of (7.16) by

Ct
� 12
"

�
kuapp

kW �;1 C k QukW �;1

�j�1�
kuapp

kH s C k QukH s
�
: (7.19)

Using estimates (7.9), (7.3) and j � 3, we bound this largely by the right-hand side
of (7.16).

Let us prove (7.17). By (E.20)–(E.22) it is enough to estimate

"�t
1
2�mkV.t/ OM`

j . Qu; : : : ; u
app/kL2 ; kLV.t/ OM`

j . Qu; : : : ; u
app/kL2

by the right-hand side of (7.17). The first term satisfies the wanted bound as a conse-
quence of (7.19), since the exponent 1

2
�m is close to zero. By (7.18), the study of
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the second one is reduced to

t
� 12
" kL˙Opt .m0/. Qu˙; : : : ; Qu˙; u

app
˙
; : : : ; u

app
˙
/kL2 (7.20)

for m0 in the class S 0
4;ˇ
.M �

0

Qj

`D1
h�`i
�1; j /. As L˙ D x ˙ tp0.�/, and the symbol

m0.y; x; �1; : : : ; �j / is decaying like hM0.�/
��yi�N for any N , we are reduced to

bounding by the right-hand side of (7.17) the quantity

t t
� 12
" kOpt .m0/. Qu˙; : : : ; Qu˙; u

app
˙
; : : : ; u

app
˙
/kL2 (7.21)

for a new m0. If there is at least one argument equal to Qu˙ in (7.21), we use estimate
(D.71), making play the special role devoted to vj there to such an Qu˙ argument. We
obtain a bound of (7.21) in

Ct
� 12
"

�
k QukW �;1 C kuapp

kW �;1

�j�1�
k QukL2 C kL QukL2

�
: (7.22)

By (7.9) and (7.3), this is bounded by

Ct
� 12
"

�
."2
p
t /�
0

p
t
C "2.log.1C t //2

�2�
t
1
4 ."2
p
t /�
�

(7.23)

since j � 3. Again this is largely bounded by the right-hand side of (7.17).
Consider next the case when all arguments in (7.21) are equal to uapp. Decompose

one of these arguments, say the last one, as uapp D u0app C u00app. By linearity, we get
a contribution in Opt .m0/.uapp

˙
; : : : ; u

app
˙
; u0

app
˙
/ for which (7.21) may be estimated by

(7.22) with Qu replaced by u0app in the last factor. As by (7.1) the L2 bounds of u0app

andLu0app are better than the corresponding ones for Qu,L Qu in (7.3), we get that (7.23)
holds again. We are thus left with

t t
� 12
" kOpt .m0/.u00app

˙
; : : : ; u00

app
˙
/kL2 :

We use then (D.72) to estimate this by

Ct
� 12
" ku

00app
k
j�2

W �0;1
ku00app

kL2
�
ku00app

kW �0;1 C kLu
00app
kW �0;1

�
: (7.24)

By (7.2), we thus get a bound in

t
� 12
" "2.log.1C t //2"

�
t "2

ht "2i

� 1
2

log.1C t / log.1C t "2/:

Distinguishing the cases t "2 � 1, t "2 � 1, one checks that this is smaller than

t�
3
4 ."2
p
t /
1
2 e.t; "/;

so than the right-hand side of (7.17). This concludes the proof.
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7.2 Estimates for quadratic terms

We shall study in this section the quadratic term in (6.61) and (6.63).

Proposition 7.2.1. Let OM02 be given by the second line in (6.60). One has the follow-
ing bounds:

k OM02. Qu; u
app;1/kH s � "t

ıe.t; "/; (7.25)

kL OM02. Qu; u
app;1/kL2 � t

1
4 ."2
p
t /�e.t; "/ (7.26)

for any t 2 Œ1; "�4Cc�, where e.t; "/ satisfies (5.41).

To prove the proposition, we shall study the three terms in the definition of OM02.

Lemma 7.2.2. One has the following estimates:

k OM022. Qu; Qu/kH s � C"t
ı
�
t�

1
2C� ."2

p
t /�
�
; (7.27)

kL OM022. Qu; Qu/kL2 � t
1
4 ."2
p
t /�e.t; "/ (7.28)

for any t in Œ1; "�1Cc�, any � > 0, if s is large enough relatively to 1
�

.

Proof. By definition, OM022 is obtained applying Proposition 6.2.4 to M022 given by the
first term on the right-hand side of the second line in (6.60). It has structure (6.47).
We thus have to study

kQ0i1;i2. Qui1 ; Qui2/kH s ; (7.29)

kL˙Q
0
i1;i2

. Qui1 ; Qui2/kL2 (7.30)

to obtain respectively (7.27) and (7.28), whereQ0i1;i2 are operators of the form (F.35),
preserving the space of odd functions. To bound (7.29), we thus have to study

t�
3
2 kK

`1;`2
H;i1;i2

.L
`1
i1
Qui1 ; L

`2
i2
Qui2/kH s ; (7.31)

where 0 � `1; `2 � 1.
If `1 D `2 D 0, we apply inequality (F.46) of Corollary F.5.2, with ! D 1

2
. We

obtain a bound of (7.31) in
Ct�

7
4 k QuCk

2
H s : (7.32)

If `1 D 0; `2 D 1 (or the symmetric case), we apply (F.58), which gives for (7.31) an
estimate in

Ct�
3
4 k QuCk

2
H s : (7.33)

If `1 D `2 D 1, we use (F.57) in order to bound (7.31) by

Ct�
3
4C�

�
kLC QuCkL2 C k QuCkH s

�
k QuCkH s (7.34)

where � > 0 is as small as we want (if s is large enough). Plugging in these esti-
mates (7.3), we obtain a bound in

C"t�
3
4C�Cı t

1
4 ."2
p
t /� ; (7.35)

which gives (7.27).
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Consider next (7.30) and decompose L˙ D x ˙ tp0.Dx/. The action of tp0.Dx/
on Q0i1;i2. Qui1 ; Qui2/ has L2 norm bounded from above, according to (F.35), by

t�
1
2 kK

`1;`2
H;i1;i2

.L
`1
i1
Qui1 ; L

`2
i2
Qui2/kL2 : (7.36)

When `1 D `2 D 0 (resp. .`1; `2/ D .1; 0/ or .0; 1/), we apply (F.46) with s D 0
(resp. (F.50) and (F.51)) to bound this by

Ct�
3
4C�

�
k QuCkH s C kLC QuCkL2

�
k QuCkH s

for any � > 0, so by (7.35), which is better that what we want.
On the other hand, if `1 D `2 D 1 in (7.36), we apply (F.50) or (F.51) with f2

or f1 replaced by LC QuC. We obtain for (7.36) an estimate in

Ct�
3
4C�

�
kLC QuCkL2 C k QuCkH s

�2
: (7.37)

Using (7.3), we obtain a better bound than (7.28). We are left with studying

t�
3
2 kxK

`1;`2
H;i1;i2

.L
`1
i1
Qui1 ; L

`2
i2
Qui2/kL2 : (7.38)

We noticed at the end of the proof of Proposition F.5.1 that an operator xK may
be written as an operator K1 of the same type as K, up to the loss of a factor t!

(here t
1
2 ). It follows that (7.38) will be bounded by t�

1
2 times (7.36), which is better

than the estimate already obtained for the other contribution to (7.30). This concludes
the proof.

Proof of Proposition 7.2.1. We remark first that the conclusion of Lemma 7.2.2 holds
for the three terms on the right-hand side of the second formula in (6.60) that defines
OM02. We have seen it for the last one. It holds for the other two terms as, by the end of

the statement in Proposition 4.1.2, u0app;1
C satisfies the same estimates (7.1) as u0app.

Since these bounds are better than inequalities (7.3) satisfied by Qu (for t � "�4), the
proof of Lemma 7.2.2 thus applies as well to OM002; OM

01
2 in (6.60). Consequently, (7.25)

and (7.26) hold.

We want next to study quadratic terms on the right-hand side of (6.61), i.e. terms
of the form (6.63).

Proposition 7.2.3. Let M02 be given by (6.14) and denote by e.t; "/ a function satis-
fying (5.41). We have bounds

k.C.t/ � Id/M02. Qu; u
0app;1/kH s � t

�1"tıe.t; "/; (7.39)

kL.C.t/ � Id/M02. Qu; u
0app;1/kL2 � t

�1t
1
4 ."2
p
t /�e.t; "/: (7.40)

Proof. We write the proof for the component of M02 that is quadratic in Qu. This
implies the general case, as u0app;1 satisfies better estimates than those holding true
for Qu.
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Recall that by (6.14), the components of M02 are of the form Op.m00;I /. QuI / with
m00;I in QS 01;0.

Q2
jD1h�j i

�1M0; 2/. If we apply estimate (D.78) with `0 D ` D 1 and
n D 2, we obtain

kM02. Qu; Qu/kH s � Ct
�1C�

�
kL QukL2 C k QukH s

�
k QukH s :

Plugging there (7.3), we get a bound in

C."tı/t�
3
4C� ."2

p
t /� : (7.41)

Since kC.t/ � IdkL.L2/ D O."�t�mCı
0C 14 / by (E.19), we obtain an estimate in

C"tı�1
�
"�t

1
2�mCı

0C� ."2
p
t /�
�
:

Since m may be taken as close to 1
2

as we want (see the example following Def-
inition E.1.1 where m is introduced), and since ı0; � may also be taken as small as
wanted (in function of the fixed parameters c; �; � 0), for t � "�4Cc , the factor between
brackets is of the form e.t; "/ in (7.39).

To prove (7.40), we write by (E.20)

L.C.t/ � Id/M02 D . QC.t/ � Id/LM02 C
QC1.t/M

0
2: (7.42)

Since kM02. Qu; Qu/kL2 is estimated by (7.41), and since k QC1.t/kL.L2/ is bounded by
(E.22) withm close to 1

2
, we see that the L2 norm of the last term in (7.42) is smaller

than the right-hand side of (7.40) (for t � "�4).
On the other hand, by the definition ofL, kLM02. Qu; Qu/kL2 is bounded from above

by tkOp.m00;I /. QuI /kL2 , with m00;I in QS 01;0.
Q2
jD1h�j i

�1; 2/. Using (D.76), we esti-
mate this by

Ct�1C�
�
kLC QuCkL2 C k QuCkH s

�2
� Ct�1C�

�
t
1
4 ."2
p
t /�
�2
:

Since k QC.t/ � IdkL.L2/ D O."�t�mCı
0C 14 / with m close to 1

2
by (E.21), we see that

the L2 norm of the first term on the right-hand side of (7.42) is bounded from above
by

Ct�1t
1
4 ."2
p
t /�
�
."2
p
t /� t

1
2�mCı

0C�"�
�

and again, if 1
2
�m; ı0; � have been taken small enough, the bracket is of the form

e.t; "/, whence a bound by the right-hand side of (7.40). This concludes the proof.

7.3 Higher-order terms

In this section, we shall bound expressions of the form (6.64)–(6.65) that appear
as contributions of higher order of homogeneity if one replaces .Dt � P0/ Qu by its
expression coming from (6.17). We study first the first line in (6.64).
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Proposition 7.3.1. Denote for 1 � ` � j , j D 3; 4,

F.t/ D C.t/ OM`
j

�
Qu; : : : ; .Dt � P0/ Qu; : : : ; Qu; u

app; : : : ; uapp�: (7.43)

Then under a priori assumptions (7.1) and (7.3), one has the following bounds:

kF.t/kH s � t
�1"tıe.t; "/; (7.44)

kLF.t/kL2 � t
�1
�
t
1
4 ."2
p
t /�
�
e.t; "/ (7.45)

with e satisfying (5.41).

To prove the proposition, we first re-express F.t/ replacing on the right-hand side
.Dt � P0/ Qu by its value.

Lemma 7.3.2. The components of

OM`
j

�
Qu; : : : ; .Dt � P0/ Qu; : : : ; Qu; u

app; : : : ; uapp�
may be written as sums of terms of the following form:

t
� 12
" Opt .m0/. QuI 0 ; u

app
I 00 /; j D jI 0j C jI 00j � 3; (7.46)

where m0 is in S 0
4;ˇ
.M �

0

Qj

`D1
h�`i
�1; j /,

Opt .m/. QuI 0 ; u
app
I 00 /; j D jI 0j C jI 00j � 5; (7.47)

where m is in S4;ˇ .M �
0

Qj

`D1
h�`i
�1; j /,

Opt .m/
�
Rj 0. Qu; u

app/; QuI 0 ; u
app
I 00

�
; j D jI 0j C jI 00j; (7.48)

where j 0 � 3, j � 2, m is in S4;ˇ .M �
0

QjC1

`D1
h�`i
�1; j C 1/ and Rj 0 satisfies (6.54)

and (6.55),

Opt .m0/
�
QuI 0 ; u

0app;1
I 00 ; u

app
I 000

�
; j D jI 0j C jI 00j C jI 000j � 4; (7.49)

where m0 is in S 0
4;ˇ
.M �

0

Qj

`D1
h�`i
�1; j /,

Opt .m/
�
QR2. Qu; u

0app;1/; QuI 0 ; u
app
I 00

�
; j D jI 0j C jI 00j; (7.50)

with j � 2, m is in S4;ˇ .M �
0

QjC1

`D1
h�`i
�1; j C 1/, QR2 satisfying (6.59),

Opt .m/.R; QuI 0 ; u
app
I 00 /; j D jI 0j C jI 00j � 2; (7.51)

where R satisfies estimates (5.39) and (5.40) and where m is a symbol in the class
S4;ˇ .M

�
0

QjC1

`D1
h�`i
�1; j C 1/.

Proof. Recall that by (6.17)

.Dt � P0/ Qu D V.t/ QuCM3. Qu; u
app/CM4. Qu; u

app/CM02. Qu; u
0app;1/CR: (7.52)
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Recall that OM`
j is an operator of the form (6.32), so that its components computed at

. Qu; : : : ; Qu; uapp; : : : ; uapp/ may be written

Opt .m/. Qui1 ; : : : ; Qui` ; u
app
i`C1

; : : : ; u
app
ij
/ (7.53)

with ij D ˙ and m element of S4;ˇ .M �
0

Qj

`D1
h�`i
�1; j / for some ˇ > 0. We have

to compute (7.53) when one of its Qu arguments, say the first one, is replaced by
.Dt � P0/ Qu, so by the right-hand side of (7.52). If we replace .Dt � P0/ Qu by V.t/ Qu

and use that V.t/ is constructed from operators Op.b0
˙
/ in (6.8) that satisfy (5.96)

and (5.97), i.e. are such that t1=2" b0
˙
D c0
˙

is in S 0
�;ˇ
.h�i�1; 1/ (for any �; ˇ), we get

a contribution

t
� 12
" Opt .m/

�
Op.c0i1/ Qui1 ; Qui2 ; : : : ; Qui` ; u

app
i`C1

; : : : ; u
app
ij

�
:

By the composition result of Corollary B.2.6, we get a term of the form (7.46).
Let us study next (7.53) with the first argument replaced by

M3. Qu; u
app/CM4. Qu; u

app/

coming from (7.52). According to definition (6.15) of Mj and to (6.53), we shall get
contributions

Opt .m/
�
Op. QmI /. QuI 0 ; u

app
I 00 /; Qui2 ; : : : ; Qui` ; u

app
i`C1

; : : : ; u
app
ij

�
(7.54)

with jI j D 3 or 4 and Qm in QS1;ˇ .M0.�/
�
QjI j
jD1h�j i

�1; jI j/, with ˇ > 0 and

Opt .m/
�
QRj 0;˙. Qu; u

app/; Qui2 ; : : : ; u
app
ij
/ (7.55)

for
QRj 0 D

�
QRj 0;C

QRj 0;�

�
satisfying (6.54) and (6.55) with j 0 D 3 or 4. By Corollary (B.19), (7.54) may be
written as a term homogeneous of degree larger than or equal to 5 that has the struc-
ture (7.47). Moreover, (7.55) provides terms of the form (7.48).

We have to study then the term (7.53) where the first argument is replaced by the
M02. Qu; u

0app;1/ term in (7.52). By (6.58) and (6.57), we get contributions of the form

Opt .m/
�
Op.m00;I 0;I 00/. QuI 0 ; u

0app;1
I 00 /; Qui2 ; : : : ; Qui` ; u

app
i`C1

; : : : ; u
app
ij

�
(7.56)

with jI 0j C jI 00j D 2, j � 3, and

Opt .m/
�
QR2;˙. Qu; u

0app;1/; Qui2 ; : : : ; u
app
ij

�
: (7.57)

Again by Corollary B.2.6, (7.56) brings a contribution of the form (7.49) and (7.57)
an expression of type (7.50).

Finally, we have to replace one argument of (7.53) by the last term R in (7.52).
This brings (7.51). This concludes the proof of the lemma.
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Proof of Proposition 7.3.1. Let us prove (7.44) and (7.45). We have to estimate all
contributions from (7.46) to (7.51). As already seen, (E.19) to (E.22) allow us to
ignore the action of operator C.t/ on the definition (7.43) of F.t/, so that we need to
study only the Sobolev norm of (7.46) to (7.51), and the L2 norm of the action of L
on these two quantities.

Term (7.46). This term is of the form (7.18) and has already been estimated by the
wanted quantities.

Term (7.47). The Sobolev norm of this term may be bounded from above, according
to (D.32), by

C
�
k QukW �0;1 C ku

app
kW �0;1

�4�
k QukH s C ku

app
kH s

�
:

Using (7.1) and (7.3), we bound this by

Ct�2."2
p
t /4�

0

"tı (7.58)

which is better than the right-hand side of (7.44). If we make act L˙ on (7.47) and
compute the L2 norm, we get on the one hand the product of (7.58) by t , which
is smaller than the right-hand side of (7.45) and kxOpt .m/. QuI 0 ; u

app
I 00 /kL2 . This is

a quantity of the same form as the second term in (7.11), except that j � 5. We thus
obtain a bound by (7.13), when at least one of the arguments in (7.47) is equal to Qu.
By (7.1)–(7.3) and j � 5, this is controlled by the right-hand side of (7.45). If all
the arguments are equal to uapp, we get instead a bound by (7.14) with j � 5, so by
(7.15) multiplied by kuappk2

W �0;1
� Ct�1 when t � "�4Cc by (7.1) and (7.2). Since

(7.15) was controlled by (7.12), we get again a bound of the form (7.45).

Term (7.48). By (D.32), the H s norm of (7.48) is bounded by

Ck QRj 0. Qu; u
app/kH s

�
k QukW �0;1 C ku

app
kW �0;1

�2
C k QRj 0. Qu; u

app/kW �0;1

�
k QukW �0;1 C ku

app
kW �0;1

�
�
�
k QukH s C ku

app
kH s

� (7.59)

since j � 2 in (7.48). Using Sobolev injection, we may bound k QRj 0kW �0;1 from
k QRj 0kH s . By (6.54) and (7.1)–(7.3), we largely get an estimate of the form (7.44).

If we make act L˙ on (7.48), and use that

xOpt .m/.v1; : : : ; vn/ � Opt .m/.xv1; : : : ; vn/

is of the form Opt .m1/.v1; : : : ; vn/ for a new symbol m1 of the same form as m, we
reduce the estimate of the L2 norm of the action of L˙ on (7.48) to bounding

tkOpt .m/
�
QRj 0;˙. Qu; u

app/; QuI 0 ; u
app
I 00

�
kL2 ;

kOpt .m/
�
L QRj 0;˙. Qu; u

app/; QuI 0 ; u
app
I 00

�
kL2 :
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By (D.33), we get an estimate in�
tk QRj 0. Qu; u

app/kL2 C kL˙
QRj 0. Qu; u

app/kL2
��
k QukW �0;1 C ku

app
kW �0;1

�2
: (7.60)

By (6.54), (6.55), (7.1)–(7.3), this is largely estimated by the right-hand side of (7.45).

Term (7.49). This term is of the form (7.18), except that there is no t�1=2" factor, that
we may have an argument u0app;1 instead of uapp, and that the number of arguments is
larger than or equal to 4. By (7.19), the H s norm of (7.49) is bounded from above by

C
�
ku0app;1

kW �0;1 C ku
app
kW �0;1 C k QukW �0;1

�3
�
�
kuapp

kH s C k QukH s C ku
0app;1
kH s

�
:

Using (7.1)–(7.4) we get a better estimate than (7.44). If we make act L˙ on (7.49)
and compute the L2 norm, we obtain a quantity of the form (7.20), without the pre-
factor t�1=2" . We obtain thus an upper bound given by (7.22) or (7.24) without the
t
�1=2
" factor, but with j � 4 and an argument u0app;1 replacing eventually an uapp. By

(7.1)–(7.4),�
ku0app;1

kW �0;1 C ku
app
kW �0;1 C k QukW �0;1

�3�
k QukL2 C kL QukL2

�
is smaller than the right-hand side of (7.44). On the other hand, the contribution of
the form (7.24) is bounded from above by

Cku00app
k
2
W �0;1ku

00app
kL2

�
ku00app

kW �0;1 C kLu
00app
kW �0;1

�
� C"5.log.1C t //6

by (7.2). As t � "�4Cc , we estimate this by 1
t
"e.t; "/, so by the right-hand side

of (7.45).

Term (7.50). This is a term of form (7.48). The H s norm may be bounded by (7.59),
with QRj 0 replaced by QR2. It follows from (6.59), Sobolev injection and (7.1)–(7.4)
that we largely get a bound of the form (7.44). If we make act L˙ and estimate the
L2 norm, we get a bound of the form (7.60), with QRj 0 replaced by QR2. Again, by
(6.59), (7.1)–(7.4), we obtain the conclusion.

Term (7.51). This is a term of the form (7.48), with QRj 0 replaced by R. Again, we
may apply (7.59) to bound the H s norm. According to (5.39), we obtain a bound by
the right-hand side of (7.44). To study the L2 norm of the action of L˙ on (7.51), we
use that we have again a bound of the form (7.60) with QRj 0 replaced by R. As the
last factor in (7.60) isO.t�1/ by (7.1)–(7.3), we conclude that we get an upper bound
by (7.45) using (5.39), (5.40). This concludes the proof of Proposition 7.3.1

Our next task is to study the second line in (6.64).

Proposition 7.3.3. Denote now

F.t/ D C.t/ OM`
j . Qu; : : : ; Qu; u

app; : : : ; .Dt � P0/u
app; : : : ; uapp/: (7.61)
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Then under assumptions (7.1)–(7.4)

kF.t/kH s � t
�1"tıe.t; "/; (7.62)

kLF.t/kH s � t
�1t

1
4 ."2
p
t /�e.t; "/: (7.63)

Proof. Recall that .Dt � p.Dx//u
app
C is given by (4.37). Together with the definition

(2.28) of F 20 ; F
3
0 , with the fact that by (4.3), (4.6), (4.8), aapp is O.t�1=2" /, and with

estimates (4.38), this implies that

.Dt � p.Dx//u
app
C D Z.t; x/C a

app.t/
X
jI jD1

Op.m01;I /.u
app
I /; (7.64)

where m01;I is in QS 01;0
�
h�i�1; 1/ and Z.t; x/ satisfies for any ˛;N ,

j@˛xZ.t; x/j � C˛;N t
�1
" hxi

�N : (7.65)

Notice that we may consider as well m01;I as an element of S 0
1;ˇ
.h�i�1; 1/ for ˇ > 0,

since for symbols depending only on one frequency variable, this does not make
any difference. We plug (7.64) inside (7.61). Using the form (6.32) of OM`

j and the
composition result of Corollary B.2.6, we write (7.61), where we forget factor C.t/
that does not affect the estimates, as a sum of terms (up to permutations of the argu-
ments)

t
� 12
" Opt .m0/. Qu˙; : : : ; u

app
˙
/; (7.66)

Opt .m/.Z; Qu˙; : : : ; u
app
˙
/; (7.67)

where the number of arguments . Qu˙; : : : ; u
app
˙
/ in term (7.66) (resp. term (7.67))

is j (resp. j � 1) with j � 3, and m0 belongs to S 0
4;ˇ
.M �

0

Qj

`D1
h�`i
�1; j /, m to

S4;ˇ .M
�
0

Qj

`D1
h�`i
�1; j / for some �. Expression (7.66) is of the form (7.46), so

satisfies the wanted bounds (7.62)–(7.63) by the first point in the proof of Proposi-
tion 7.3.1. The H s norm of (7.67) is bounded by (D.32) by

C
�
k QukH s C ku

app
kH s

��
k QukW �0;1 C ku

app
kW �0;1

�
kZkW �0;1

C C
�
k QukW �0;1 C ku

app
kW �0;1

�2
kZkH s

so by the right-hand side of (7.62), by (7.1)–(7.3) and (7.65).
Let us bound next the L2 norm of the action of L˙ on (7.67). We decompose

each factor uapp
˙
D u0

app
˙
C u00

app
˙

. Consider first the case of the resulting expression
where at least one of the last j � 1 arguments in (7.67) is equal to Qu˙ or u0app

˙
, say

the last one. We have to estimate

tkOpt .m/.Z; Qu˙; : : : ; u
app
˙
; w/kL2 ;

kxOpt .m/.Z; Qu˙; : : : ; u
app
˙
; w/kL2

(7.68)

with w D Qu˙ or u0app
˙

. Up to commuting x to Opt .m/ in order to put it against Z, it
is enough to bound the first expression. We use (D.73) with the special index j equal
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to the last one. Recalling the t�1" factor in (7.65), we get a bound in

Ct�1"
�
k QukW �0;1 C ku

app
kW �0;1

�j�2
�
�
k QukL2 C kL QukL2 C ku

0app
kL2 C kL˙u

0app
kL2

� (7.69)

which by (7.1)–(7.3) is smaller than the right-hand side of (7.63) (as j � 2 � 1). On
the other hand, if we consider (7.68) with all arguments . Qu˙; : : : ; u

app
˙
; w/ replaced

by u00app
˙

, we use (D.74) and get instead of (7.69), by (7.2)

Ct�1" ku
00app
k
j�3

W �0;1

�
kLu00app

kW �0;1 C ku
00app
kW �0;1

�
ku00app

kL2

� Ct�1" " log.1C t / log.1C t "2/:

This is much better than (7.63). This concludes the proof.

Let us move now to the study of (6.65).

Proposition 7.3.4. Denote

F.t/ D C.t/ OM002
�
.Dt � P0/u

0app;1; u0app;1�
C C.t/ OM002

�
u0app;1; .Dt � P0/u

0app;1�
C C.t/ OM012

�
.Dt � P0/ Qu; u

0app;1�
C C.t/ OM012

�
Qu; .Dt � P0/u

0app;1�
C C.t/ OM022

�
.Dt � P0/ Qu; Qu

�
C C.t/ OM022

�
Qu; .Dt � P0/ Qu

�
:

(7.70)

Then
kF.t/kH s � t

�1"tıe.t; "/; (7.71)

kL˙F.t/kL2 � t
�1
�
t
1
4 ."2
p
t /�
�
e.t; "/: (7.72)

Before starting the proof, we recall some estimates for .Dt � P0/ Qu.

Lemma 7.3.5. Under a priori assumptions (7.43)–(7.45) we have the following esti-
mates:

k.Dt � P0/ QukH s � C"t
ı� 12 ; (7.73)

L.Dt � P0/ Qu D f1 C xf2 (7.74)

with
kf1kL2 � Ct

� 12
�
t
1
4 ."2
p
t /�
�
; (7.75)

kf2kL2 � Ct
�1."2

p
t /2�

0

"tı : (7.76)

Proof. Recall that .Dt � P0/ Qu is given by (7.52) and that V.t/ may be expressed,
according to (6.8), from operators t�1=2" Opt .c0

˙
/ with c0

˙
in the class S 0

�;ˇ
.h�i�1; 1/.

By boundedness of these operators onH s and (7.3), we get for kV.t/ QukH s a bound by
the right-hand side of (7.73).
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The action of L on V.t/ Qu will have L2 norm bounded from above by

t
� 12
" kxOpt .c0˙/ QukL2 C t t

� 12
" kOpt .c0˙/ QukL2 :

By (D.71) with n D 1 and (7.3), we get a bound by the right-hand side of (7.75).
Consider next the Mj . Qu; u

app/ terms, j D 3; 4, on the right-hand side of (7.52).
By (6.53), these terms are given on the one hand by the contributions QRj , which
by (6.54) are largely bounded in H s by the right-hand side of (7.73), and which by
(6.55) contribute to f1 in (7.74) if we apply L on them. On the other hand, the main
terms in (6.53) are of the form Opt . QmI 0;I 00/. QuI 0 ; u

app
I 00 /. By (D.32) and (7.1)–(7.3), they

satisfy (7.73). Let us study L˙Opt . QmI 0;I 00/. QuI 0 ; u
app
I 00 /. We apply Proposition F.2.1

and Corollary F.2.2 (translated in the non-semiclassical framework). This allows us
to re-express this quantity from

Opt . Qm/
�
L˙v1; v2; : : : ; vj

�
; (7.77)

Opt . Qr/.v1; : : : ; vj /; (7.78)

tOpt . Qr 0/.v1; : : : ; vj /; (7.79)

xOpt . Qr/.v1; : : : ; vj / (7.80)

where v` D Qu˙ or v` D u0app C u00app, where Qm; Qr are in S4;ˇ .M �
0

Qj

`D1
h�`i
�1; j /

and Qr 0 is in S 0
4;ˇ
.M �

0

Qj

`D1
h�`i
�1; j /.

We estimate the L2 norm of (7.77) using (D.33) with the special index equal to
the first one, when v1 is replaced either by Qu˙ or u0app

˙
. We largely get a bound by

(7.75) as j � 3 using (7.1)–(7.3). If v1 is replaced by u00app
˙

, we still use (D.33), but
make play the special role to the second argument. We obtain a bound in

kLCu
00app
C kW �0;1

�
ku

app
C kW �0;1 C k QukW �0;1

��
ku

app
C kL2 C k QuCkL2

�
(7.81)

which is largely controlled by (7.75) by (7.1)–(7.3).
TheL2 norm of (7.78) (or of the coefficient of x in (7.80)) is bounded from above

by the right-hand side of (7.75) (or (7.76)) again by (D.33), (7.1)–(7.3) and the fact
that j � 3.

Consider (7.79). If at least one v` is replaced by Qu˙ or u0app
˙

, we use (D.71), with
the special index equal to this `. By (7.1)–(7.3) we largely get an estimate (7.75).
If all v` are equal to u00app

˙
, we use instead (D.72), from which (7.75) largely follows.

To finish the proof of the lemma, we still have to study the last two terms on the
right-hand side of (7.52). Contribution M0. Qu; u0app/ has structure (6.58). The remain-
ders R2 largely satisfy bounds (7.73), (7.75). The other terms are, by (6.57), of the
form Opt . Qm0/.v1; v2/ with Qm0 in S 0

1;ˇ
.M0.�/

Q2
jD1h�j i

�1; 2/ and v1; v2 equal to Qu˙
or u0app;1

˙
. By (D.32) and (7.3)–(7.4), the Sobolev estimate (7.73) holds. On the other

hand, by (D.76) (and the rapid decay in x of symbols in S 0
1;ˇ
.M0.�/

Q2
jD1h�j i

�1;2/),
we have

kL˙Opt . Qm0/.v1; v2/kL2 � Ct
�1C�

�
kLC Qu˙kL2 C kLCu

0app;1
C kL2

C k QuCkH s C ku
0app;1
C kH s

�2
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if s� is large enough. Using (7.3)–(7.4) and taking � < 1
4

, we estimate this by the
right-hand side of (7.75).

Finally, the last term R in (7.52) satisfies (5.39)–(5.40), so also (7.73) and (7.75)
for the action of L on it. This concludes the proof of the lemma.

Proof of Proposition 7.3.4. We shall prove successively (7.71) and (7.72).

Step 1: Proof of (7.71). Since C.t/ is bounded on H s , we may ignore it. We thus
need to study k OM02.v1; v2/kH sh , where (up to symmetries)

v1 D .Dt � P0/ Qu or .Dt � P0/u
0app;1; v2 D Qu or u0app;1: (7.82)

Recall that OM02 is given by (6.47) in term of operators Qi1;i2 of the form (F.35). We
have thus to bound

t�
3
2 kK

`1;`2
H;i1;i2

.L
`1
i1
v1;i1 ; L

`2
i2
v2;i2/kH s (7.83)

with operators K`1;`2H;i1;i2
in the class K 0

1; 12
.1; i1; i2/ introduced in Definition F.4.1.

Consider first the case v1 D .Dt � P0/u
0app;1. We apply Corollary F.5.4 when `1 or

`2 is non-zero and (F.46) if `1 D `2 D 0. We obtain for � > 0 small and s� large
enough a bound of (7.83) by

Ct�
3
4

�
t�kL.Dt � P0/u

0app;1
kL2

�
k QukH s C ku

0app;1
kH s

�
C t�

�
kL QukL2 C kLu

0app;1
kL2

�
k.Dt � P0/u

0app;1
kH s

C k.Dt � P0/u
0app;1
kH s

�
k QukH s C ku

0app;1
kH s

��
:

(7.84)

By the end of the statement of Proposition 4.1.2, u0app;1
C satisfies estimates of the

form (4.46)–(4.47) and also (4.39)–(4.41). Moreover, Qu satisfies (7.3). Plugging these
estimates in (7.84), we get a better upper bound than (7.71).

Consider next the case v1 D .Dt � P0/ Qu, `1 D 1 in (7.83). Decompose

K
`1;`2
H;i1;i2

D K< CK>;

where K< (resp. K>) is defined by the same formula (F.25) as K`1;`2H;i1;i2
, but with the

function k cut-off for j�1j � 2h�2i (resp. j�2j � 2h�1i). We need to bound

t�
3
2 kK<.Li1.Dt � i1p.Dx// Qui1 ; L

`2
i2
v2;i2/kH s ; (7.85)

t�
3
2 kK>.Li1.Dt � i1p.Dx// Qui1 ; L

`2
i2
v2;i2/kH s ; (7.86)

where `2 D 0 or 1 and v2 D Qu or u0app;1. Consider first expression (7.85). We decom-
pose the first argument inK< under the form g1 C g2, where, for � 2 C10 .R/, equal
to one close to zero,

g1 D .1 � �/.t
�ˇDx/

�
Li1.Dt � i1p.Dx// Qui1

�
; (7.87)

g2 D �.t
�ˇDx/.f1;i1 C xf2;i1/; (7.88)
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where we used decomposition (7.74). Using the definition of Li1 and (7.73), we may
rewrite g1 as a sum g1 D tg

0
1 C xg

00
1 with according to (7.73), for any �0 � s,

kg01kH�0 C kg
00
1kH�0 � t

�ˇ.s��0/"tı�
1
2 : (7.89)

Applying (F.38)–(F.40) (with the roles of f1; f2 interchanged), we see that (7.85)
with the first argument of K< replaced by g1 has Sobolev norm bounded from above
by

Ct
1
4�ˇ.s��0/"tı�

1
2

�
k QukH s C ku

0app;1
kH s

�
:

If sˇ is large enough, we get an estimate by the right-hand side of (7.71). On the other
hand, if we replace the first argument of K< in (7.85) by g2, we reduce ourselves to

t�
3
2 kK<. Q�.t

�ˇDx/ Qf1;i1 ; L
`2
i2
v2/kH s ; (7.90)

t�
3
2 kK<.x Q�.t

�ˇDx/ Qf2;i1 ; L
`2
i2
v2/kH s (7.91)

for new functions Qf1; Qf2 satisfying the same estimates (7.75)–(7.76) as f1; f2 and
Q� in C10 .R/. Decomposing Li2 D x C i2tp

0.Dx/ and using (F.38)–(F.39) with the
roles of f1; f2 interchanged, we bound (7.90) by

t�
3
4 k Q�.t�ˇDx/ Qf1;i1kH�0kv2kH s :

By (7.75) and (7.3)–(7.4), this is smaller than

t�
3
4Cˇ�0 t�

1
2

�
t
1
4 ."2
p
t /�
�
"tı

so than the right-hand side of (7.71) if t � "�4Cc and ˇ is small enough. To study
(7.91), we decompose again Li2 as above and use (F.39) and (F.40), to obtain a bound
in

t�
1
4 k Q�.t�ˇDx/ Qf2kH�0kv2kH s :

By (7.76) for Qf2 and (7.3), (7.4), we obtain a bound by the right-hand side of (7.71).
Let us study next (7.86). If `2 D 1, we use (F.52) (with f1 and f2 interchanged)

and if `2 D 0 we use (F.58). We bound thus (7.86) by

Ct�
3
4 k.Dt � P0/ QukH s

�
tˇ�0

�
kL QukL2 C kLu

0app;1
kL2

�
C k QukH s C ku

0app;1
kH s

�
:

If we use (7.73), (7.3), (7.4), we bound this by the right-hand side of (7.71), using
again t � "�4Cc , and taking ˇ small enough.

To conclude Step 1, we still have to consider (7.83) with v1 D .Dt � P0/ Qu and
`1 D 0, i.e. to bound

t�
3
2 kK

0;`2
H;i1;i2

.Dt � i1p.Dx// Qui1 ; L
`2
i2
v2;i2

�
kH s :

Expressing Li2 and using (F.54) and (F.46), we obtain a bound in

t�
3
4 k.Dt � P0/ QukH s

�
k QukH s C ku

0app;1
kH s

�
:
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Using (7.73), (7.3), (7.4), we obtain a bound of the form (7.71). This concludes the
proof of Step 1.

Step 2: Proof of (7.72). Again, properties (E.20)–(E.22) of operator C.t/ allow us to
ignore it in the proof of the estimates. We shall have thus to bound kL OM02.v1; v2/kL2
where OM02 has structure (6.47) and v1; v2 are given by equation (7.82). If we express
L˙ D x ˙ tp

0.Dx/, we are reduced to studying

t�
1
2 kK

`1;`2
H;i1;i2

�
L
`1
i1
v1;i1 ; L

`2
i2
v2;i2

�
kL2 ; (7.92)

t�
3
2 kxK

`1;`2
H;i1;i2

�
L
`1
i1
v1;i1 ; L

`2
i2
v2;i2

�
kL2 : (7.93)

By Definition F.4.1 of the class K 0
1;1=2

.i/, xK`1;`2H;i1;i2
may be written as t

1
2 QK

`1;`2
H;i1;i2

for
another operator in K 0

1;1=2
.i/. It is thus enough to bound (7.92).

We consider first the case v1 D .Dt � P0/u
0app;1. By (F.50), (F.47), we bound (7.92)

by
Ct�

3
4

�
k.Dt � P0/u

0app;1
kH s C t

�
kL.Dt � P0/u

0app;1
kL2

�
�
�
kLu0app;1

kL2 C kL QukL2 C ku
0app;1
kL2 C k QukL2

�
for any � > 0 (if s� is large enough). Since by Proposition 4.1.2, u0app;1 satisfies
(4.46)–(4.47), we deduce from (7.3)–(7.4) an estimate better than (7.72).

Consider next the case v1 D .Dt � P0/ Qu, `1 D 1 in (7.92). We replaceL.Dt � P0/ Qu

by the right-hand side of (7.74). By (F.47) and (F.51), the f1 contribution to (7.92) is
bounded from above by

Ct�
3
4 kf1kL2

�
t�
�
kLu0app;1

kL2 C kL QukL2
�
C ku0app

kH s C k QukH s
�
:

Using (7.75), (7.3), (7.4), we get an estimate in

Ct�1
�
t
1
4 ."2
p
t /�
��
."2
p
t /� t� C "tı�

1
4

�
:

If � is small enough, and since t � "�4Cc , we get a bound of the form (7.72).
On the other hand, if we replace .Dt � P0/ Qu by xf2, (7.92) is reduced to

t�
1
2 kK

`1;`2
H;i1;i2

.xf2;i1 ; L
`2
i2
v2;i2/kL2 : (7.94)

A @�1-integration by parts in (F.25) using (F.27) shows that (7.94) is reduced to

k QK
`1;`2
H;i1;i2

.f2;i1 ; L
`2
i2
v2;i2/kL2

for a new operator in the same class. Using (F.47) and (F.51), we get a bound in

Ct�
1
4 kf2kL2

��
kLu0app;1

kL2 C kL QukL2
�
t� C ku0app;1

kH s C k QukH s
�
:

Using (7.76), (7.3), (7.4), we obtain a bound of the form (7.72).
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Consider finally the case v1 D .Dt � P0/ Qu, `1 D 0 in (7.92). By (F.47), we get
a bound of (7.92) by

Ct�
3
4 k.Dt � P0/ QukH s

�
kL QukL2 C kLu

0app;1
kL2 C k QukL2 C ku

0app;1
kL2

�
:

If we plug there (7.73) and (7.3)–(7.4), we get an estimate of the form (7.72). This
concludes the proof.

This concludes the study of terms of the form (6.65). It remains to study (6.66),
(6.67) and (6.68).

Proposition 7.3.6. The following statements hold.

(i) Denote

F.t/ D C.t/Rj . Qu; : : : ; Qu„ ƒ‚ …
`

; uapp; : : : ; uapp/; j D 3; 4; 0 � ` � j; (7.95)

with Rj of the form (6.34)–(6.35). Then there is a function e satisfying
(5.41) such that

kF.t/kH s � t
�1"tıe.t; "/; (7.96)

kL˙F.t/kL2 � t
�1
�
t
1
4 ."2
p
t /�
�
e.t; "/: (7.97)

(ii) Denote
F.t/ D C.t/R2. Qu; : : : ; Qu„ ƒ‚ …

`

; u0app;1; : : : ; u0app;1/

with 0 � ` � 2 and R2 D
�R2;C
R2;�

�
given by (6.49). Then (7.96) and (7.97)

hold.

(iii) Let F.t/ D C.t/.R.t; � /C QR3.t; � /C QR4.t; � //C QR2.t; � / with R; QRj as
in (6.68). Then (7.96) and (7.97) hold.

Proof. (i) By (6.35) and (D.32) (and the boundedness of C.t/ on H s), we bound
kF.t/kH s by

C
�
k QukW �0;1 C ku

app
kW �0;1

�j�1�
k QukH s C ku

app
kH s

�
:

As j � 3, (7.1) and (7.3) imply (7.96).
To prove (7.97), we use once again that by (E.20)–(E.22), we may ignore the fac-

tor C.t/, and have to estimateLRj inL2. This expression is a sum of quantities of the
form (6.36)–(6.38), so of the form (7.77)–(7.79) with v` D Qu˙ or v` D u0

app
˙
C u00

app
˙

.
When v1 in (7.77) is replaced by Qu˙ or u0app

˙
, we use (D.33) to estimate the L2

norm of these terms by

C
�
k QukW �0;1 C ku

app
kW �0;1

�j�1�
kL QukL2 C kLu

0app
kL2

�
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so by the right-hand side of (7.97) by (7.1)–(7.3), since j � 3. If v1 D u00app, we have
a bound by (7.81) so by

1

t
t
1
4 ."2
p
t /�
�
."2
p
t /
1
2C�

0�� tı log.1C t / log.1C t "2/
�

(7.98)

which is bounded by the right-hand side of (7.97) for ı > 0 small, �; � 0 close to 1
2

if t � "�4Cc .
Expression (7.78) is controlled as (7.77). For (7.79), we use (D.71) if at least one

of the functions vj is equal to Qu˙ or u0app
˙

, which brings the wanted estimate (7.97)
by (7.1)–(7.3). If all arguments vj are equal to u00app

˙
, we use (D.72), that brings again

an estimate of the form (7.98). This concludes the proof of (i).
(ii) Again, we may forget operator C.t/. We have to study

t�2kK
`1;`2
L;i1;i2

.L
`1
i1
v1;i1 ; L

`2
i2
v2;i2/kH s ; (7.99)

t�2kL˙K
`1;`2
L;i1;i2

.L
`1
i1
v1;i1 ; L

`2
i2
v2;i2/kL2 (7.100)

with K`1;`2L;i1;i2
in K 0

1=2;1
.i/, and v1; v2 equal to Qu or u0app;1. Since estimates (7.4) are

better than (7.3), we may argue just in the case v1 D v2 D Qu. Then (7.99) is just
(7.31) multiplied by t�

1
2 . It is then estimated by (7.32)–(7.34) multiplied by t�

1
2 and

thus by (7.35) multiplied by t�
1
2 , so by "tı�1t� ."2

p
t /� . For t � "�4Cc , this is of the

form of the right-hand side of (7.96) if � is small enough. Let us bound next (7.100).
Using the expression L˙ D x ˙ tp0.Dx/, we have to estimate

t�1kK
`1;`2
L;i1;i2

.L
`1
i1
v1;i1 ; L

`2
i2
v2;i2/kL2 ; (7.101)

t�2kxK
`1;`2
L;i1;i2

.L
`1
i1
v1;i1 ; L

`2
i2
v2;i2/kL2 : (7.102)

By (F.47), (F.50), (F.51), we bound (7.101) by

Ct�
5
4

�
kL QukL2 t

�
C k QukH s

�2
:

Using (7.3), we obtain

Ct�1.."2
p
t /� t

1
4 /t2� ."2

p
t /�

which is smaller than the right-hand side of (7.97) for t � "�4Cc if � is small enough.
Finally, to study (7.102), we notice, as after (7.38), that this expression may be

bounded by t�
1
2 times (7.101), so has the wanted bounds.

(iii) The contributions C.t/ QR3, C.t/ QR4, QR2 are estimated by (6.59), (6.54),
(6.55), so largely by the right-hand side of (7.96)–(7.97), using (7.1)–(7.3). The fact
that C.t/R satisfies these estimates follows from inequalities (5.39)–(5.40) satisfied
by R (or (6.26)–(6.27)). This concludes the proof.

We conclude this chapter summarizing the estimates we have obtained.
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Proposition 7.3.7. Let c > 0 (small) be given, 0 < � 0 < � < 1
2

with � 0 close to 1
2

. Let
T 2 Œ1; "�4Cc� and assume that we are given on Œ1; T � �R functions QuC, u0app

C ,
u00

app
C , u0app;1

C that satisfy estimates (7.1)–(7.4), for some small ı > 0, some constants
C.A;A0/, D, any " in an interval �0; "0�, and such that Qu solves (6.61). Then there
are D0 > 0, "00 2 �0; "0� such that if D � D0 and " 2 �0; "00�, for any t 2 Œ1; T �, the
L2 estimates in (7.3) may be improved to

k QuC.t; � /kH s �
D

2
"tı ; (7.103)

kLC QuC.t; � /kL2 �
D

2
t
1
4 ."2
p
t /� : (7.104)

Proof. By Corollary 6.2.5, we know that

.Dt � P0/ Vu D OR (7.105)

if we define

Vu D C.t/

�
Qu �

4X
jD3

OMj . Qu; u
app/

�
� OM02. Qu; u

0app;1/: (7.106)

By Proposition 7.1.1, Proposition 7.2.1 and the boundedness properties (E.19)–(E.22)
of C.t/, we have

k Vu � C.t/ QukH s � "t
ıe.t; "/; (7.107)

kL. Vu � C.t/ Qu/kL2 � t
1
4 ."2
p
t /�e.t; "/; (7.108)

where e satisfies (5.41).
The right-hand side OR of (7.105) is the sum of terms (6.62)–(6.68). These terms

have been estimated in Proposition 7.1.2, Proposition 7.2.3, Proposition 7.3.1, Propo-
sition 7.3.3, Proposition 7.3.4, Proposition 7.3.6, which imply that

k OR.t; � /kH s � "t
ı�1e.t; "/;

kL OR.t; � /kL2 � t
�1t

1
4 ."2
p
t /�e.t; "/:

(7.109)

By the fact that L commutes to .Dt � P0/, it follows from the energy inequality
applied to (7.105) that

k Vu.t; � /kH s � k Vu.1; � /kH s C "t
ıe.t; "/; (7.110)

kL Vu.t; � /kL2 � kL Vu.1; � /kL2 C t
1
4 ."2
p
t /�e.t; "/ (7.111)

and then, by (7.107)–(7.108) and (E.14), (E.19)–(E.22) that

k Qu.t; � /kH s � Ck Qu.1; � /kH s C "t
ıe.t; "/; (7.112)

kL Qu.t; � /kL2 � C
�
kL Qu.1; � /kL2 C k Qu.1; � /kL2

�
C t

1
4 ."2
p
t /�e.t; "/ (7.113)
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for some constant C , some new factors e.t; "/. Recall that QuC has been defined
from uC in (5.34), and that since this function is O."/ at time t D 1 in the space
¹f 2 H s W xf 2 L2º by (2.24) and (2.22), we may takeD so large that the first term
on the right-hand side of (7.112)–(7.113) is smaller than D

4
". If " is small enough, we

thus get (7.103)–(7.104) using (5.41).



Chapter 8

L1 estimates and end of bootstrap

The goal of this chapter is to conclude the bootstrap argument that gives our main
theorem. At the end of the preceding chapter, we have seen that assuming a priori
estimates (7.3), we could prove that the first and last ones hold with a better constant.
Here, we shall bootstrap the W �;1 bound in (7.3). Once this is done, we still have to
go back to the original unknowns of the statement of our main Theorem 2.1.1 and to
deduce from estimates of Qu and from the study made in Section 4.2 the bounds of the
quantities that appear in that theorem.

8.1 L1 estimates

One cannot deduce an L1 estimate of the form of the second inequality in (7.3) from
the Sobolev estimates satisfied by QuC; LC QuC through Klainerman–Sobolev inequal-
ities: the fact that kLC QuCkL2 admits only an O.t

1
4 / bound would be too rough in

order to do so. Instead, we deduce from the equation satisfied by Qu an ODE, that will
allow us to get the wanted L1 bound.

We shall reduce ourselves to the semiclassical framework, defining from the solu-
tion Qu D

�
QuC
Qu�

�
of (6.61) a function Qu D

� QuC
Qu�

�
by

Qu˙ D
1
p
t
Qu˙

�
t;
x

t

�
D .‚t Qu/.t; x/ (8.1)

using notation (B.15). We set h D t�1 and decompose for a given � � 0,

hhDxi
�
Qu˙ D Qu

�
˙;ƒ C Qu

�
˙;ƒc (8.2)

with according to notation (D.91)

Qu
�
˙;ƒ D OpW

h

�

�x ˙ p0.�/
p
h

��
OpW

h .h�i
�/ Qu˙; (8.3)

where  2 C10 .R/ has small enough support and is equal to 1 close to zero. We
denote by Qu�

˙;ƒ; Qu
�
˙;ƒc the functions corresponding to Qu�

˙;ƒ; Qu
�
˙;ƒc by a change of

variables of the form (8.1).
The contribution Qu�

˙;ƒc has nice L1 bounds by Klainerman–Sobolev estimates:

Proposition 8.1.1. For any � > 0, any s with s� large enough, one has the following
estimate:

k Qu
�
˙;ƒckL1 � Ct

� 34C�
�
kL˙ Qu˙kL2 C k Qu˙kH s

�
: (8.4)
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Proof. Translating that on Qu�
˙;ƒc , this means

k Qu
�
˙;ƒckL1 � Ch

1
4��

�
kL˙ Qu˙kL2 C kQu˙kH sh

�
:

This is just statement (D.87) in Proposition D.3.4.

We study from now on the function Qu�
˙;ƒ. We first prove some bounds for expres-

sions (5.43)–(5.49), whose sum is equal to .Dt � p.Dx// QuC. If W.t; x/ is some
function and W is defined from W by (8.1), i.e. W.t; � / D ‚tW .t; � /, we denote
by W �

ƒ the function defined by (8.3) with sign C and Qu˙ replaced by W , and we
shall call W �

ƒ the function W �
ƒ D ‚tW

�
ƒ.

Lemma 8.1.2. Let

a.t/ D

p
3

3
.aC.t/ � a�.t//; aapp.t/ D

p
3

3
.a

app
C .t/ � a

app
� .t//;

where a� D �NaC, aapp
� D �a

app
C , and where aC; a

app
C satisfy by (4.96)–(4.100)

ja
app
C .t/j � Ct

� 12
" ; jaC.t/ � a

app
C .t/j � Ct

� 32
" (8.5)

for t in the interval Œ1; T �, T � "�4Cc , where these functions are defined. Assume
moreover that on that interval, the functions QuC; u0

app
C , u00app

C satisfy (7.1)–(7.3). Then
the quantities (5.43)–(5.49) satisfy the following estimates, with a constantC depend-
ing on the constants A;A0;D in (7.1)–(7.3):

k(5.43)kW �;1 � Ct�
3
2 ."2
p
t /� ; (8.6)

k(5.44)kW �;1 � Ct�
3
2 ."2
p
t /� ; (8.7)

k(5.45)kW �;1 � Ct�
3
2 ."2
p
t /� ; (8.8)

k(5.46)�ƒkL1 � Ct
� 32C� ."2

p
t /� ; (8.9)

k(5.47)kW �;1 � Ct�
3
2 ."2
p
t /� ; (8.10)

k(5.48)kW �;1 � Ct�
3
2 ."2
p
t /� ; (8.11)

k(5.49)kW �;1 � Ct�
3
2C� ."2

p
t /� ; (8.12)

where � > 0 may be taken as small as one wants if s� is large enough (s being the
index of Sobolev estimates (7.1)–(7.3)) relatively to �, and where in (8.9) one uses the
notation W �

ƒ defined before the statement of the lemma.

Proof. We prove the inequalities separately.

Inequality (8.6). This inequality follows from (5.58) and the fact that t
� 12
" � ".

Inequality (8.7). We have seen in the proof of Proposition 5.2.1 that (5.44) is a sum
of terms of the form (5.60) or (5.61), with conditions (5.62) or (5.63), i.e. may be
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written from
Op.m/.v1; : : : ; vn/; (8.13)

where m is in QS1;0.
Qn
jD1h�j i

�1M �
0 ; n/, with n � 3 and vj equal to Qu˙ or u0app˙ or

u00
app
˙

or R (with R satisfying (5.25)–(5.26)). In particular, by Sobolev estimates, one
has

kR.t; � /kW �;1 � C

�
."2
p
t /�
0

t�
p
t

�4
"tı : (8.14)

If we apply (D.39), we obtain for the W �;1 norm of (8.13) a bound in�
k QuCkW �;1 C ku0

app
C kW �;1 C ku00

app
C kW �;1 C kRkW �;1

�2
�

�
t�
�
k QuCkW �;1 C ku0

app
C kW �;1 C ku00

app
C kW �;1 C kRkW �;1

�
C t�1

�
k QuCkH s C ku

0app
C kH s C ku

00app
C kH s C kRkH s

��
:

By (7.1)–(7.3) and (5.25), (8.14), this is smaller than the right-hand side of (8.7) (if
we use that ."2

p
t /3�

0�� t� � C for t � "�4Cc).

Inequality (8.8). Expression (5.45) to estimate has been seen to be of the form (5.71)
or (5.72), with either (5.73) or (5.74). Terms corresponding to (5.73) are of the form
(8.13) and, as we have just seen, satisfy the wanted bound. We have just to consider
expressions (5.71) or (5.72) under (5.74), i.e. quantities of the form

Op.m0/.v1; v2/; (8.15)

where m0 is in QS 01;0.
Q2
jD1h�j i

�1M �
0 ; 2/, and v1; v2 taken among Qu˙, u0app

˙
, u00app
˙

, R.
If both v1; v2 are different from u00

app
˙

, we use (D.77) with r D 2, n D 2, ` D 0. We
get a bound in

t�2C�
�
ku0

app
C kH s C k QuCkH s C kRkH s

C kLCu
0app
C kL2 C kLC QuCkL2 C kLCRkL2

�2 (8.16)

(estimating the W �0;1 norm from the H s one). It follows from (5.25) and (5.26)
that kLCRkL2 � C.t

1
4 ."2
p
t /� /. Using also (7.1) and (7.3), we estimate (8.16) by

the right-hand side of (8.8), when t � "�4Cc if � is small enough. Consider next the
case when v1 or v2 is equal to u00app

˙
. If for instance v1 D u00

app
˙

and v2 D Qu˙ or u0app
˙

or R, we apply (D.77) with n D 2, ` D 1. The first term on the right-hand side of this
expression is largely estimated by (8.8) if r is taken large enough. The second one is
smaller than

Ct�2C�
�
ku00

app
C kW �;1 C kLCu

00app
C kW �;1

�
�
�
ku0

app
C kH s C k QuCkH s C kRkH s

C kLCu
0app
C kL2 C kLC QuCkL2 C kLCRkL2

�
:

By (7.1)–(7.3) and (5.25)–(5.26), this is largely bounded by the right-hand side of
inequality (8.8).
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If v1 and v2 are both equal to u00app
˙

, we use (D.77) with ` D n D 2. We obtain
a bound in t�2C� .log.1C t //2.log.1C t "2//2 for the second contribution to the
right-hand side of (D.77). If � is small enough, this is better than (8.8) since � � 1

2
.

Inequality (8.9). It follows from (D.82) (with a large enough r) translated in the non-
semiclassical framework, that for any function W

kW
�
ƒkL

1 � C
�
t�

1
4C�kW kL2 C t

�2
kW kH s

�
: (8.17)

To estimate (8.9), we decompose expression (5.46) as the sum of (5.80)–(5.83). Con-
sider first the nonlinear quantity (5.82), that may be written as (5.85). By (D.88) and
the fact that a.t/ D O.t�1=2" /, its contribution to (8.9) is bounded from above by

t� t
� 12
"

�
kOp.m0/.v1; : : : ; vn/kW �;1 C t�rkOp.m0/.v1; : : : ; vn/kH s

�
(8.18)

for any r , if � > 0 and s� is large enough, m0 being in QS 01;0.
Qn
jD1h�j i

�1M �
0 ; n/,

2 � n � 4, vj being equal to Qu˙ or u0app
˙

or u00app
˙

. Since (8.18) involves expressions
of the form (8.13) or (8.15), we already know that the first term is estimated by the
right-hand side of (8.9). The second term is easily bounded, as r is arbitrary.

We have thus just to consider the linear expressions (5.80), (5.81), (5.83). As
a.t/ D O.t

�1=2
" /, a.t/ � aapp.t/ D O.t

�3=2
" / by (8.5), the expressions to study are

of the form

t
� 12
" Op.m0/ Qu˙;

t
� 12
" Op.m0/R;

(8.19)

t
� 32
" Op.m0/u0app

˙
;

t
� 32
" Op.m0/u00app

˙
;

(8.20)

where m0 is in QS 01;0.h�i
�1; 1/. We replace in (8.17) W by (8.19) or (8.20). It follows

from (D.71) and (D.32) with n D 1 that the contribution of (8.19) to the right-hand
side of (8.17) is bounded from above by

t�
5
4C� t

� 12
"

�
k Qu˙kH s C kRkH s C kL˙ Qu˙kL2 C kL˙RkL2

�
:

Combined with (7.1), (7.3) and (5.25)–(5.26), this gives an estimate in t�
3
2C� ."2

p
t /�

as wanted.
To study the contribution of (8.20) to the right-hand side of (8.17), we just apply

the Sobolev boundedness of Op.m0/ to get

t
� 32
" t�

1
4C�

�
ku0

app
C kH s C ku

00app
C kH s

�
:

Combining with (7.1) and (7.2), we get again the wanted bound. This concludes the
study of (8.9).
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Inequality (8.10). Expression (5.47) is made of terms of the form (5.45) or (5.44)
multiplied by the decaying factor a.t/. It is thus estimated by better quantities than
the right-hand side of (8.7)–(8.8).

Inequality (8.11). To estimate (5.48), we notice first that terms in that expression
corresponding to jI j � 2 have already been treated in the proof of (8.7) and (8.8). It
remains thus to study the linear terms, that are of the form

a.t/jOp.m0/u˙; j � 2;

with m0 in QS 01;0.h�i
�1; 1/. By expression (5.59) of uC, we shall get terms of the form

(5.82) with a.t/ replaced by a.t/2. These terms have already been considered in the
study of (8.7) and (8.8) (see (8.13) and (8.15)). We obtain also linear terms in

a.t/jOp.m0/ Qu˙; a.t/jOp.m0/u0app
˙
;

a.t/jOp.m0/u00app
˙
; a.t/jOp.m0/R

(8.21)

with j � 2. To study those terms in (8.21) of the form a.t/jOp.m0/w with w D Qu˙
or u0app

˙
or R, we use (D.77) with n D 1, ` D 0. We obtain an estimate of the W �;1

norm in

Ct�1" t�1C�
�
ku0

app
C kH s C k QuCkH s C kRCkH s

C kLC QuCkL2 C kLCu
0app
C kL2 C kLCRkL2

�
:

Combined with (7.1)–(7.2) and (5.25)–(5.26), this largely implies a bound by the
right-hand side of (8.11). Finally, the W �;1 norm of the terms in (8.21) involving
u00

app
˙

is estimated using (D.77) when n D 1; ` D 1. One obtains

Ct�1" t�1C�
�
ku00

app
C kH s C ku

00app
C kW �;1 C kLCu

00app
C kW �;1

�
which by (7.2) is also largely estimated by (8.11).

Inequality (8.12). Finally, (8.12) follows from the fact that (5.49) satisfies bounds
(4.38), that largely imply (8.12).

We may deduce from the above lemma an L1 bound for .Dt � p.Dx// QuC.

Proposition 8.1.3. Denote fC D .Dt � p.Dx// QuC and define f
C

by

fC.t; x/ D
1
p
t
f
C

�
t;
x

t

�
D ‚tf

C
.t; x/ (8.22)

using notation (B.15). According to (D.91), define

f
�
C;ƒ D OpW

h

�

�x C p0.�/
p
h

��
OpW

h .h�i
�/f

C
: (8.23)

Then, under a priori assumption (7.3) on QuC, for any � > 0, any s such that s� is
large enough, one has

kf
�
C;ƒ.t; � /kL1 � Ch

1�� ."2
p
t /� : (8.24)
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Proof. Recall that
fC D .Dt � p.Dx// QuC

is given by the sum of expressions (5.43)–(5.49). Call fC;2 contribution (5.46) and
fC;1 the sum of all other contributions. Define f �

C;j;ƒ, j D 1; 2, from f C;j as
in (8.23). Then (8.9) shows that f �

C;2;ƒ satisfies (8.24). To obtain the same estimates
for f �

C;1;ƒ, we apply (D.88) in order to bound the different contributions to f �
C;1;ƒ

in L1 from (8.6)–(8.8) and (8.10)–(8.12), using moreover (7.73) in order to estimate
the H s norm in (D.88) (taking the power N in the pre-factor hN large enough). This
concludes the proof.

We shall now write an ODE satisfied by function (8.3).

Proposition 8.1.4. Assume a priori assumptions (7.1)–(7.3). There is a real-valued
function �h, supported in ��1; 1Œ such that Qu�

C;ƒ defined by (8.3) satisfies�
Dt � �h.x/

p

1 � x2
�
Qu
�
C;ƒ D OL1

�
t�1C� ."2

p
t /�
�
; (8.25)

where � > 0 is as small as one wants (if s in estimate (7.3) is large enough relatively
to 1

�
).

Proof. Denote as in the preceding proposition fC D .Dt � p.Dx// QuC, so that

.Dt � p.Dx//
�
hDxi

�
QuC
�
D hDxi

�fC:

If f
C

is given by (8.22) and QuC by (8.1), this is equivalent to�
Dt � OpW

h

�
x� C

p
1C �2

��
OpW

h .h�i
�/ QuC D OpW

h .h�i
�/f

C
: (8.26)

We make act OpW
h ..

xCp0.�/
p
h
// on (8.26). By (D.94) and the definition (8.3) of Qu�

C;ƒ,
we obtain �

Dt � OpW
h

�
x� C

p
1C j�j

��
Qu
�
C;ƒ D f

�
C;ƒ CR1 CR2 (8.27)

with

R1 D hOpW
h

�
�1

�x C p0.�/
p
h

��x C p0.�/
p
h

��
OpW

h .h�i
�/ QuC; (8.28)

R2 D h
3
2OpW

h .r/OpW
h .h�i

�/ QuC; (8.29)

where j@˛z�1.z/j � C˛hzi
�1�˛ and r satisfies

j@˛1x @
˛2
�
.h@h/

kr.x; �; h/j � Ch�
˛1C˛2
2

Dx C p0.�/
p
h

E�1
: (8.30)

By [82, Lemma 4.2], R1 may be replaced by

h
1
2OpW

h

�
�1

�x C p0.�/
p
h

�
.x C p0.�//h�i��.hˇ �/

�
QuC (8.31)
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modulo a quantity estimated in L1 by

Ch
5
4��

�
kLC QuCkL2 C k QuCkH s

�
(8.32)

for some � > 0, � going to zero with ˇ. By a priori assumption (7.3) (translated
on QuC) this is estimated by the right-hand side of (8.25). By [82, estimate (4.25) of
Lemma 4.3], the L1 norm of (8.31) is also controlled by (8.32), so by the right-hand
side of (8.25).

Let us check that R2 given by (8.29) is also bounded by the same quantity. This
follows from semiclassical Sobolev injection together with the a priori Sobolev esti-
mate in (7.3). Moreover, by (8.24), the f �

C;ƒ contribution in (8.27) is also bounded
by the right-hand side of (8.25).

It remains to write the left-hand side of (8.27) as the left-hand side of (8.25),
up to some new contributions to the right-hand side of the latter. This follows from
Proposition D.3.6, where the right-hand side of the second inequality of (D.93) is
again estimated using (7.3). This concludes the proof.

8.2 Bootstrap of L1 estimates

We have shown in Proposition 7.3.7 that under a priori assumptions (7.1)–(7.4), we
could improve the Sobolev estimates in (7.3) to (7.103)–(7.104). Our first goal here
will be to improve also the L1 estimate.

Proposition 8.2.1. Assume that (7.1)–(7.3) hold true on an interval Œ1; T �. Let c > 0
be given. Then if D in (7.3) has been taken large enough, there is "0 2 �0; 1� such
that, for all " 2 �0; "0�, all 1 � t � T � "�4Cc , one has the bound

k QuCkW �;1 �
D

2

."2
p
t /�
0

p
t

: (8.33)

Proof. We have to bound hDxi� QuC in L1. By (8.1) and the notation introduced after
(8.3) for Qu�

C;ƒ, Qu�
C;ƒc , it suffices to show

k Qu
�
C;ƒkL

1 �
D

4
t�

1
2 ."2
p
t /�
0

; (8.34)

k Qu
�
C;ƒckL1 �

D

4
t�

1
2 ."2
p
t /�
0

: (8.35)

By (8.4) and a priori estimate (7.3), one may bound (8.35) byCt�
1
2C� ."2

p
t /� . Since

� 0 < � and t � "�4Cc , we bound this by the quantity Ct�
1
2 ."2
p
t /�
0

e.t; "/, where
e satisfies (5.41), if � has been taken small enough relatively to c.� � � 0/.

We are left with estimating (8.34). It is equivalent to show that

k Qu
�
C;ƒkL

1 �
D

4
."2
p
t /�
0
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if " is small enough. Computing @t j Qu
�
C;ƒ.t; x/j

2 from (8.25) and integrating in time,
we get

j Qu
�
C;ƒ.t; x/j � j Qu

�
C;ƒ.1; x/j C C

Z t

1

��1C� ."2
p
�/� d�:

If D has been taken large enough so that k Qu�
C;ƒ.1; � /kL1 �

D
8
", we get the wanted

estimate, using again that t � "�4Cc and that � may be taken small relatively to
c.� � � 0/. This concludes the proof.

Propositions 7.3.7 and 8.2.1 allowed us to bootstrap estimates (7.3). To be able to
finish the proof of the main theorem, we shall have to bootstrap as well the inequalities
satisfied by g. We prove first some technical lemmas.

Proposition 8.2.2. LetZ be a function in �.R/. Assume that the function QuC satisfies
estimate (7.3). For any neighborhood W of ¹�1; 1º in R, there is "0 > 0 (depend-
ing only on W and on the constants in (7.3)) such that for any � in R �W , there
are functions '˙.�; t/,  ˙.�; t/ defined for t 2 Œ1; "�4Cc�, " 2 �0; "0�, satisfying the
estimates

j'˙.�; t/j � t
� 12 ."2

p
t /�
0

; (8.36)

j ˙.�; t/j � t
�1."2

p
t /�
0

(8.37)

and solving the equation

.Dt � �/'˙.�; t/ D hZ; Qu˙i C  ˙.�; t/: (8.38)

Moreover, denoting hZ; Qui for the vector
�
hZ; QuCi

hZ; Qu�i

�
, one has the bound

jhZ; Quij � t�
3
4 ."2
p
t /�
0

: (8.39)

Proof. We shall use the following notation: we set f D o.g/ when we may write
jf j � jgje.t; "/ for some e.t; "/ satisfying (5.41). In particular, for any given N ,
taking " small enough, we may bound jf j by 1

N
jgj.

We prove the proposition in the case of signC. Let us show first that on the right-
hand side of (8.38), we may replace hZ; QuCi by hZ.C.t/ Qu/Ci, up to a contribution
to  C. Since ..Id � C.t// Qu/C is odd, and Z is in � , we may use (4.79) to write

hZ; ..Id � C.t// Qu/Ci D
1

t

Z 1

�1

hZ1; .L.Id � C.t// Qu/C.�x/i d�

�
1

t

Z 1

�1

hZ2; ..Id � C.t// Qu/C.�x/i�d�
(8.40)

for new functions Z1, Z2 in �.R/. By (7.3) and L2 boundedness of C.t/, the last
term is O."tı�1/ D o.."2

p
t /�
0

t�1/. It may thus be integrated to  C.�; t/. In the
first term on the right-hand side of (8.40) we write using (E.20)

L.Id � C.t// Qu D .Id � QC.t//L QuC QC1.t/ Qu:
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By (E.21), (E.22) and (7.3), we get

kL.Id � C.t// QukL2 � C."
2
p
t /�
0�
"�t�mC

1
2Cı

0

."2
p
t /���

0

C "1C��2�
0

t
1
2�mCı�

�0

2

�
:

(8.41)

As �; � 0 are fixed with � 0 < � < 1
2

and � 0 close to 1
2

, and as ı0; 1
2
�m may be taken

as small as we want, the bracket above is o.1/ when t � "�4Cc and " goes to zero.
Thus (8.41) plugged in the first term on the right-hand side of (8.40) shows that this
term is o.t�1."2

p
t /�
0

/, so satisfies (8.37). We are thus reduced to studying equation

.Dt � �/'C.�; t/ D hZ; .C.t/ Qu/Ci C  C.�; t/: (8.42)

Recall the function Vu defined in (7.106). We may write

hZ; .C.t/ Qu/Ci D hZ; VuCi C  1.t/;

 1.t/ D hZ; . OM
0
2. Qu; u

0app;1//Ci C

4X
jD3

hZ; .C.t/ OMj . Qu; u
0app;1//Ci:

(8.43)

By (7.5), we may bound the last sum by

Ct�1."2
p
t /�
0�
tı."2

p
t /�
0

"C "5�2�
0

t1�
�0

2 CıC�
�
:

As t � "�4Cc , this is smaller than the right-hand side of (8.37) (for ı; � small).
Let us show that the first term on the right-hand side of the expression of  1

satisfies also (8.37). It suffices to show that k OM02. Qu; u
0app;1/kL2 D o.t

�1."2
p
t /�
0

/.
Recall that OM02. Qu; u

0app;1/ is given by (6.60) in terms of expressions OM02
`, that have

structure (6.47), i.e. that may be written from expressions

t�
3
2K`1;`2

�
L
`1
˙
f1;˙; L

`2
˙
f2;˙

�
; (8.44)

where 0 � `1; `2 � 1, K`1;`2 is in K 0
1;1=2

.1;˙;˙/ and f1; f2 equal to Qu or u0app;1

(see (F.35)). If we apply (F.47), (F.50), (F.51), we obtain a bound for the L2 norm
of (8.44) in

Ct�
3
2�

1
4C�

�
kLC QuCkL2 C kLCu

0app;1
C kL2 C k QuCkH s C ku

0app;1
C kH s

�2
so according to (7.3) and (7.4) by

Ct�
3
2C� ."2

p
t /� t

1
4 ."2
p
t /�

which is better than (8.37). On the right-hand side of (8.42), up to incorporating
 1 to  C, we thus may replace hZ; .C.t/ Qu/Ci by hZ; VuCi, i.e. we reduced equa-
tion (8.42) to

.Dt � �/'C.�; t/ D hZ; VuCi C  C (8.45)
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for a new  C. Since VuC is odd and Z in �.R/, we may write using (4.79) again

hZ; VuCi D
1

t

Z 1

�1

hZ1; .LC VuC/.�� /i d� �
1

t

Z 1

�1

hZ2; VuC.�� /i�d� (8.46)

for new functions Z1; Z2 in the space �.R/. By inequality (7.110), the last term is
O."tı�1/ D o.."2

p
t /�
0

t�1/. It may thus be incorporated to  C.�; t/. We decom-
pose the first integral on the right-hand side of (8.46) as I1 C I2, with

I2 D

Z 1

�1

D
Z1;

�
�
�p

t
�
� �

q
1CD2

x

��
.LC VuC/

�
.�� /

E
d�

D

Z 1

�1

D
�
�p

t
�
� �

q
1CD2

x

���
Z1
�
�

�

��
; LC VuC

E d�
�
;

(8.47)

where � 2 C10 .R/ is real valued, equal to one close to zero. By Cauchy–Schwarz,

jI2j �

Z 1

�1

��pt�� �q1CD2
x

���
Z1
�
�

�

��
L2

d�

�
kLC VuCkL2 : (8.48)

Since � 62 W , k�.
p
t .� �

p
1C �2//kL2.d�/ D O.t

� 14 /, so that the L2 norm inside
the above integral is bounded by

Ct�
1
4

Z1� �
�

�
L1
D O.�C t�

1
4 /:

By (7.111), it follows that the contribution of I2 to the first term in (8.46) satisfies
(8.37), so may be incorporated to  C. We have thus written by (8.40) and (8.46)

hZ; VuCi D
1

t
I1 C  

1
C; (8.49)

where  1C satisfies the same estimates as  C (with an arbitrary small multiplicative
constant on the right-hand side) and

I1 D

Z 1

�1

D
Z1;

�
.1 � �/

�p
t
�
� �

q
1CD2

x

��
.LC VuC/

�
.�� /

E
d�: (8.50)

We thus reduced (8.45) to

.Dt � �/'C.�; t/ D
1

t
I1 C  C.�; t/ (8.51)

for a new  C. We define

'C.�; t/ D
1

t

Z 1

�1

�
Z1;

�
.1 � �/

�p
t .� �

p
1CD2

x/
�p

1CD2
x � �

LC VuC

�
.�� /

�
d�

C D
1
p
t

Z 1

�1

D
�1

�p
t .� �

q
1CD2

x/
��
Z1
�
�

�

��
; LC VuC

E d�
�
;

(8.52)
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where �1.z/ D
�.z/�1
z

. Arguing as in (8.48) and using inequality (7.111), we obtain
that 'C.�; t/ satisfies (8.36). If we compute .Dt � �/'C.�; t/, we get the following
terms:

i

t
'C.�; t/; (8.53)

1

t

Z 1

�1

�
Z1;

�
.1��/

�p
t .��

p
1CD2

x/
�p

1CD2
x��

.Dt �p.Dx//LC VuC

�
.�� /

�
d�; (8.54)

1

t
I1.t/; (8.55)

�
i

2t
3
2

Z 1

�1

D
Z1;

�
�0
�p
t .� �

q
1CD2

x/
�
LC VuC

�
.�� /

E
d�: (8.56)

According to (8.51), we shall have proved (8.38) (in the case of sign C) if we show
that (8.53), (8.54), (8.56) satisfy estimates (8.37), with a small constant in front of the
right-hand side of this inequality. For (8.53), this follows from (8.52) and (8.36). We
may rewrite (8.54) as

1
p
t

Z 1

�1

D
�1

�p
t .� �

q
1CD2

x/
��
Z1
�
�

�

��
; .Dt �

q
1CD2

x/LC VuC

E d�
�
:

Arguing as in (8.48), we estimate that by

Ct�
3
4 k.Dt �

q
1CD2

x/LC VuCkL2 :

Since LC commutes to .Dt �
p
1CD2

x/, it follows from (7.105) and (7.109) that
this is bounded by

t�
3
2 ."2
p
t /�e.t; "/ D o.t�1."2

p
t /�
0

/

which implies an estimate of the form (8.37). Finally, (8.56) is bounded by

Ct�
3
2

Z 1

�1

�0�pt .� �q1CD2
x/
��
Z1
�
�

�

��
L2
kLC VuCkL2

d�

�
� Ct�

3
2 ."2
p
t /�

according to (7.111). This is again better than needed.
Finally, estimate (8.39) follows from (8.40) (that is bounded by (8.37)), (8.43),

the fact that  1 is o.t�1."2
p
t /�
0

/, (8.46) were we plug (7.110) and (7.111). This
concludes the proof.

Our next task will be to show that a priori assumptions (7.1)–(7.3) imply that
inequalities (4.92)–(4.93) that we assume in Section 4.2 in order to get estimates for
the solution of the ODE (4.94), hold.

Lemma 8.2.3. Assume that estimates (7.1)–(7.3) hold. Then inequality (4.92) is true,
with a constant B 0 depending only on the constants A;A0;D in (7.1)–(7.3).



L1 estimates and end of bootstrap 150

Proof. We divide the proof into two steps.

Step 1. Consider first the contribution ˆ2 on the left-hand side of (4.92). Recall that
ˆ2 is given by (2.36), (2.38) so may be written as a sum of terms“

eix.�1C�2/m0.x; �1; �2/ Ou˙.�1/ Ou˙.�2/ d�1 d�2 dx (8.57)

with
m0.x; �1; �2/ D �.x/Y.x/b.x; �1/b.x; �2/p.�1/

�1p.�2/
�1:

By estimates (A.8) satisfied by b, and the fact that Y is in �.R/, we have that m0

belongs to QS 00;0.
Q2
jD1h�j i

�1; 2/ and ˆ2 is thus a sum of expressionsZ
Op.m0/.u˙; u˙/ dx:

On the other hand, recall that uC is related to QuC by (5.59), with a remainder R
satisfying (5.25) and (5.26). By Corollary B.2.6, we get that (8.57) may be written as
a sum of expressions Z

Op. Qm0/.v1; : : : ; vn/ dx (8.58)

where n � 2 and vj is equal to u0app
˙

or u00app
˙

, or Qu˙ or R, with a symbol Qm0 in
QS 01;0.

Q2
jD1h�j i

�1M �
0 ; 2/ for some �.

Consider first the case when at least one of the arguments vj , say the last one, is
not equal to u00app

˙
. Since Qm0 is rapidly decaying as hM0.�/

�1jyji�N , we may estimate
(8.58) from theL2 norm of the integrand. If n D 2, we use (D.76) when v1 is different
from u00

app
˙

and (D.75) if v1 D u00
app
˙

. We obtain for (8.58) a bound in

Ct�2C�
�
kLC QuCkL2 C kLCu

0app
C kL2 C kLCRkL2 C k QuCkH s C ku

0app
C kH s

C kRkH s C kLCu
00app
C kW �0;1 C ku

00app
C kW �0;1

�
�
�
kLC QuCkL2 C kLCu

0app
C kL2 C kLCRkL2 C k QuCkH s

C ku0
app
C kH s C kRkH s

�
:

(8.59)

We plug there (7.1)–(7.3) and (5.25)–(5.26). We obtain a bound in t�
3
2C� ."2

p
t /2� .

As � > � 0 and t � "�4Cc , we see that if � is small enough, this is smaller than the
right-hand side of (4.92).

If n � 3 in (8.58), and again at least one vj , say the last one, is different from
u00

app
˙

, we use Corollary D.2.8. By (D.71), we estimate then (8.58) by

Ct�1
�
ku0

app
C kW �0;1 C ku

00app
C kW �0;1 C k QuCkW �0;1 C kRCkW �0;1

�n�1
�
�
kLC QuCkL2 C kLCu

0app
C kL2 C kLCRkL2 C k QuCkL2

C ku0
app
C kL2 C kRkL2

�
:

Using (7.1)–(7.3) and (5.25) (together with Sobolev injection), (5.26), we get a bound
in t�2."2

p
t /2�

0

."2
p
t /� t

1
4 , which is better than what we want.
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It remains to study (8.58) when all arguments vj are equal to u00app
˙

. Again by the
rapid decay in x of the symbol Qm0, it is enough to control the L1 norm of the inte-
grand (up to changing the definition of Qm0). We may use then (D.77) with n D ` � 2.
We obtain a bound in

t�2C�
�
ku00

app
C kW �0;1 C kLCu

00app
C kW �0;1 C t

� 12 ku00
app
C kH s

�2
: (8.60)

Using (7.2) and the fact that � 0 < 1
2

, � � 1, one controls that by t�
3
2 ."2
p
t /2�

0

for
t � "�4Cc . This concludes the proof of (4.92) for contribution ˆ2.

Step 2. We study next the term t
� 32C

j
2

" �j .uC; u�/ in (4.92), for 1 � j � 3. Recall
that �j is given by (2.36)–(2.39). It has thus again the structure (8.58) with n D j ,
as it follows from the expression (5.59) of uC in terms of uapp

C ; QuC; R and the com-
position results of Appendix B. If j � 2, our preceding reasoning implies the wanted
bound. We thus just have to consider

t�1"

Z
Op. Qm0/.v/ dv (8.61)

with Qm0 in QS 01;0.h�i
�1; 1/ and v D u0app

˙
; u00

app
˙
; Qu˙; R. When v is not equal to u00app

˙
,

we use (D.71) in order to bound (8.61) by

Ct�1" t�1
�
kLCu

0app
C kL2 C kLC QuCkL2 C kLCRkL2

C ku0
app
C kL2 C k QuCkL2 C kRkL2

�
which by (7.1)–(7.3) and (5.25)–(5.26) is bounded from above by t�1" t�1."2

p
t /� t

1
4 .

One checks that this quantity is O.t�
3
2 ."2
p
t /2�

0

/ using � 0 < � < 1
2

.
If v in (8.61) is equal to u00app

˙
, we bound (8.61) by

Ct�1" kOp. Qm0/vkL1

(for a new symbol Qm0). We use (D.77) to get a bound in

t�1" t�1C�
�
ku00

app
C kW �0;1 C kLCu

00app
C kW �0;1 C t

� 12 ku00
app
C kH s

�
: (8.62)

Using (7.2), one bounds the bracket by t�
0

t
1
4 ."2
p
t /
1
2 for any � 0 > 0. As t � "�4Cc ,

one concludes that if �; � 0 are small enough, (8.62) is O.t�
3
2 ."2
p
t /2�

0

/. This con-
cludes the proof of the lemma.

We show next that a priori assumptions (7.1)–(7.3) imply as well estimates (4.93).

Lemma 8.2.4. Assume that estimates (7.1)–(7.3) hold true. Then inequality (4.93)
holds true with a constant B 0 depending only on A;A0;D in (7.1)–(7.3).

Proof. Recall that ˆ1.uC; u�/ is given by (2.36), i.e. taking (2.37) into account, by
p
3

3
hY; Y.x/�.x/b.x;Dx/p.Dx/

�1.uC � u�/i: (8.63)
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Expressing uC using (5.59), we get that, if we define

Z D

p
3

3
p.Dx/

�1b.x;Dx/
�.�.x/Y.x/2/;

the term inside the modulus on the left-hand side of (4.93) may be written as the
sum of an expression hZ;Ri with R satisfying (5.25) and of expressions of the form
(8.58) with n � 2. We have seen that these last quantities may be bounded by (8.59)
or (8.60), and thus by the right-hand side of (4.93). On the other hand, by (5.25)
hZ;Ri is also O.t�

3
2 ."2
p
t /2�

0

/. This concludes the proof.

Corollary 8.2.5. Assume that estimates (7.1)–(7.3) hold true. Then Assumption .H 01/
of Section 4.2 holds.

Proof. We have seen that by Lemmas 8.2.3 and 8.2.4, inequalities (4.92) and (4.93)
hold. It remains to check that for any � 2 R � ¹�1; 1º, there are functions '˙.�; t/,
 ˙.�; t/ as at the end of the statement of condition .H 01/. But this is exactly the
statement of Proposition 8.2.2.

8.3 End of bootstrap argument

We give here the proof of Theorem 2.1.1. We shall have to gather all estimates we
proved in the preceding chapters. We first restate the main estimates in Theorem 2.1.1.

Proposition 8.3.1. There is �0 in N and for any � � �0, any c 2 �0; 1Œ, any � 0 2 �0; 1
2
Œ

close to 1
2

, any large enoughN 2N, there are "0 > 0, C > 0 such that if 0 < " < "0,
the solution ' of equation (2.11) with odd initial conditions with bounds (2.10) satis-
fies for t 2 Œ1; "�4Cc� the following estimates (using notation (2.7) and (2.8)):

kPac'.t; � /kW �;1 � Ct�
1
2 ."2
p
t /�
0

;

khxi�2NPac'.t; � /kW �;1 � Ct�
3
4 ."2
p
t /�
0

;

khxi�2NDtPac'.t; � /kW ��1;1 � Ct�
3
4 ."2
p
t /�
0

(8.64)

and a.t/ may be written as a.t/ D eit
p
3
2 gC.t/ � e

�it
p
3
2 g�.t/ with

jg˙.t/j � C".1C t "
2/�

1
2 ;

j@tg˙.t/j � C"t
� 12 .1C t "2/�

1
2 :

(8.65)

Proof. Recall that we have defined in (2.18) and (2.19)

w D b.x;Dx/
�Pac'; Pac' D b.x;Dx/w: (8.66)

We have introduced in (2.24)

uC D .Dt C p.Dx//w: (8.67)
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We shall prove the following inequalities, where the last two ones are just the restate-
ment of (8.65):

kuC.t; � /kW �;1 � Ct�
1
2 ."2
p
t /�
0

;

kuC.t; � /kH s � C"t
ı

(8.68)

and
jg˙.t/j � C".1C t "

2/�
1
2 ;

j@tg˙.t/j � C"t
� 12 .1C t "2/�

1
2 :

(8.69)

We shall deduce these estimates from bounds on QuC that we establish by boot-
strap of (7.3). Actually, let us show that if (7.3) holds on some interval Œ1; T � with
T � "�4Cc with a constantD, then it still holds withD replaced by D

2
, as soon asD

has been fixed large enough, and " smaller than some "0 (depending on D). Proposi-
tion 7.3.7 shows that this statement holds for the Sobolev and L2 estimate as soon as
bounds (7.1), (7.2), (7.4) hold true (with constants A;A0 that may depend on D). By
Proposition 8.2.1, the W �;1 estimate of QuC may also be bootstrapped.

Let us next show that we may bootstrap as well estimate (4.99) on g. Accord-
ing to Proposition 4.2.1, we may do so as soon as Assumption .H 01/ holds true. By
Corollary 8.2.5, this follows under a priori conditions (7.1)–(7.3). Property (7.3) is
the bootstrap assumption. On the other hand, (7.1), (7.2), (7.4) hold, for convenient
constants C.A;A0/ by Proposition 4.1.2 as soon as (4.3)–(4.7) hold. The first of these
inequalities is the bootstrap assumption (4.99) on g. The other ones are (8.36)–(8.39),
that, according to Proposition 8.2.2, hold under the bootstrap assumption (7.3).

Let us now deduce (8.68) from estimates (7.1)–(7.3) and (4.3), that hold on
Œ1; "�4Cc� for " small, according to our bootstrap assumption. Recall that uC is given
by (5.59) (or (5.24)) by

uC D u
0app
C C u

00app
C C QuC C

X
2�jI j�4

ID.I 0;I 00/

Op. QmI /. QuI 0 ; u
app
I 00 /CR; (8.70)

where R satisfies (5.25). This (and Sobolev injection) shows that R satisfies better
bounds than those given by (8.68). By (7.1)–(7.3), the first three terms in (8.70) satisfy
also the wanted bounds. Finally, the terms in the sum are also estimated by these
bounds using (7.1)–(7.3) and (D.32), (D.39).

Let us check inequalities (8.69). Recall that a.t/ D
p
3
3
.aC.t/ � a�.t//, where

a� D �aC and aC is given by (4.96). We set then, using notation (4.97) and (4.98),

gC.t/ D

p
3

3
e�it

p
3
2 .a

app
C .t/C S.t// (8.71)

and g�.t/ D �gC.t/. It follows from the expressions of aapp
C ; S and (4.97)–(4.101)

that
gC.t/ D O

�
t
� 12
"

�
; @tgC.t/ D O

�
t
� 12
" t�

1
2

�
:
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It remains to prove (8.64). By (2.19) and (2.24),

Pac' D b.x;Dx/w D
1

2
b.x;Dx/p.Dx/

�1.uC � u�/: (8.72)

By Proposition D.1.5, the operator b.x;Dx/p.Dx/�1hDxi�˛ is bounded on W �0;1

if ˛ > 0. It follows that the first estimate (8.64) follows from (8.68) if we modify the
value of � on the left-hand side of (8.64).

To obtain the weighted estimates in (8.64), let us write from (8.72) and (2.24)

hxi�2NPac' D
1

2
hxi�2N b.x;Dx/p.Dx/

�1.uC � u�/; (8.73)

hxi�2NDtPac' D
1

2
hxi�2N b.x;Dx/.uC C u�/: (8.74)

On the right-hand side of (8.73), we replace uC by its expression (8.70). We have to
bound the following quantities:

khxi�2N b.x;Dx/p.Dx/
�1u0

app
C kW �;1 ;

khxi�2N b.x;Dx/p.Dx/
�1
QuCkW �;1 ;

(8.75)

khxi�2N b.x;Dx/p.Dx/
�1u00

app
C kW �;1 ; (8.76)X

2�jI j�4

ID.I 0;I 00/

khxi�2N b.x;Dx/p.Dx/
�1Op.mI /. QuI 0 ; u

app
I 00 /kW �;1 ; (8.77)

khxi�2N b.x;Dx/p.Dx/
�1RkW �;1 : (8.78)

IfN D 2, the assumptions of Proposition D.2.5 with n D 1 are satisfied. We may thus
apply Corollary D.2.11 with ` D 0. Taking into account (7.1) and (7.3), we obtain for
(8.75) a bound in

t�
3
4C� ."2

p
t /� C t�1

."2
p
t /�
0

p
t

:

For (8.76), we apply also Corollary D.2.11, but with ` D 1. We obtain by (7.2)
a bound in

t�1C� log.1C t / log.1C t "2/ D O
�
t�

3
4C2� ."2

p
t /
1
2

�
:

modulo a bound in t�1 ."
2
p
t/�
0

p
t

. To estimate (8.77), we use again Corollary D.2.11,
with n D jI j and ` equal to the number of arguments equal to u00app

˙
, n � ` equal to

the number of arguments equal to Qu˙ or u0app
˙

. If N is taken large enough, we get
better estimates than those holding for (8.75) and (8.76). Finally, Sobolev injection
and (5.25) provide for (8.78) a better upper bound than the one in (8.64). We thus got
estimates of khxi�NPac'.t; � /kW �;1 in t�

3
4 ."2
p
t /�
0

since � is as small as we want,
t � "�4Cc , and � < 1

2
. This implies the second inequality of (8.64).

The proof of the last inequality (8.64) is similar, starting from (8.74).



Appendix A

Scattering for time independent potential

This appendix is devoted to the construction of wave operators for a Schrödinger
operator of the form

A D �
1

2

d2

dx2
C V.x/;

where V is a real-valued potential in �.R/. If WC stands for the wave operator
defined by (A.5) below, one knows that WCW �C D Pac; W

�
CWC D IdL2 , where Pac

is the spectral projector associated to the absolutely continuous spectrum of A. More-
over, one has the intertwining property

W �CAWC D �
1

2

d2

dx2
:

Our main result below is that, under convenient assumptions on V , operator WC
acting on odd functions may be represented from pseudo-differential operators (see
Proposition A.1.1). Let us mention that, even if we give quite complete proofs, our
approach here is not original, and that we strongly rely on the classical paper of Deift
and Trubowitz [17] and on the work of Weder [85].

A.1 Statement of main proposition

We consider V W R! R a potential belonging to �.R/. Then the operator

�
1

2
�C V D �

1

2

d2

dx2
C V

is a self-adjoint operator whose spectrum is made of an absolutely continuous part,
equal to Œ0;C1Œ, and of finitely many negative eigenvalues (see [17]). For � in R,
we define the Jost function f1.x; �/ (resp. f2.x; �/) as the unique solution to

�
d2

dx2
f C 2V.x/f D �2f (A.1)

that satisfies f1.x; �/ � eix� when x goes to C1 (resp. f2.x; �/ � e�ix� when x
goes to �1). We set

m1.x; �/ D e
�ix�f1.x; �/;

m2.x; �/ D e
ix�f2.x; �/:

(A.2)

We shall say that the potential V is generic ifZ C1
�1

V.x/m1.x; 0/ dx ¤ 0: (A.3)
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Notice that the above integral is convergent as m1.x; �/ is bounded when x goes to
C1 and has at most polynomial growth as x goes to �1 (see [17, Lemma 1] and
Lemma A.1.1 below). We say that V is very exceptional ifZ C1

�1

V.x/m1.x; 0/ dx D 0 and
Z C1
�1

V.x/xm1.x; 0/ dx D 0: (A.4)

If one sets V.x/ D �3
4

cosh�2.x
2
/, as for the potential of interest in this paper (see

equation (2.5)), it is proved in [13, Lemma 2.1] that the transmission coefficient of
this potential satisfies T .0/ D 1 (see [17] or below for the definition of the transmis-
sion coefficient). This implies on the one hand that (A.3) does not hold (as (A.3) is
equivalent to T .0/ D 0 – see [17, 85] or (A.32) below) and that moreoverZ

xV.x/m1.x; 0/ dx D 0;

i.e. that (A.4) holds, as follows from (A.26) and (A.31).
We denote byWC the wave operator associated to A D �1

2
�C V , defined as the

strong limit
WC D s � lim

t!C1
eitAe�itA0 ; (A.5)

where A0 D �12�. One knows (see Weder [85] and references therein) that

WCW
�
C D Pac; W �CWC D IdL2 ; (A.6)

where Pac is the orthogonal projector on the absolutely continuous spectrum and,
more generally, that if b is any Borel function on R,

b.A/Pac D WCb.A0/W
�
C; b.A0/ D W

�
Cb.A/WC: (A.7)

Notice that since A and A0 preserve the space of odd functions, so do WC; W �C . For
odd w, we shall obtain an expression for WCw given by the following proposition.

Proposition A.1.1. Assume that V is an even potential that is either generic or very
exceptional. Let �˙ be smooth functions, supported for ˙x � �1, with values in
the interval Œ0; 1�, with ��.x/ D �C.�x/, �C.x/C ��.x/ � 1. There are an odd
smooth real-valued function � , and a smooth function .x; �/ 7! b.x; �/ satisfyingˇ̌

@
ˇ

�
b.x; �/

ˇ̌
� Cˇ for all ˇ 2 N;ˇ̌

@˛x@
ˇ

�
b.x; �/

ˇ̌
� C˛ˇN hxi

�N for all ˛ 2 N�; ˇ 2 N; N 2 N;
(A.8)

and
b.x;��/ D b.x; �/; b.�x;��/ D b.x; �/ (A.9)

such that if we set c.�/ D ei�.�/1�>0 C e�i�.�/1�<0, then for any odd function w,

WCw D b.x;Dx/ ı c.Dx/w (A.10)

with
b.x;D/v D

1

2�

Z
eix�b.x; �/ Ow.�/ d�:
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A.2 Proof of main proposition

We shall give here the proof of Proposition A.1.1, relying on the results of Deift and
Trubowitz [17] and Weder [85].

If V is a real-valued even potential, the Jost functions satisfy by uniqueness
f1.�x; �/ D f2.x; �/ so that (A.2) implies that

m1.�x; �/ D m2.x; �/: (A.11)

By [17, Lemma 1], m1 solves the Volterra equation

m1.x; �/ D 1C

Z C1
x

D�.x
0
� x/2V.x0/m1.x

0; �/ dx0 (A.12)

where

D�.x/ D

Z x

0

e2ix
0� dx0 D

e2ix� � 1

2i�
: (A.13)

If V is in �.R/, then [17, Lemma 1 (ii)] shows thatˇ̌
@˛x@

ˇ

�
.m1.x; �/ � 1/

ˇ̌
� C˛ˇN hxi

�N
h�i�1�ˇ for all x > �M; � 2 R;ˇ̌

@˛x@
ˇ

�
.m2.x; �/ � 1/

ˇ̌
� C˛ˇN hxi

�N
h�i�1�ˇ for all x < M; � 2 R;

(A.14)

holds for m1 (and thus also for m2) when ˛ D ˇ D 0. To get also estimates for the
derivatives, we need to establish the following lemma, whose proof relies on the same
ideas as in [17]:

Lemma A.2.1. Denote for any ˇ;N in N by �ˇN .x/ a smooth positive function
such that �ˇN .x/ D hxi

�N for x � 1 and �ˇN .x/ D hxi
ˇ for x � �1. Then for any

N; ˛; ˇ in N, there is C > 0 such that for any � with Im � � 0, any x,ˇ̌
@˛x@

ˇ

�
.m1.x; �/ � 1/

ˇ̌
� C�

ˇC1
N .x/h�i�1�ˇ : (A.15)

Proof. Following the proof of [17, Lemma 1], we write

m1.x; �/ D 1C

C1X
nD1

gn.x; �/ (A.16)

with

gn.x; �/ D

Z
x�x1�����xn

nY
jD1

D�.xj � xj�1/2V .xj / dx1 � � � dxn; (A.17)

using the convention x0 D x. Set �.x/ D �10.x/ and

K�.y; y
0/ D D�.y � y

0/�.y0/�12V.y/�.y/:
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Then we may rewrite gn as

gn.x; �/ D �.x/

Z
x�x1�����xn

nY
jD1

K�.xj ; xj�1/�.xn/
�1 dx1 � � � dxn;

or equivalently

gn.x; �/ D �.x/

Z
y1�0;:::;yn�0

nY
jD1

K�.x C y1 C � � � C yj ; x C y1 C � � � C yj�1/

��.x C y1 C � � � C yn/
�1 dy1 � � � dyn: (A.18)

By (A.13), we have ˇ̌
@
ˇ

�
D�.y/

ˇ̌
� Cˇ h�i

�1
hyi1Cˇ :

Fix some integer m. The definition of K� implies that for ˛ C ˇ � mˇ̌
@˛x@

ˇ

�
K�.x C y1 C � � � C yj ; x C y1 C � � � C yj�1/

ˇ̌
� C h�i�1�.x C y1 C � � � C yj�1/

�1
hx C y1 C � � � C yj i

�1�ˇ

�W.x C y1 C � � � C yj /hyj i
1Cˇ ;

(A.19)

where W is some smooth rapidly decaying function. When y1 � 0; : : : ; yj � 0, we
may bound

hyj i
1Cˇ�.x C y1 C � � � C yj�1/

�1
hx C y1 C � � � C yj i

�1�ˇ
� C�.x/ˇ :

Consequently, (A.18) implies that

j@˛x@
ˇ

�
gn.x; �/j � C�.x/

ˇC1
h�i�n

�

Z
y1�0;:::;yn�0

nY
jD1

W.x C y1 C � � � C yj / dy1 � � � dyn:
(A.20)

Define G.x/ D
R C1
x

W.z/ dz, so that the last integral above may be written

.�1/n�1
Z
y1�0;:::;yn�1�0

n�1Y
jD1

G0.x C y1 C � � � C yj /

�G.x C y1 C � � � C yn�1/ dy1 � � � dyn�1 D
1

nŠ
G.x/n:

As jG.x/j � CN�0N .x/ for any N , it follows from (A.20) that, for any N ,

j@˛x@
ˇ

�
gn.x; �/j �

C nC1N

nŠ
h�i�n�

ˇC1
N .x/: (A.21)

If we sum for n � ˇ C 1, we get a bound by the right-hand side of (A.15).
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We are thus left with studying

ˇX
nD1

@˛x@
ˇ

�
gn.x; �/: (A.22)

Notice that (A.21) summed for n D 1; : : : ; ˇ gives, when j�j � 1, estimate (A.15) for
(A.22) as well. Assume from now on that j�j � 1 and let us prove by induction on
n D 1; : : : ; ˇ that j@˛x@

ˇ

�
gn.x; �/j is bounded by the right-hand side of (A.15). We

may write from (A.17)

gn.x; �/ D

Z
x�x1

D�.x1 � x/2V.x1/gn�1.x1; �/ dx1

D

Z
y1�0

D�.y1/2V .y1 C x/gn�1.y1 C x; �/ dy1

(A.23)

with g0 � 1. We use in (A.23) the last expression (A.13) for D� . We have then to
consider two kind of terms. The first one isZ

y1�0

e2iy1�

�
2V .y1 C x/gn�1.y1 C x; �/ dy1

D �
1

2i�2
2V.x/gn�1.x; �/

�

Z
y1�0

e2iy1�

2i�2
@y1
�
2V.y1 C x/gn�1.y1 C x; �/

�
dy1:

Repeating the integrations by parts, we end up with contributions that, according
to the induction hypothesis (and the fact that g0 � 1), satisfy estimates of the form
(A.15) (with �ˇN .x/ replaced by hxi�N ), and an integral term of the formZ

y1�0

e2iy1�

�MC1
@My1

�
2V.y1 C x/gn�1.y1 C x; �/

�
dy1 (A.24)

forM as large as we want. IfM D ˇ, we see that (A.24) satisfies (A.15). The second
type of terms coming from (A.23) to consider is

1

�

Z
y1�0

2V.y1 C x/gn�1.y1 C x; �/ dy1

which trivially satisfies (A.15) by the induction hypothesis applied to gn�1. This con-
cludes the proof.

In order to obtain the representation (A.10) for WCw, when w is odd, we recall
first the definition of the transmission and reflection coefficients. The Wronskian of
.f1.x; �/; f1.x;��// (resp. .f2.x; �/; f2.x;��//) is non-zero for any � in R� (see
[17, p. 144]), so that, for real � ¤ 0, we may find unique coefficients T1.�/; T2.�/
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non-zero, R1.�/; R2.�/ such that

f2.x; �/ D
R1.�/

T1.�/
f1.x; �/C

1

T1.�/
f1.x;��/

f1.x; �/ D
R2.�/

T2.�/
f2.x; �/C

1

T2.�/
f2.x;��/:

(A.25)

By [17, Theorem I], these functions extend as smooth functions on R, and they satisfy
the following properties:

T1.�/ D T2.�/
def
D T .�/;

T .�/R2.�/CR1.�/T .�/ D 0;

jT .�/j2 C jRj .�/j
2
D 1; j D 1; 2;

T .�/ D T .��/; Rj .�/ D Rj .��/:

(A.26)

If the potential V is even, we have seen that

f1.�x; �/ D f2.x; �/;

so that, plugging this equality in the first relation of (A.25), comparing to the second
one, and using that T1 D T2, we conclude that

R1.�/ D R2.�/: (A.27)

We denote by R.�/ this common value. The integral representations of the scattering
coefficients (see [17, p. 145])

R.�/

T .�/
D

1

2i�

Z
e2ix�2V.x/m1.x; �/ dx;

1

T .�/
D 1 �

1

2i�

Z
2V.x/m1.x; �/ dx

(A.28)

together with (A.15) and the fact that V 2 �.R/, show that for any N;ˇ,

@
ˇ

�
R.�/ D O.h�i�N /; @

ˇ

�
.T .�/ � 1/ D O.h�i�1�ˇ /: (A.29)

We need the following lemma:

Lemma A.2.2. The functions T;R satisfy

T .0/ D 1CR.0/ (A.30)

in the following two cases:
� The generic case

R
V.x/m1.x; 0/ dx¤ 0.

� The very exceptional case
R
V.x/m1.x; 0/ dxD 0 and

R
V.x/xm1.x; 0/ dxD 0.
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Proof. Summing the two equalities (A.28) and making an expansion at � D 0 using
(A.15), we get

R.�/C 1 D T .�/

�
1 �

1

i�

Z C1
�1

V.x/m1.x; �/ dx

C
1

i�

Z C1
�1

e2ix�V.x/m1.x; �/ dx

�
D T .�/

�
1C 2

Z C1
�1

xV.x/m1.x; 0/ dx CO.�/

�
; � ! 0;

so that

R.0/C 1 � T .0/ D 2T .0/

Z C1
�1

xV.x/m1.x; 0/ dx: (A.31)

In the generic case, by (A.28),

T .�/ D i�

�
�

Z C1
�1

V.x/m1.x; 0/ dx CO.�/

��1
; � ! 0; (A.32)

so that T .0/ D 0. This shows that (A.31) vanishes in the two considered cases.

Proof of Proposition A.1.1. We have to prove that WC acting on odd functions is
given by (A.10). Recall (see for instance Weder [85] formula (2.20), Schechter [74])
that WCw is given by

WCw D F
�
C Ow; (A.33)

where F �C is the adjoint of the distorted Fourier transform, given by

F �Cˆ D
1

2�

Z
 C.x; �/ˆ.�/ d�; (A.34)

where
 C.x; �/ D 1�>0T .�/f1.x; �/C 1�<0T .��/f2.x;��/: (A.35)

Let �˙ be the functions defined in the statement of Proposition A.1.1 and write

 C.x; �/ D �C.x/ C.x; �/C ��.x/ C.x; �/:

Replace in �C C (resp. �� C)  C by (A.35), where we express f2 from f1 (resp.
f1 for f2) using the first (resp. second) formula (A.25). We get, using notation (A.2),

 C.x; �/ D �C.x/
�
eix�

�
T .�/m1.x; �/1�>0 Cm1.x; �/1�<0

�
C e�ix�R.��/m1.x;��/1�<0

�
C ��.x/

�
eix�

�
m2.x;��/1�>0 C T .��/m2.x;��/1�<0

�
C e�ix�R.�/m2.x; �/1�>0

�
:

(A.36)
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Using (A.11), we deduce from (A.33), (A.34) and (A.36) that

WCw D
1

2�

Z
eix�e1.x; �/ Ow.�/ d� C

1

2�

Z
e�ix�e2.x; �/ Ow.�/ d� (A.37)

with

e1.x; �/ D �C.x/m1.x; �/
�
T .�/1�>0 C 1�<0

�
C ��.x/m1.�x;��/

�
1�>0 C T .��/1�<0

�
;

e2.x; �/ D �C.x/R.��/m1.x;��/1�<0 C ��.x/R.�/m1.�x; �/1�>0:

(A.38)

If w is odd, we may rewrite (A.37) as

WCw D
1

2�

Z
eix�a.x; �/ Ow.�/ d�

with

a.x; �/ D e1.x; �/ � e2.x;��/

D �C.x/m1.x; �/
�
.T .�/ �R.�//1�>0 C 1�<0

�
C ��.x/m1.�x;��/

�
1�>0 C .T .��/ �R.��//1�<0

�
:

(A.39)

By properties (A.26), jT .�/ �R.�/j2 D 1 and by (A.30), T .0/ �R.0/ D 1. We
may thus find a unique smooth real-valued function �.�/, satisfying �.0/ D 0, such
that T .�/ �R.�/ D e2i�.�/. Moreover, using (A.26), one gets that � is odd, and by
(A.29) it satisfies @ˇ�.�/ D O.h�i�1�ˇ /. We define

c.�/ D ei�.�/1�>0 C e
�i�.�/1�<0 (A.40)

so that in (A.39)

.T .�/ �R.�//1�>0 C 1�<0 D e
i�.�/c.�/;

1�>0 C .T .��/ �R.��//1�<0 D e
�i�.�/c.�/

and a.x; �/ D b.x; �/c.�/, where b is a smooth function satisfying (A.8) given by

b.x; �/ D �C.x/m1.x; �/e
i�.�/
C ��.x/m1.�x;��/e

�i�.�/:

We thus got WCw D b.x;Dx/ ı c.Dx/w for odd w. Moreover, the definition of f1
and m1 shows that f1.x; �/ D f1.x;��/;m1.x; �/ D m1.x;��/, so that it follows
from the expression of b that equalities (A.9) hold.

Remarks. We make the following observations.
� The proof of the last result shows that b satisfies better estimates than those writ-

ten in (A.8): Actually, on the right-hand side of these inequalities, one could insert
a factor h�i�ˇ . We wrote the estimates without this factor because we shall have
in any case to consider also more general classes of symbols, for which only (A.8)
holds.
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� The difference between generic or very exceptional potentials versus exceptional
ones appears, as is well known, when considering the action of the Fourier mul-
tiplier c.�/ on L1 based spaces. Since @ˇ�.�/ D O.h�i�1�ˇ / when j�j ! C1,
c.�/ � 1 coincides with a symbol of order �1 outside a neighborhood of zero.
Consequently, if �0 2 C10 .R/ is equal to one close to zero, .1 � �0/.Dx/c.Dx/
is bounded on L1. On the other hand, �0.�/c.�/ is Lipschitz at zero if the poten-
tial is generic or very exceptional, since �.0/ D 0, so that �0.Dx/c.Dx/ is also
bounded on L1. In the exceptional potential case, c.�/ has a jump at � D 0, and
L1 bounds for c.Dx/ do not hold.





Appendix B

(Semiclassical) pseudo-differential operators

This appendix is devoted to the definition and main properties of classes of multi-
linear pseudo-differential operators and their semiclassical counterparts. Recall that
the symbol of a pseudo-differential operator of order m 2 R is in general a smooth
function .x; �/ 7! a.x; �/ defined on Rd �Rd , satisfying for any multi-indices ˛; ˇ
estimates of the form

j@˛x@
ˇ

�
a.x; �/j � C˛;ˇ h�i

m��jˇ jCıj˛j; (B.1)

where 0 � ı � � � 1 (see Hörmander [42, 43]). One associates to such a symbol an
operator acting on test functions in �.R/ by a quantization rule, that may be given for
instance by the usual quantization

Op.a/u D
1

.2�/d

Z
eix��a.x; �/ Ou.�/ d� D

1

.2�/d

Z
ei.x�y/��a.x; �/u.y/ dy d�

or by the Weyl quantization

OpW.a/u D
1

.2�/d

Z
ei.x�y/��a

�x C y
2

; �
�
u.y/ dy d�:

We shall be here more interested in the semiclassical version of this calculus, namely
smooth symbols .x; �; h/ 7! a.x; �; h/ that depend on a parameter h 2 �0; 1�, and that
satisfy bounds of the form

j@˛x@
ˇ

�
.h@h/

ka.x; �; h/j � C˛;ˇ;kM.x; �/ (B.2)

with a fixed “weight function”M.x; �/ (see Dimassi and Sjöstrand [24]). For instance,
a function satisfying (B.1) with � D ı D 0 obeys these inequalities withM � 1. One
defines then the semiclassical quantization of a by the formulas

Oph.a/u D a.x; hDx; h/u D
1

.2�/d

Z
eix��a.x; h�; h/ Ou.�/ d�

D
1

.2�h/d

Z
ei.x�y/�

�
h a.x; �; h/u.y/ dy d�

(B.3)

or for the Weyl quantization by

OpW
h .a/u D

1

.2�h/d

Z
ei.x�y/�

�
h a
�x C y

2
; �; h

�
u.y/ dyd�: (B.4)

One has then a symbolic calculus. Assume for instance that we are given two symbols
a; b satisfying (B.2) withM � 1. Then there is a symbol c in the same class such that
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Oph.a/ ı Oph.b/ D Oph.c/. Moreover, one may get an asymptotic expansion of c in
terms of powers of the semiclassical parameter h, whose first terms are given by

c.x; �; h/ D a.x; �; h/b.x; �; h/C
h

i

dX
jD1

@�j a.x; �; h/@xj b.x; �; h/C � � � : (B.5)

It turns out that we shall be interested only in the case of one variable d D 1, but
with more general classes of symbols. In Appendix A, we have used symbols b.x; �/
satisfying inequalities (A.8). It turns out that, if one translates in the semiclassical
framework the operators b.x;Dx/ (see (B.15) and (B.16) below), one is led to con-
sider instead of (B.3) the more general operator

b
�x
h
; hDx

�
u D

1

2�

Z
eix�b

�x
h
; h�

�
Ou.�/ d�: (B.6)

Of course, the function .x; �/ 7! b.x
h
; �/ does not satisfy the estimates in (B.2), since

@x-derivatives make lose powers of h�1. On the other hand, because of (A.8), taking a
@x-derivatives makes gain a weight in hx

h
i�N for any N . We shall thus consider sym-

bols depending on two space variables, .y; x; �/ 7! a.y; x; �; h/, such that at fixed
y, .x; �; h/ 7! a.y; x; �; h/ satisfies the estimates in (B.2), and that for any ` > 0,
.x; �; h/ 7! @`ya.y; x; �; h/ satisfies (B.2) with on the right-hand side of these inequal-
ities an arbitrarily decaying factor in hx

h
i�N . We shall quantify such symbols as

Oph.a/u D a
�x
h
; x; hDx; h

�
u D

1

2�

Z
eix�a

�x
h
; x; h�; h

�
Ou.�/ d�: (B.7)

In that way, instead of getting for the composition of two such symbols an expansion
of the form (B.5), we shall obtain

c.y; x; �; h/ D a.y; x; �; h/b.y; x; �; h/C hr1 C r
0
1; (B.8)

where r1 is in the same class as a; b and where r 01 is rapidly decaying in x
h

, i.e. satisfies
(B.2) with on the right-hand side an extra arbitrary factor in hx

h
i�N .

It turns out that we shall not just need linear, but also multilinear operators,
defined instead of (B.7) by formula (B.14) below. The goal of this chapter is thus
to define such operators and study their composition properties, establishing the gen-
eralization of formulas of the form (B.8) to this multilinear framework.

B.1 Classes of symbols and their quantization

We shall use classes of semiclassical multilinear pseudo-differential operators, analo-
gous to those introduced in [20]. We shall use also the non-semiclassical counterparts
of these operators that are deduced from the former by conjugation through dilations.
We refer to Dimassi and Sjöstrand [24] for a reference text on semiclassical calculus.
Recall first the following definition.
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Definition B.1.1. An order function on R �Rp is a function M from R �Rp to
RC, .x; �1; : : : ; �p/ 7!M.x; �1; : : : ; �p/, such that there is N0 in N, C > 0 and for
any .x; �1; : : : ; �p/, .x0; � 01; : : : ; �

0
p/ in R �Rp ,

M.x0; � 01; : : : ; �
0
p/ � C hx � x

0
i
N0

pY
jD1

h�j � �j 0i
N0M.x; �1; : : : ; �p/: (B.9)

An example of an order function that we use several times is

M0.�1; : : : ; �p/ D
� X
1�i<j�p

h�i i
2
h�j i

2
� 1
2

� pX
iD1

h�i i
2

�� 12
: (B.10)

Actually, this function is smooth and is equivalent to 1Cmax2.j�1j; : : : ; j�pj/, where
max2.j�1j; : : : ; j�pj/ is the second largest among j�1j; : : : ; j�pj.

We shall introduce several classes of semiclassical symbols, depending on a semi-
classical parameter h 2 �0; 1�:

Definition B.1.2. Let p be in N�, M an order function on R �Rp , M0 the function
defined in (B.10). Let .ˇ; �/ be in Œ0;C1Œ�N. We denote by S�;ˇ .M; p/ the space
of smooth functions

.y; x; �1; : : : ; �p; h/ 7! a.y; x; �1; : : : ; �p; h/;

R �R �Rp � �0; 1�! C
(B.11)

satisfying for any ˛0 2 N, ˛ 2 Np , k 2 N, N 2 N, ˛00 2 N� the boundsˇ̌
@˛0x @

˛
� .h@h/

ka.y; x; �; h/
ˇ̌
� CM.x; �/M0.�/

�.˛0Cj˛j/
�
1C ˇhˇM0.�/

��N (B.12)

andˇ̌
@
˛0
0
y @

˛0
x @

˛
� .h@h/

ka.y; x; �; h/
ˇ̌

� CM.x; �/M0.�/
�.˛0Cj˛j/

�
1C ˇhˇM0.�/

��N �
1CM0.�/

��
jyj
��N

;
(B.13)

where � stands for .�1; : : : ; �p/.
We denote by S 0

�;ˇ
.M; p/ the subspace of S�;ˇ .M; p/ of those symbols that sat-

isfy (B.13) including for ˛00 D 0.
We shall set S 0N

0

�;ˇ
.M; p/ for the space of functions satisfying the bound in (B.13)

including for the case ˛00D 0, but with the last factor .1CM0.�/
�� jyj/�N replaced by

.1CM0.�/
�� jyj/�N

0

, for a fixed power N 0 instead of for all N .

Remarks. We make the following observations.
� If p D 1, thenM0.�/ D 1 and symbols of the class S�;ˇ .M; 1/ that do not depend

on y are just usual symbols of pseudo-differential operators as defined in [24] for
instance. For symbols depending on y, we impose that if we take at least one
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@y-derivative, we get a rapid decay in jyj in the case of the class S�;ˇ .M; 1/. For
elements of S 0

�;ˇ
.M; 1/, this rapid decay has to hold including without taking any

@y-derivative. Notice also that when p D 1, the classes we define do not depend
on the parameters �; ˇ.

� The parameter � in the definition of the classes of symbols measures the power
of M0.�/ that we lose when taking @x- or @� -derivatives. As these losses involve
only “small frequencies”, they will be affordable.

� When ˇ > 0, we have an extra gain in hhˇM0.�/i
�N for any N , that allows to

trade off the lossM0.�/
� for h�ˇ� . If ˇ is small, this reduces these losses to those

ones used usually in definitions of semiclassical symbols as in [24]. Moreover,
an element of S�;0.M; p/ may be always reduced to an element of S�;ˇ .M; p/
multiplying it by �.hˇM0.�// for some � in C10 .R/.

We shall quantize symbols in S�;ˇ .M; p/ as p-linear operators acting a p-tuple
of functions by

Oph.a/.v1; : : : ; vp/

D
1

.2�/p

Z
eix.�1C���C�p/a

�x
h
; x; h�1; : : : ; h�p

� pY
jD1

Ovj .�j / d�1 � � � d�p

D
1

.2�h/p

Z
e
i
Pp
jD1

.x�x0
j
/
�j
h a
�x
h
; x; �1; : : : ; �p

� pY
jD1

vj .x
0
j / dx

0d�:

(B.14)

We shall call (B.14) the semiclassical quantization of a. We shall also use a classical
quantization, depending on the parameter t D 1

h
� 1, related to (B.14) through conju-

gation by dilations: If t � 1, and v is a test function on R, define the L2 isometry ‚t
by

‚tv.x/ D
1
p
t
v
�x
t

�
: (B.15)

We shall set for a an element of S�;ˇ .M; p/,

Opt .a/.v1; : : : ; vp/ D h
p�1
2 ‚t ı Oph.a/

�
‚t�1v1; : : : ; ‚t�1vp

�
(B.16)

with h D t�1. Explicitly, we get from (B.14)

Opt .a/.v1; : : : ; vp/

D
1

.2�/p

Z
eix.�1C���C�p/a

�
x;
x

t
; �1; : : : ; �p

� pY
jD1

Ovj .�j / d�1 � � � d�p:
(B.17)

Remark that if a.y; x; �/ is independent of x, then Opt .a/ is independent of t , and if
p D 1, Opt .a/ is just the usual pseudo-differential operator of symbol a.y; �/. In this
case, we shall just write Op.a/ for Opt .a/.
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B.2 Symbolic calculus

We prove first a proposition generalizing [20, Proposition 1.5].

Proposition B.2.1. Let n0; n00 be in N�, n D n0 C n00 � 1. LetM 0.x; �1; : : : ; �n0/ and
M 00.x; �n0 ; : : : ; �n/ be two order functions on R �Rn

0

and R �Rn
00

, respectively. In
particular, they satisfy (B.9) and we shall denote by N 000 an integer such that

M 00.x0; �n0 ; : : : ; �n/ � C hx � x
0
i
N 00
0M 00.x; �n0 ; : : : ; �n/: (B.18)

Let .�; ˇ/ 2 N � Œ0; 1�, a in S�;ˇ .M 0; n0/, b in S�;ˇ .M 00; n00/. Assume either that
.�; ˇ/ D .0; 0/ or 0 < ˇ� � 1 or that symbol b is independent of x. Define

M.x; �1; : : : ; �n/ DM
0.x; �1; : : : ; �n0�1; �n0 C � � � C �n/M

00.x; �n0 ; : : : ; �n/: (B.19)

Then there is � in N, that depends only on N 000 in (B.18), and symbols

c1 2 S�;ˇ .MM
��
0 ; n/; c01 2 S

0
�;ˇ .MM

��
0 ; n/ (B.20)

such that one may write

Oph.a/Œv1; : : : ; vn0�1;Oph.b/.vn0 ; : : : ; vn/� D Oph.c/Œv1; : : : ; vn�; (B.21)

where

c.y; x; �1; : : : ; �n/ D a.y; x; �1; : : : ; �n0�1; �n0 C � � � C �n/

� b.y; x; �n0 ; : : : ; �n/

C hc1.y; x; �1; : : : ; �n/C c
0
1.y; x; �1; : : : ; �n/:

(B.22)

Moreover, if b is independent of y, c01 in (B.22) vanishes and if b is independent of x,
then c1 vanishes. In addition, if a is in S 0

�;ˇ
.M 0; n0/ or b is in S 0

�;ˇ
.M 00; n00/, then c

and c1 are in S 0
�;ˇ
.MM ��

0 ; n/.

Let us prove first a lemma:

Lemma B.2.2. Let � 0 D .�1; : : : ; �n0�1/ and � 00 D .�n0 ; : : : ; �n/, � D .� 0; � 00/. Then

M0.�
0; �n0 C � � � C �n/ � CM0.�/; M0.�

00/ � CM0.�/: (B.23)

Moreover, if � is a real number and j�j=M0.�/ is small enough,

max
�
M0.�

0; �n0 C � � � C �n � �/;M0.�
00/
�
� cM0.�/ (B.24)

for some c > 0.

Proof. Estimate (B.23) follows from the fact that M0.�1; : : : ; �n/ is equivalent to
1Cmax2.j�1j; : : : ; j�nj/.

To prove estimate (B.24), we may assume that j�nj � j�n�1j � � � � � j�n0 j and
j�1j � j�2j � � � � � j�n0�1j. Moreover, if n D n0, then (B.24) is trivial, so that we may
assume n0 < n.
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Case 1. Assume j�nj � j�1j. If j�nj � j�n�1j, then bothM0.�
00/ andM0.�/ are of the

magnitude of h�n�1i, so (B.24) is trivial.
Let us assume that j�n�1j � j�nj.

� If in addition j�nj � j�1j, then M0.�/ � h�ni � h�1i and

h�n0 C � � � C �n � �i � h�ni;

so that
M0.�

0; �n0 C � � � C �n � �/ �M0.�
0; �n/ � h�ni � h�1i

and (B.24) holds.
� If j�1j � j�nj, then M0.�/ � max.h�1i; h�n�1i/ and M0.�

00/ � h�n�1i, so that
M0.�

0; �n0 C � � � C �n � �/ �M0.�
0; �n/ � h�1i and (B.24) holds again.

Case 2. Assume j�1j � j�nj. Then M0.�/ � max.h�2i; h�ni/.
� If j�nj � j�2j and j�nj � j�n�1j, then M0.�

00/ � h�ni, so that (B.24) holds.
� If j�nj � j�2j and j�nj � j�n�1j, then we have j�n0 C � � � C �n � �j � j�nj, so that

M0.�
0; �n0 C � � � C �n � �/ � h�ni and (B.24) holds.

� If j�2j � j�nj, thenM0.�
0; �n0 C � � � C �n � �/� h�2i, so that (B.24) holds as well.

This concludes the proof.

Proof of Proposition B.2.1. Going back to the definition (B.14) of quantization, we
may write the composition (B.21) as the right-hand side of this expression, with
a symbol c given by the oscillatory integral

c.y; x; �/ D
1

2�

Z
e�iz�a.y; x; � 0; �n0 C � � � C �n � �/

� b.y � z; x � hz; � 00/ dz d�:

(B.25)

We decompose

a.y; x; � 0; �n0 C � � � C �n � �/ D a.y; x; �
0; �n0 C � � � C �n/

� � Qa.y; x; � 0; �n0 C � � � C �n; �/
(B.26)

with

Qa.y; x; � 0; Q�; �/ D

Z 1

0

�@a
@ Q�

�
.y; x; � 0; Q� � ��/ d�: (B.27)

It follows from (B.23) that

M0.�
0; �n0 C � � � C �n � ��/ � C.M0.�/C h�i/: (B.28)

Using (B.12) and the definition of order functions, we get that Qa satisfies

j@˛0x @
˛
� @


�
.h@h/

k
Qa.y; x; � 0; �n0 C � � � C �n; �/j

� C.M0.�/C h�i/
�.1Cj˛jCj jC˛0/h�iN0M 0.x; � 0; �n0 C � � � C �n/

�

Z 1

0

�
1C ˇhˇM0.�

0; �n0 C � � � C �n � ��/
��N

d�

(B.29)
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for any ˛; ˛0; ; k;N . If one takes at least one @y-derivative, the same estimate holds,
with an extra factor �

1C .M0.�/C h�i/
��
jyj
��N (B.30)

using (B.13) and (B.28). If we plug (B.26) in (B.25), we get the first term on the right-
hand side of (B.22) and, by integration by parts, the following two contributions:

�
i

2�

Z
e�iz� Qa.y; x; � 0; �n0 C � � � C �n; �/

@b

@y
.y � z; x � hz; � 00/ dz d�; (B.31)

�
ih

2�

Z
e�iz� Qa.y; x; � 0; �n0 C � � � C �n; �/

@b

@x
.y � z; x � hz; � 00/ dz d�: (B.32)

Let us show that (B.31) (resp. (B.32)) provides the contribution c01 (resp. hc1) in
equation (B.22).

Study of (B.31). If we insert under integral (B.31) a cut-off .1 � �0/.�/ for someC10
function �0 equal to one close to zero and makeN1 integrations by parts in z, we gain
a factor ��N1 , up to making act on @b

@y
.y�z; x�hz; � 00/ at mostN1 @z-derivatives. By

(B.12) and (B.13), each of these @z-derivatives makes lose hhM0.�
00/�i if it falls on

the x argument of @b
@y

, and does not make lose anything if it falls on the y argument.
Consequently, if ˇ D � D 0, or if b is independent of x, we get no loss, while if
�ˇ > 0, we get a loss that may be compensated since, in this case, we get by (B.12)
and (B.13) a factor hhˇM0.�

00/i�N in the estimates, with an arbitrary N . Since we
assume ˇ� � 1, hhˇM0.�

00/i�N hhM0.�
00/�iN1 D O.hhˇM0.�

00/i�N=2/ ifN is large
enough relatively to N1. In other words, up to changing the definition of b, we may
insert under (B.31) an extra factor decaying like h�i�N1 as well as its derivatives, for
a given N1.

We perform next N2 integrations by parts using the operator˝
z.h�i CM0.�//

��
˛�2�

1 � .h�i CM0.�//
�2�zD�

�
: (B.33)

By estimates (B.28) and (B.29), each of these integrations by parts makes gain a factor
hz.h�i CM0.�//

��i�1. Using (B.29), (B.13), the definition (B.19) of M and (B.18),
we bound the modulus of (B.31) by

CM.x; �/

Z
h�i�N1CN0

˝
z.h�i CM0.�//

��
˛�N2.h�i CM0.�//

�

� hhziN
00
0

�
1CM0.�/

��
jy � zj

��N
�

Z 1

0

�
1C ˇhˇM0.�

0; �n0 C � � � C �n � ��/
��N

d�

� .1C ˇhˇM0.�
00//�N dz d�

(B.34)

for arbitrary N1; N2; N and given N0; N 000 (coming from (B.9) and (B.18)), the factor
in .1CM0.�/

�� jy � zj/�N coming from the last factor in (B.13) of @b
@y

. If N1 �N0
is large enough, and if we integrate for j�j � cM0.�/, then the factor h�i�N1CN0



(Semiclassical) pseudo-differential operators 172

provides a decay in M0.�/
�N 0 for any given N 0. On the other hand, if we integrate

for j�j � cM0.�/, we may use (B.24) that shows that the product of the last two
factors in (B.34) is smaller than C.1C ˇhˇM0.�//

�N . We thus get a bound in

CM.x; �/.1C ˇhˇM0.�//
�N

�

Z
h�i�N1CN0CN

˝
z.h�i CM0.�//

��
˛�N2.h�i CM0.�//

�

� hhziN
00
0

�
1CM0.�/

��
jy � zj

��N
dz d�

� CM.x; �/
�
1C ˇhˇM0.�/

��N
M0.�/

.2CN 00
0
/�
�
1CM0.�/

��
jyj
��N

(B.35)

if N1 � N2 � N CN0 CN
00
0 . We thus get an estimate of the form (B.13), with

˛0 D 0, ˛ D 0, and the order function M replaced by M.x; �/M0.�/
�.2CN 00

0
/.

If we make the same computation after taking a @˛0x and a @˛
�

-derivative of (B.31),
we replace, according to estimate (B.29), the factor .M0.�/C h�i/

� in (B.34) by
.M0.�/C h�i/

�.1C˛0Cj˛j/, so that we obtain again a bound of the form (B.13), with
still M replaced by M.x; �/M0.�/

�� with � D 2CN 000 .

Study of (B.32). The difference with the preceding case is that the @x-derivative act-
ing on b makes lose an extra factor M0.�/

� , and that we do not have in (B.34) the
factor in .1CM0.�/

�� jy � zj/�N . Instead of (B.35), we thus get a bound in

CM.x; �/M0.�/
��
�
1C ˇhˇM0.�/

��N
for some � depending only on N 000 . On the other hand, if one takes a @y-derivative
of (B.32), either it falls on b, which reduces one to an expression of the form (B.31),
or on Qa, so that one gains a factor (B.30) in the estimates. In both cases, it shows that
a bound of form (B.13) holds. One studies in the same way the derivatives, and shows
that (B.32) provides the hc1 contribution in (B.22).

If b does not depend on y, then (B.31) vanishes identically so that there is no c01
contribution in (B.33). If it is independent of x, the term hc1 given by (B.32) vanishes.

Finally, if one assumes that b is in S 0
�;ˇ
.M 00; n00/, then estimates of the form

(B.35), i.e. with the factor .1CM0.�/
�� jy � zj/�N , hold also for the study of term

(B.32), so that we get that c1 in (B.22) is also in S 0
�;ˇ
.MM �

0 ; n/. In the same way,
if a is in S 0

�;ˇ
.M 0; n0/, one gets in (B.29) an extra factor of the form (B.30) on the

right-hand side, so that (B.32) is again in S 0
�;ˇ
.M; n/. This concludes the proof.

Let us write a special case of Proposition B.2.1.

Corollary B.2.3. Let p.�/ D h�i and let b.y; �1; : : : ; �n/ be a function satisfying
estimates

j@˛� b.y; �/j � C

nY
jD1

h�j i
�1M0.�/

1Cj˛j;

j@
˛0
0
y @

˛
� b.y; �/j � CN

nY
jD1

h�j i
�1M0.�/

1Cj˛j
hyi�N

(B.36)
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for all ˛00 2 N�, ˛ 2 Nn, N 2 N. Then

Oph.p.�//
�
Oph.b/.v1; : : : ; vn/

�
D Oph

�
p.�/b.y; �/

�
.v1; : : : ; vn/C Oph.c

0
1/.v1; : : : ; vn/;

(B.37)

where c01 satisfies

j@
˛0
0
y @

˛
� c
0
1.y; �/j � CN

nY
jD1

h�j i
�1M0.�/

1Cj˛j
hyi�N (B.38)

for all ˛00; ˛;N .

Proof. We may not directly apply the proposition, as the order function it would
provide on the right-hand side of (B.38) would not be the right one. Though, we may
apply its proof that shows that the composed operator (B.37) is given by (B.31) with
Qa given by (B.27), i.e.

�
i

2�

Z 1

0

Z
e�iz�p0.�1 C � � � C �n � ��/

@b

@y
.y � z; �1; : : : ; �n/ dz d� d�: (B.39)

Performing integrations by parts in z; �, we may bound the modulus of (B.39) by

C

Z
hzi�N h�i�N hy � zi�N dz d�

nY
jD1

h�j i
�1M0.�/

which gives (B.38) performing the same computations for the derivatives.

We shall use also the following corollary.

Corollary B.2.4. Let b be a symbol in S�;ˇ .M; n/ for some order functionM , some n
in N�, with .�; ˇ/ satisfying the assumptions of Proposition B.2.1. Assume more-
over that b.y; x; �1; : : : ; �n/ is supported inside j�1j C � � � C j�n�1j � C h�ni. There
is � � 0 such that for any s � 0, one may write

hhDisOph
�
bh�ni

�s
�
D Oph.c/ (B.40)

with a symbol c in S�;ˇ .MM �
0 ; n/. The result holds also if b (and then c) satisfy

(B.13) with the last exponent N replaced by 2, i.e. if b is in S 02
�;ˇ
.M; n/, then c lies

in S 02
�;ˇ
.MM �

0 ; n/.

Proof. We apply Proposition B.2.1 with a.�/ D h�is 2 S�;ˇ .h�is; 1/ (for any .�; ˇ/)
and for second symbol b.y; x; �1; : : : ; �n/h�ni�s . Notice that, because of the support
assumption on b, this symbol belongs to the class S�;ˇ .M.x; �/.

Pn
jD1h�j i/

�s; n/.
Then by (B.20), c in (B.40) belongs to S�;ˇ . QM.x; �/M ��

0 ; n/, where � depends only
on the exponent N 000 in (B.18), which is independent of s, and where QM is given,
according to (B.19), by

QM.x; �1; : : : ; �n/ D h�1 C � � � C �ni
sM.x; �/

� nX
jD1

h�j i

��s
� CM.x; �/:
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The conclusion follows, as the last statement of the corollary comes from the fact that
when taking a @y-derivative of c given by (B.25), it falls on the b factor as a.�/ D h�is

and makes appear a gain .1CM0.�/
�� jy � zj/�2 if we assume that (B.13) holds

with last exponent equal to 2.

Let us state a result on the adjoint. Since we shall need it only for linear operators,
we limit ourselves to that case.

Proposition B.2.5. Let M.x; �/ be an order function on R �R and let a be an ele-
ment of S0;0.M; 1/. Define

a�.y; x; �/ D
1

2�

Z
e�iz� Na.y � z; x � hz; � � �/ dz d�: (B.41)

Then a� belongs to S0;0.M; 1/ and .Oph.a//
� D Oph.a

�/.

Proof. By a direct computation .Oph.a//
� is given by Oph.a

�/ if a� is defined by
(B.41). Making @z and @� integrations by parts, one checks that a� belongs to the
wanted class.

Remark. It follows from (B.25), (B.31), (B.32), that if a; b in the statement of Propo-
sition B.2.1 satisfy

a.�y;�x;��1; : : : ;��n0/ D .�1/
n0�1a.y; x; �1; : : : ; �n0/;

b.�y;�x;��1; : : : ;��n00/ D .�1/
n00�1b.y; x; �1; : : : ; �n00/;

(B.42)

then symbol c in (B.22) satisfies

c.�y;�x;��1; : : : ;��n/ D .�1/
n�1a.y; x; �1; : : : ; �n/ (B.43)

and a similar statement for c1; c01. One has an analogous property for a�.

To conclude this appendix, let us translate Propositions B.2.1 and B.2.5 in the
framework of the non-semiclassical quantization introduced in (B.16) and (B.17).

Corollary B.2.6. The following statements hold.

(i) Let n0; n00 be in N�, n D n0Cn00�1,M 0;M 00 two order functions on R�Rn
0

and R�Rn
00

, respectively. Let .�; ˇ/ be in N � Œ0; 1�, a in S�;ˇ .M 0; n0/, b in
S�;ˇ .M

00; n00/. Assume that either .�; ˇ/ D .0; 0/ or 0 < �ˇ � 1 or that b is
independent of x. Then if M is defined in (B.19), there are � in N, symbols
c1 in S�;ˇ .MM ��

0 ; n/, c01 in S 0
�;ˇ
.MM ��

0 ; n/ such that if

c.y; x; �1; : : : ; �n/ D a.y; x; �1; : : : ; �n0�1; �n0 C � � � C �n/

� b.y; x; �n0 ; : : : ; �n/

C t�1c1.y; x; �1; : : : ; �n/

C c01.y; x; �1; : : : ; �n/;

(B.44)



Symbolic calculus 175

then for any functions v1; : : : ; vn,

Opt .a/Œv1; : : : ; vn0�1;Opt .b/.vn0 ; : : : ; vn/� D Opt .c/Œv1; : : : ; vn�: (B.45)

Moreover, if b is independent of x, then c1 vanishes in (B.44). Finally, if a is
in S 0

�;ˇ
.M 0; n0/ or b is in S 0

�;ˇ
.M 00; n00/, then c is in S 0

�;ˇ
.MM ��

0 ; n/.

(ii) In the same way, if a is in S0;0.M; 1/, then Opt .a/� D Opt .a�/, for a symbol
a� in the same class. Moreover, if a satisfies (B.42), so does a�.

Proof. Statement (i) is just the translation of Proposition B.2.1. Statement (ii) follows
from Proposition B.2.5.

We get also translating Corollary B.2.3:

Corollary B.2.7. Under the assumptions and notation of Corollary B.2.3, one has

Op
�
p.�/

�
Op.b/.v1; : : : ; vn/

D Op.p.�1 C � � � C �n/b/.v1; : : : ; vn/C Op.c01/.v1; : : : ; vn/

with c01 in the class QS 01;0.
Qn
jD1h�j i

�1M0.�/; n/ of Definition 3.1.1.

We shall use also:

Corollary B.2.8. Let n � 2. LetM.�1; : : : ; �n/ be an order function on Rn (indepen-
dent of x) and let a.y; �1; : : : ; �n/ be a symbol in S�;0.M; n/, independent of x, for
some � in N. Let Z be a function in �.R/. Denote

QM.�1; : : : ; �n�1/ DM.�1; : : : ; �n�1; 0/:

There is a symbol a0 in S 0�;0. QM;n � 1/, independent of x, such that for any test func-
tions v1; : : : ; vn�1,

Op.a/Œv1; : : : ; vn�1; Z� D Op.a0/Œv1; : : : ; vn�1�: (B.46)

Moreover, if Z is odd and a.�y;��1; : : : ;��n/ D .�1/n�1a.y; �1; : : : ; �n/, then

a0.�y;��1; : : : ;��n�1/ D .�1/
n�2a.y; �1; : : : ; �n�1/:

Proof. By (B.17), we have that (B.46) holds if we define

a0.y; �1; : : : ; �n�1/ D
1

2�

Z
eiy�na.y; �1; : : : ; �n�1; �n/ OZ.�n/ d�n: (B.47)

If ˛0 D .˛1; : : : ; ˛n�1/ 2 Nn�1 and � 0 D .�1; : : : ; �n�1/, we deduce from (B.12) with
ˇ D 0 that

j@˛
0

�0 a
0.y; �1; : : : ; �n�1/j � C

Z
M.� 0; �n/M0.�

0; �n/
�j˛0j
j OZ.�n/j d�n:
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Using (B.9) both for M and M0, we obtain a bound in QM.� 0/M0.�
0/�j˛

0j. To check
that actually our symbol a0 is in S 0�;0. QM;n � 1/, i.e. that it is rapidly decaying in
.1CM0.�

0/�� jyj/�N , we just make in (B.47) @�n-integrations by parts, and perform
the same estimate. One bounds @y-derivatives in the same way. Finally, the last state-
ment of the corollary follows from (B.47) and the oddness of OZ.



Appendix C

Bounds for forced linear Klein–Gordon equations

The goal of this appendix is to obtain some Sobolev or L1 estimates of solutions
of half-Klein–Gordon equations with zero initial data and force term that is time
oscillating. The kind of equations we want to study is of the form�

Dt �

q
1CD2

x

�
U D ei�t t�1" M.x/;

U jtD1 D 0;
(C.1)

where M is in �.R/, t�1" D
"2

1Ct"2
and � is a real number different from one. This

restriction means that the right-hand side of the equation oscillates at a frequency
which is non-characteristic when one restricts the symbol

p
1C �2 of the opera-

tor on the left-hand side to frequency zero. Our goal is to prove estimates for U
or LCU D .x C t DxhDxi /U for large times. Actually, we shall split the solution as
U D U 0 C U 00, where U 0 is obtained writing the Duhamel formula to express U
and restricting the time integral to times that are O.

p
t /. It turns out that, when

time t stays smaller than "�4C0, LCU 0.t; � / has L2 estimates that are o.t
1
4 /, which

is acceptable for our applications. On the other hand LCU 00 would not enjoy such
bounds, but it has good estimates in L1-like spaces.

Equation (C.1) is actually just a simplified model of the problem we study in
this Appendix. For the applications to our main problem, i.e. the description of some
approximate solutions (see Section 2.5 of Chapter 2), we need more general right-
hand sides than in (C.1). Though, the method of proof of our estimates is quite the
same as for the model above. It relies on the explicit writing of the solution using
Duhamel formula and the stationary phase formula.

We shall close this appendix with explicit computations that are used in the main
part of this text to check Fermi’s golden rule.

C.1 Linear solutions to half-Klein–Gordon equations

We consider a function .t; x/ 7!M.t; x/ that is C 1 in time, with values in �.R/. If �
is in R, � ¤ 1, we denote by U.t; x/ the solution to

.Dt � p.Dx//U D e
i�tM.t; x/;

U jtD1 D 0;
(C.2)

where p.Dx/ D
p
1CD2

x , and where we study the solution for t in an interval
Œ1; T �. We write the solution by Duhamel formula as

U.t; x/ D i

Z t

1

ei.t��/p.Dx/Ci��M.�; � / d�: (C.3)
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We fix some function � in C1.R/, equal to one close to ��1; 1
4
�, supported in

��1; 1
2
�. Then for t larger than some constant (say t � 16), we may write (C.3) as

U D U 0 C U 00 where

U 0.t; x/ D i

Z C1
1

ei.t��/p.Dx/Ci���
� �
p
t

�
M.�; � / d�

U 00.t; x/ D i

Z t

�1

ei.t��/p.Dx/Ci�� .1 � �/
� �
p
t

�
M.�; � / d�:

(C.4)

Our goal is to obtain Sobolev and L1 estimates for U 0; U 00 and for the result of the
action on U 0; U 00 of the operator

L˙ D x ˙ tp
0.Dx/ D x ˙ t

Dx

hDxi
; (C.5)

under two sets of assumptions on M , that we describe now. We shall take " in �0; 1�
and for t � 1, we recall that we defined in (4.1)

t" D "
�2
ht "2i D ."�4 C t2/

1
2 : (C.6)

For ! in Œ1;C1Œ, � 0 2 �0; 1
2
Œ, close to 1

2
, we introduce the following:

Assumption (H1)! . For any ˛;N in N, any t in Œ1; T �, x in R, " in �0; 1�, one has
bounds

j@˛xM.t; x/j � C˛;N t
�!
" hxi

�N ;

j@˛x@tM.t; x/j � C˛;N t
�!C 12
" .t

� 32
" C t�

3
2 ."2
p
t /
3
2 �
0

/hxi�N :
(C.7)

The second type of assumption we shall make on M is more technical. If � > 1,
we denote by˙�� the two roots of

p
1C �2 D � (with �� > 0) and set W� for a small

open neighborhood of the set ¹��;���º. We introduce:

Assumption (H2). For any ˛;N , the x-Fourier transform ofM.t; x/ satisfies bounds

j@˛�
OM.t; �/j � C˛;N t

� 12 t�1" h�i
�N ;

j@t@
˛
�
OM.t; �/j � C˛;N t

� 34 t�1" h�i
�N :

(C.8)

Moreover, for � in W�, one may decompose

Dt
OM.t; �/ D .Dt C � �

p
1C �2/ˆ.t; �/C‰.t; �/; (C.9)

where ˆ;‰ satisfy the following bounds:

jˆ.t; �/j � Ct�
1
2 t�1" ;

j‰.t; �/j � Ct�1t�1"

(C.10)

and a similar decomposition holds for xM instead of M . Of course, conditions (C.9)
and (C.10) are void if � < 1.
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For future reference, let us state some elementary inequalities that hold if � 0 < 1
2

is close enough to 1
2

, "2
p
t � 1 and ! � 1:Z pt

1

�
�!C 12
"

�
�
� 32
" C ��

3
2 ."2
p
�/
3
2 �
0�
d� � C"2!."2

p
t C "3�

0�1/

� C"2! ;

(C.11)
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p
t
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�!C 12
"

�
�
� 32
" C ��

3
2 ."2
p
�/
3
2 �
0�
d�

� C"2!
�
"2t

h"2ti
C "

3
2 �
0

."2
p
t /�

1
2C

3
4 �
0
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� C min

�
"2!�1

�
"2t

h"2ti

� 1
2
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�
;

(C.12)

Z pt
1

�a��!" d� � C"2! t
1
2C

a
2 ; a > �1; (C.13)Z t

p
t

��a��1" d� � C"2a
�
"2t

h"2ti

�1�a
� C"

�
"2t

h"2ti

� 1
2

;
1

2
� a < 1; (C.14)Z t
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h"2ti
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(C.15)

Z t

p
t

�
1
2 ��1" d� � C

p
t
"2t

h"2ti
: (C.16)

Let us state two propositions giving the bounds we shall get for U 0, U 00 under either
Assumption (H1)! or Assumption (H2). We denote below

kvkW �;1 D khDxi
�vkL1 (C.17)

for any � � 0.

Proposition C.1.1. The following statements hold.

(i) Assume that (H1)! holds for some ! � 1. Then for any r � 0, there isCr > 0
such that U 0 given by (C.4) satisfies for any " 2 �0; 1�, t 2 Œ1; "�4�,

kU 0.t; � /kHr � Cr"."
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p
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2 /; (C.18)

kU 0.t; � /kW r;1 � Cr"
2! ; (C.19)
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(ii) Under Assumption (H2), there is, for any r � 1, a constant Cr > 0 such that
U 0 satisfies for any " 2 �0; 1�, t 2 Œ1; "�4�,

kU 0.t; � /kHr � Cr"."
2
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2 ; (C.21)
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Let us state now the bounds we shall prove for U 00.

Proposition C.1.2. The following statements hold.

(i) Under Assumption (H1)! with ! � 1, one has for any r � 0, the following
bounds:
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(ii) Under Assumption (H2), one has for any r � 0, the following bounds:
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kU 00.t; � /kW r;1 � Cr"
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00.t; � /kW r;1 � Cr log.1C t / log.1C "2t /: (C.30)

Remark. Notice that we obtain Sobolev estimates for LCU 0.t; � / in (C.20), (C.23),
while we bound LCU 00.t; � / in W r;1 spaces in (C.26), (C.27), (C.30). Actually, we
could not obtain for the LCU 00 contribution to LCU as good Sobolev estimates as
those that hold for LCU 0, and this is the reason for our splitting U D U 0 C U 00.

Study of the U 0 contribution. We shall prove Proposition C.1.1. By (C.4) and (C.5)
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and
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We shall estimate first the above integrals when either � < 1, so that the coefficient of
� in the phase � �

p
1C �2 never vanishes, or when � > 1 but OM.�; �/ is supported

outside a neighborhood of the two roots˙�� of that expression.
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Lemma C.1.3. Assume that either � < 1 or � > 1 and there is a neighborhood W�

of ¹���; ��º such that OM. � ; �/ vanishes for � in W�. Assume also t � "�4.

(i) Under Assumption (H1)! , estimates (C.18)–(C.20) hold true.

(ii) Under Assumption (H2), estimates (C.21)–(C.23) hold true.

Proof. Let us prove first the Sobolev bounds (C.18), (C.20), (C.21) and (C.23). By
(C.31), OU 0.t; �/ may be written as
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p
1C�2

Z C1
1

ei.��
p
1C�2/��

� �
p
t

�
N.�; �/ d�; (C.33)

where N.�; �/ satisfies for any N , any ˛, according to (C.7) and (C.8),
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under Assumption (H1)! and
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4 h�i�N ; j D 0; 1; (C.35)

under Assumption (H2). In the same way, by (C.32), 1LCU 0.t; �/may be written under
the form (C.33), where N satisfies, according to (C.7) and (C.8),
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under Assumption (H1)! and
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under Assumption (H2).
Since N.�; �/ is supported outside a neighborhood of the zeros of

p
1C �2 � �,

we may perform in integral (C.33) one @� -integration by parts. Taking moreover an
L2.h�ird�/ norm, we obtain quantities bounded in the following way:
� IfN satisfies (C.34), we obtain a control of (C.33) in terms ofC"2! and of (C.11).

This gives an "2! estimate, better than the right-hand side (C.18).
� If N satisfies (C.35), we obtain an upper bound by the right-hand side of (C.13),

which is better than (C.21).
� If N satisfies (C.36), the L2.h�ird�/ norm of (C.33) is bounded by (C.13) with

a D 0, so by (C.20).
� IfN satisfies (C.37), that same norm is bounded by (C.13), thus by the right-hand

side of (C.23).

We have thus proved Lemma C.1.3 for Sobolev estimates. It remains to establish
(C.19) and (C.22). Since OM is rapidly decaying in � , it is sufficient to estimate the
L1 norm of U 0. Notice that the d�-integral in (C.31) may be written asZ
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and that on the support of �.�=
p
t /, j�=t j � 1, so that the stationary phase for-

mula implies that (C.38) is smaller in modulus thanCt�
1
2 ��!" 1�<

p
t under conditions

(C.7) and Ct�
1
2 ��

1
2 ��1" 1�<

p
t under condition (C.8). Integrating in � , we get bounds

in O."2!/ and O."2t�
1
4 /, respectively, as in (C.19) and (C.22). This concludes the

proof.

Lemma C.1.3 provides Proposition C.1.1 when either � < 1 or � > 1 and OM in
(C.31) and (C.32) is cut-off outside a neighborhood of

p
1C �2 D �. We have thus

to study now the case when � > 1 and OM is supported in a small neighborhood of
one of the roots ˙�� of that equation. More precisely, we have to study, in order to
estimate the contribution to U 0, the expressions
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where N˙ is supported close to ˙�� and satisfies (C.34) or (C.35), and, in order
to estimate the contribution to LCU 0, an expression of the form (C.39) with N˙
satisfying (C.36) or (C.37). We shall show actually the more precise result:

Proposition C.1.4. For any ˛ in N, we have the following bounds:
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if N˙ satisfies (C.34),
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if N˙ satisfies (C.35),
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if N˙ satisfies (C.36), and
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if N˙ satisfies (C.37).

It follows immediately from (C.40) (resp. (C.41)) that (C.18) and (C.19) (resp.
(C.21) and (C.22)) hold true. In the same way, computing the L2 norms of (C.42)
(resp. (C.43)) we obtain upper bounds by (C.20) (resp. (C.23)). Consequently, Propo-
sition C.1.1 will be proved if we establish Proposition C.1.4.

Lemma C.1.5. One may write the derivatives of QU 0
˙

given by (C.39) under the form
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where Q�˙ is supported for � �
p
t and for jz˙j � c, and where
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where  ˙.�; t; z˙/ satisfies

j@� ˙.�; t; z˙/j � jz˙j; @2� ˙ D 0 (C.46)

on the support of the integrand, if t is large enough, and where J˛ satisfies the bounds
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if N˙ satisfies (C.34), and
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if N˙ satisfies (C.35).
In the same way, @˛x QU

0
˙

is given by an integral of the form (C.44) with J˛ satisfy-
ing
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if N˙ satisfies (C.36), and
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if N˙ satisfies (C.37). Finally, the remainder R˙˛ in (C.44) satisfies
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for any N in N.

Proof. For t bounded, estimates of the form (C.51) follow from (C.34), (C.36) and
@� -integration by parts. Assume t � 1. We treat the case of sign C and set z for zC
in (C.45). We consider the d� integral in (C.39), expressed in terms of z instead of x.
The oscillatory phase may be written as t�.t; �; z; �/ with
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Since we assume t � 1, �
t
�

1p
t
� 1 in (C.52). If jzj � c > 0, under this condition

on t , and for j� � ��j � 1, we see from (C.52) that
ˇ̌
@�
@�
.t; �; z; �/

ˇ̌
� jzj, so that,

performing @� -integration by parts, we get again estimates of the form (C.51).
We may thus assume from now on that t � 1, jzj � 1. For z D 0, �

t
D 0, (C.52)

vanishes at � D ��, and since the @� -derivative at this point is ��3 ¤ 0, we have for
t � 1, jzj � 1, a unique critical point �.t; �; z/ close to ��. Moreover, it follows
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from (C.52) that
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We rewrite the phase � as

�.t; �; z; �/ D �c.t; �; z/C
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2
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where the critical value �c.t; �; z/ satisfies
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and where A is strictly positive for �
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� 1, jzj � 1, j� � ��j � 1 and satisfies for

any  ,
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We introduce the change of variables � D A.t; �; z; �/.� � �.t; �; z// for � close to ��
and its inverse � D „.t; �; z; �/. By (C.53) and (C.56), we have
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for any  . Then the expression of @˛x QU
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C may be written from (C.39)
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where QN˛ is supported close to � D 0 and satisfies when � �
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t , by (C.57), the

following estimates for any  in N:
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if N˙ in (C.39) satisfies (C.34),
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if N˙ satisfies (C.35),

j@


�
QN˛.t; �; z; �/j � C��

�!
" ; j@�@



�
QN˛.t; �; z; �/j � C�

�!
" (C.62)

if N˙ satisfies (C.36), and
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if N˙ satisfies (C.37). If we apply the stationary phase formula to equation (C.59),
we gain a factor t�

1
2 , which, according to (C.60)–(C.63) provides bounds of the

form (C.47)–(C.50). To get expressions of the form (C.44), we still have to replace
the phase t�c of (C.58) by  C. By the Taylor–Lagrange formula relatively to �
and (C.55),
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We define
 C.t; �; z/ D t

�
�c.t; �; z/ � r.t; �; z/

�
;

Q�C.t; �; z/ D �
� �
p
t

�
eitr.t;�;z/:

(C.65)

Plugging (C.64) in (C.58), we deduce from (C.65) that for jzj � 1, the properties of
Q�C;  C in (C.45), (C.46) do hold. This concludes the proof of the lemma.

Proof of Proposition C.1.4. SinceR˙˛ in (C.44) satisfy better estimates than those we
want, by (C.51), we just consider the integral in the expansion of @˛x QU

0
˙

.
Under condition (C.34), J˛ satisfies (C.47). It follows from (C.13) that the mod-

ulus of the integral in (C.44) is O."2!/. On the other hand, if we multiply (C.44)
by z˙, use (C.46), integrate by parts in � in (C.44) and use (C.45), we deduce from
(C.11) and (C.13) a bound in t�

1
2 "2! for the resulting expression. Together with the

definition (C.45) of z˙, this brings (C.40).
To prove (C.41), we proceed in the same way. Under estimates (C.35), (C.48)

holds for J˛ . By (C.13), this provides for (C.44) an estimate in "2t�
1
4 . On the other

hand, if we multiply equation (C.44) by z˙ and integrate by parts, we get using (C.48)
and (C.13) an estimate in "2t�

3
8 . Together with the first one, this implies (C.41).

One obtains (C.42) (resp. (C.43)) in the same way from (C.49) (resp. (C.50))
and (C.13).
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Study of the U 00 contribution. According to (C.4) and (C.5) we have
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and
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We treat first the case when � < 1 or � > 1 and OM is supported for � outside a neigh-
borhood of˙��.

Lemma C.1.6. Assume � < 1 or � > 1 and OM supported outside a neighborhood
of ¹���; ��º.

(i) Under Assumption (H1)! , estimates (C.24)–(C.27) hold true.

(ii) Under Assumption (H2), estimates (C.28)–(C.30) hold true.

Proof. We write OU 00.t; �/ asZ t
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with N satisfying condition (C.34) under Assumption (H1)! and condition (C.35)
under Assumption (H2). In the same way, 1LCU 00 is given by (C.68) withN satisfying
(C.36) when Assumption (H1)! holds and (C.37) under Assumption (H2).

We perform one @� -integration by parts in (C.68) and compute theL2.h�ir/ norm.
When N satisfies (C.34), we obtain from (C.12) (and from (C.13) if @� falls on
.1 � �/.�=

p
t /) a bound of the form (C.24). If instead of computing the L2.h�ird�/

norm, we estimate the L1.h�ird�/ one, we get (C.25) from (C.12) and (C.13).
Under condition (C.35) we get an estimate of the L2.h�ird�/ norm of (C.68) by
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which is smaller than the right-hand side of (C.28) by (C.14).
We are left with proving (C.26), (C.27), (C.29) and (C.30). Integrating by parts

in � in (C.66) and (C.67), we have thus to bound the integralsZ
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where N satisfies (C.35) (to get (C.29)) or (C.36) (to obtain (C.26)–(C.27)) or (C.37)
(to get (C.30)). The W r;1 norm of (C.69) is bounded from above by the L1 norm of
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h�irN.�; �/, that has immediately the wanted estimates. Let us study (C.70). Since
the integrand is in �.R/ relatively to � , stationary phase shows that the d�-integral
is O.ht � �i�

1
2 /, with bounds given by the right-hand side of (C.35)–(C.37). Conse-

quently, the contribution of (C.70) to (C.29) will be estimated by
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its contribution to (C.26)–(C.27) will be bounded by
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and its contribution to (C.30) will be controlled by
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One checks that (C.71) (resp. (C.72), resp. (C.73)) is bounded from above by the
right-hand side of (C.29) (resp. (C.26)–(C.27), resp. (C.30)). This concludes the proof
of the lemma.

We have obtained estimates (C.24)–(C.30) when OM in (C.66)–(C.67) is supported
away from the zeros of � �

p
1C �2. We shall next obtain these bounds for OM

supported in a small neighborhood of this set. We prove first these estimates under
Assumption (H1)! , i.e. those of (i) in the statement of Proposition C.1.2. We have to
study again the integralZ t
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p
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where N will satisfy (C.34) or (C.36) and is supported close to˙��.

Lemma C.1.7. Assume � > 1 and N supported in a small enough neighborhood of
¹��;���º. Then ifN satisfies (C.34) (resp. (C.36)), estimates (C.24) and (C.25) (resp.
(C.26)–(C.27)) hold true.

Proof. Introduce �.�; �/ D ei���1
i�

and write (C.74), after making a @� -integration
by parts, as the sum of the following quantities:Z
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Assume for instance that � stays in a small neighborhood of �� on the support of N ,
and make the change of variables � D � �

p
1C �2 in the integrals, with � staying

close to zero.
Consider first the case when N satisfies (C.34) and let us prove (C.25). We esti-

mate the modulus of (C.75) byZ
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j�.t; �/j
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.1C t "2/!
d� �

C"2!

.1C t "2/!
log t

which is controlled by the right-hand side of (C.25). In the same way, we bound the
modulus of (C.76) by
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j�.�; �/j d� D O.log �/ D O.log t /;

we obtain using (C.12) and (C.13) a bound in "2! log.1C t / as wanted. Assume next
that N satisfies (C.36), and let us show (C.26)–(C.27). We estimate then (C.75) by

C"2! t
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that is bounded by (C.26)–(C.27). On the other hand, (C.76) may be controlled byZ t
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that is bounded by (C.26) if ! D 1, (C.27) if ! > 1.
To finish the proof of the lemma, we still need to get (C.24). The H r norm of

(C.75) and (C.76) is bounded from above respectively by��t; � �p1C �2�N.t; �/
L2.h�ird�/

(C.77)

and byZ t
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We consider again the case when N is supported in a small neighborhood of �� and
use � D � �

p
1C �2 as the variable of integration. Since

k�.�; �/1j� j�1kL2.d�/ D O.
p
�/;

we estimate, in view of (C.34), (C.77) and (C.78) by (C.24) again using (C.15) and
(C.13). This concludes the proof.

Lemma C.1.7 concludes the proof of (i) of Proposition C.1.2. In order to finish
the proof of (ii), we need to show the following.
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Lemma C.1.8. Consider equation (C.66) (resp. (C.67)) when OM is supported close
to ¹���; ��º and when Assumption (H2) holds i.e. under conditions (C.8)–(C.10).
Then estimates (C.28) and (C.29) (resp. (C.30)) hold true.

Proof. Notice first that the term bxM under the integral (C.67) satisfies the same
hypothesis as OM under integral (C.66) (see the lines below (C.10)). Since the right-
hand side of (C.30) is larger than the one in (C.29), it suffices to show (C.28) and
(C.29) for expression (C.66), and (C.30) for (C.67) where one forgets the bxM term.
We thus have to study an expressionZ t
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where, according to conditions (C.8)–(C.10),N is supported in a small neighborhood
of ¹���; ��º and there are functions �; such that the following estimates hold:
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and where j D 0 in the case of bounds (C.28)–(C.29) and j D 1 for (C.30).
Let �0 be in C10 .R/, equal to one close to zero, and write the integral in (C.79)

as I jL C I
j
R, where
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Since � > 1, the d� integral isO.t�
1
2 /, and using the estimate ofN in (C.80), we get

by (C.14) and (C.16)
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which are better than the right-hand side of (C.29), (C.30), respectively. To study I jR,
we make a @� -integration by parts and write this term as a sum of
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and of
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We plug the last equality (C.80) in (C.84). We get on the one hand
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and, after another integration by parts, the terms
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(C.87)

Notice that sinceN and � satisfy the same bound (C.80), a bound for (C.82) will also
provide a bound for (C.86). In the same way, an estimate for (C.83) will bring one
for (C.87). We are just reduced, in order to get (C.29) and (C.30), to estimate the L1

norms of (C.82), (C.83) and (C.85).
We estimate the modulus of (C.82) by
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which is better than the right-hand side of (C.29) (resp. (C.30)) if j D 0 (resp. j D 1).
We bound (C.83) by
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If j D 0, we get a bound in log.1C t /"2t�
1
4 , better than (C.29), and if j D 1, we

obtain using (C.13), a bound in

"2t
1
4 log.1C t /

which is better than (C.30) since t � "�4.
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Finally, we estimate (C.85) by, using (C.80),

log.1C t /
Z t

p
t

�j�1
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1C �"2
d�

which is bounded by (C.29) if j D 0 and by (C.30) if j D 1. We have thus established
these two estimates. To get the remaining bound (C.28), we just plug inside (C.66)
bound (C.8) of OM and use (C.14). This concludes the proof.

C.2 Action of linear and bilinear operators

The goal of this section is to study the action of some operators on a function of the
form (C.3), and on its decomposition U D U 0 C U 00 given by (C.4). These operators
will be of the form Op.m0/, given by the non-semiclassical quantization (B.17), for
symbolsm0.y; �/ that do not depend on x and belong to the class QS 0�;0.1; j /, j D 1; 2,
defined in Definition 3.1.1.

We study first linear operators.

Proposition C.2.1. Let .t; x/ 7!M.t; x/ be a function satisfying Assumption (H1)! ,
i.e. inequalities (C.7). Assume moreover that M is an odd function of x. Let m0 be
a symbol in the class QS 00;0.1; 1/ of Definition 3.1.1, i.e. a function m0.y; �/ on R �R
such that
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for any N; ˛00; ˛, and that m0 satisfies m0.�y;��/ D m0.y; �/, so that Op.m0/ will
preserve odd functions. Then, for U 00 defined from M by (C.4), we have

Op.m0/U 00 D ei�tM1.t; x/C r.t; x/; (C.89)

where M1.t; x/ is an odd function of x, satisfying for any ˛;N 2 N,
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and where r.t; x/ is such that for any ˛;N ,
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Moreover, if LC is the operator (C.5), for any ˛ 2 N, k D 0; 1,Z 1
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Proof. The definition (B.17) of Op.m0/ and the expression (C.4) of U 00 imply that
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We decompose OM.�; �/ D OM 0.�; �/C OM 00.�; �/, where OM 0 is supported for � in
a small neighborhood of the two roots ˙�� of

p
1C �2 D � and OM 00 vanishes close

to that set when � > 1, and OM 0 D 0 if � < 1. Moreover, OM 0.�; �/; OM 00.�; �/ are odd
in � , because M is odd in x. We define then

B 0.x; �; �/ D eix�m0.x; �/ OM 0.�; �/;

B 00.x; �; �/ D eix�m0.x; �/ OM 00.�; �/:
(C.94)

By the evenness of m0, we have

B 0.�x; �;��/ D �B 0.x; �; �/; B 00.�x; �;��/ D �B 00.x; �; �/: (C.95)

Let us study first the contribution of OM 00 to (C.93), given by
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We perform one @� -integration by parts, that provides on the one hand ei�tM1.t; x/,
where
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satisfies (C.90) by (C.94), (C.88) and (C.7), and is odd in x by (C.95), and on the
other hand a contribution
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By the oddness of OM in � , N.x; �; 0/ � 0. Consequently, if we apply the stationary
phase formula to the @� -integral in (C.97) at the unique (non-degenerate) critical point
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� D 0, we gain a decaying factor in ht � �i�1 instead of ht � �i�
1
2 . Taking (C.98)

into account, and using (C.12), we obtain for (C.97) and its @x-derivatives a bound in
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which is bounded by (C.91).
Let us study next the contribution of OM 0 to (C.93). We getZ t
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Write for 1 � � � t

B 0.x; �; �/ D B 0.x; t; �/C .� � t / QB 0.x; �; t; �/; (C.100)

where QB 0 satisfies by (C.7) and (C.88)
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and is supported for � close to ¹���; ��º. If we substitute in the integral (C.99) expres-
sion .� � t / QB 0 to B 0, and use that, since �� ¤ 0, QB 0 is supported far away the critical
point � D 0 of the phase, we may gain a factor ht � �i�N for anyN by @� -integration
by parts. We thus get a contribution to (C.99) and to its @x-derivatives bounded by
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This again provides a contribution to (C.91). We are left with studying (C.99) with
B 0.x; �; �/ replaced by B 0.x; t; �/ according to (C.100), i.e.Z t
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with
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Note that if ' 2 �.R/,Z
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Using that B 0 is supported close to � D ˙��, and that �� ¤ 0, we may use in the
last integral in (C.101) � D

p
1C �2 � � as a variable of integration close to this

point. We express thus (C.101) from integrals of the form (C.102), with ' expressed
from B 0. The definition (C.94) of B 0 and (C.88), (C.7) imply that the principal term
on the first line (C.102) brings to (C.101) a contribution in ei�tM1.t; x/ with M1

satisfying estimates (C.90). The other contributions, as well as their @x-derivatives,
are O.t�!" t�N hxi�N / for any N , so satisfy (C.91).

It remains to prove (C.92). We express LCU 0 from (C.32), which allows us to
write Op.m0/..LCU 0/.�� // as the sum of two expressions
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When j D 1, we use the stationary phase formula in � to make appear a ht � �i�
1
2

factor. Using also (C.7) and (C.88), we get for any @x-derivative of (C.103) with
j D 1 a bound in
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When j D 2, we notice that because OM is odd in � , B�2 .x; �; �/ vanishes at second
order at � D 0. Consequently, stationary phase formula in (C.103) makes gain a factor
in ht � �i�

3
2 , so that (C.103) is controlled, using again (C.13), by
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Bounds (C.92) follow from this inequality and (C.105). This concludes the proof of
(C.92) when k D 1. If k D 0, the estimate is similar to the one with B�1 above.

Let us prove a similar result to Proposition C.2.1 for some bilinear operators.

Proposition C.2.2. Let M and U 00 be as in the statement of Proposition C.2.1. Let
m0 be a symbol in QS 0�;0.

Q2
jD1h�j i

�1; 2/ for some � � 0, satisfying

m0.�y;��1;��1/ D �m
0.y; �1; �2/:
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Then for any function v,

Op.m0/.U 00; v/ D ei�tOp.b1/v C Op.b2/v; (C.106)

where b1; b2 satisfy for any ˛00; ˛;N the following estimates:
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Moreover, bj .t;�y;��/ D bj .t; y; �/.

Proof. By expression (C.4) of U 00, we have
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We notice that if we consider � as a parameter, the function

.y; �1/ 7! m0.y; �1; �/ OM.�; �1/

satisfies estimates of the form (C.88) for every � , as the losses in

M0.�1; �/
�
D O.h�1i

�/

appearing when one takes derivatives in the definition of symbol classes in (B.13)
are compensated by the rapid decay of OM.�; �1/. We obtain thus an integral of the
form (C.93) (with � replaced by �1), depending on an extra parameter � . By (the
proof of) Proposition C.2.1, we obtain thus that (C.108) has an expression of the
form (C.89), i.e. ei�tb1 C b2, with b1, (resp. b2) satisfying bounds of the form (C.90)
(resp. (C.91)), which gives (C.107), using also that m0.x; �1; �/ in equation (C.108)
isO.h�i�1/. The evenness of bj in .y; �/ comes from the oddness ofm0 and OM . This
concludes the proof.

Corollary C.2.3. Under the assumptions of Proposition C.2.2, one has the following
estimates for any ˛;N :
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Proof. By (C.106), we may write

Op.m0/.U 00; U 00/ D ei�tOp.b1/U 00 C Op.b2/U 00

with b1; b2 satisfying (C.107). We may apply (C.89) to each term above, using that
b1; b2 satisfy estimates of the form (C.88), with an extra pre-factor given by the first
and last estimates (C.107). Using the first bound (C.90) and (C.91), we reach the
conclusion.

We have obtained in the preceding results estimates under assumptions of the
form (C.7) for the function M in (C.4), i.e. under Assumption (H1)! . We shall need
also variants of the preceding results when Assumption (H2), i.e. (C.8) holds instead.
In this case, we shall split the function U defined in (C.3) in a different way than
in (C.4), cutting at time of order � � ct instead of � �

p
t . More precisely, we set

U D U 01 C U
00
1 ;

U 01.t; x/ D i

Z C1
1

ei.t��/p.Dx/Ci���
��
t

�
M.�; � / d�;

U 001 .t; x/ D i

Z t

�1

ei.t��/p.Dx/Ci�� .1 � �/
��
t

�
M.�; � / d�

(C.110)

Proposition C.2.4. Let us assume that M is odd in x, satisfies the first inequality
of (C.8) and that m0 satisfies (C.88). We have then the following estimates for any
˛;N 2 N:

j@˛xOp.m0/U 001 j � C˛N hxi
�N t

� 12
" t�1 log.1C t / (C.111)

and for ` D 0; 1,Z 1

�1

�
k@˛xOp.m0/

��
L`C U

0
1

�
.t; �� /

�
kL2

C k@˛xOp.m0/
��
L`CU

0
1

�
.t; �� /

�
kL1

�
d� � C˛"

2:

(C.112)

Estimate (C.112) holds as soon as (C.88) is true for some large enough N .

Proof. We denote
B.x; �; �1/ D e

ix�1m0.x; �1/ OM.�; �1/;

that satisfies by the first inequality of (C.8) and (C.88)

j@˛0x @
˛
�1
B.x; �; �1/j � C˛0;˛hxi

�N
h�1i

�N ��
1
2 ��1"

and that vanishes at �1 D 0 as M is odd. Then as in (C.93), (C.96)

Op.m0/U 001 D
i

2�

Z t

�1

Z
e
i..t��/

q
1C�2

1
C��/

� .1 � �/
��
t

�
B.x; �; �1/ d�1 d�:

(C.113)
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Using stationary phase in �1 and the fact that B vanishes at �1 D 0, we get for some
a 2 �0; 1Œ,

j@˛xOp.m0/U 001 .t; x/j � C
Z t

at

ht � �i�1��1" ��
1
2 d�hxi�N

which is bounded by the right-hand side of (C.111).
To prove estimate (C.112) with ` D 1, we express Op.m0/..LCU 0/.�� // under

form (C.103), except that the cut-off �.�=
p
t / has to be replaced by �.�=t/, i.e. we

have to study

i

2�

Z C1
1

Z
e
i..t��/

q
1C�2

1
C��/

�
��
t

�
B
�
j .x; �; �1/ d�1 d�; (C.114)

where B�j , j D 1; 2, is given by (C.104). If j D 1, we get from the first inequality
of (C.8), (C.88) and stationary phase in �1 a bound of @x-derivatives of (C.114) by

C hxi�N
Z at

1

ht � �i�
1
2 ��

1
2 ��1" d� (C.115)

for some a 2 �0; 1Œ, whence the O."2/ wanted bound for the L2 and L1 norms.
If j D 2, using stationary phase and the fact that B�2 vanishes at order 2 at � D 0, we
get an estimate in

C hxi�N
Z at

1

ht � �i�
3
2 �

1
2 ��1" d� (C.116)

which is also O."2/. This concludes the proof of (C.112) when ` D 1. If ` D 0, we
may use directly (C.115) to get the estimate. Notice that to get (C.112), we do not
need that (C.115) and (C.116) hold for any N , but just for a large enough N (actually
N D 1 suffices), so that (C.88) has to be assumed only for some large enough N .

Let us write a version of Proposition C.2.2 under Assumption (H2) as well.

Proposition C.2.5. LetM be as in Proposition C.2.4 andm0 in QS 0�;0.
Q2
jD1h�j i

�1; 2/.
Then Op.m0/.U 01; v/ and Op.m0/.U 001 ; v/ may be written as Op.b/v for all symbols
b.t; y; �/ satisfying the estimates

j@
˛0
0
y @

˛
� b.t; y; �/j � Ct

� 12
" t�1 log.1C t /hyi�N h�i�1: (C.117)

Proof. Consider first Op.m0/.U 001 ; v/ that may be written using expression (C.110)
of U 001 as

Op.m0/.U 001 ; v/ D
1

2�

Z
eix�b.t; x; �/ Ov.�/ d� (C.118)

with

b.t; x; �/ D
i

2�

Z t

�1

Z
e
ix�1Ci..t��/

q
1C�2

1
C��/

�m0.x; �1; �/ OM.�; �1/.1 � �/
��
t

�
d�1 d�:

Using again stationary phase with respect to �1 and the fact that OM.�; 0/ D 0 to gain
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a decaying factor in ht � �i�1, we obtain for the @
˛0
0
x @

˛
�

-derivatives of b an upper
bound in

C

Z t

at

ht � �i�1��
1
2 ��1" d�hxi�N h�i�1 .a 2 �0; 1Œ/ (C.119)

since, as seen at the beginning of the proof of Proposition C.2.2,

.y; �1/ 7!m0.y; �1; �/ OM.�; �1/

and its derivatives have bounds in

C hyi�N ��
1
2 ��1" h�1i

�N
h�i�1

according to (C.8). As (C.119) is bounded by the right-hand side of (C.117), we get
the wanted conclusion for Op.m0/.U 001 ; v/.

Consider now the case of Op.m0/.U 01; v/, i.e.

1

.2�/2

Z
eix.�1C�/m0.x; �1; �/ OU

0
1.�1/ Ov.�/ d�1 d�:

We may rewrite it as
1

2�

Z
eix�b.t; x; �/ Ov.�/ d�

with, for any N ,

b.t; x; �/ D

Z
KN .t; x � y; x; �/hDyi

2N�1U 01.y/ dy; (C.120)

where
KN .t; z; x; �/ D

1

2�

Z
eiz�1h�1i

�2NC1m0.x; �1; �/ d�1:

By the assumption onm0, estimates of the form (B.13) hold (with y on the right-hand
side of this inequality replaced by x) whence

j@
˛0
0
x @

˛
� @
˛1
�1
m0.x; �1; �/j � C.1C jxjh�1i

��/�N
0

h�i�1h�1i
�1C�.j˛jCj˛1j/

for any N 0. We conclude that for any ˛; ˇ;N 0; N 00, one has estimates

j@˛x@
ˇ

�
KN .t; z; x; �/j � C hxi

�N 0
hzi�N

00

h�i�1

if N is taken large enough relatively to N 0; N 00; ˛; ˇ. Plugging this in (C.120), we
conclude that for any N 0; N 00; ˛; ˇ, there is N such that

j@˛x@
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�
b.t; x; �/j � C hxi�N
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y
jhyi�N
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hDyi
2N�1U 01.y/jh�i

�1: (C.121)

Since U 01 is odd, we may write

hDyi
2N�1U 01.y/ D i
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Z 1
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D i
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2NU 01/.�y/
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using the definition (C.5) of LC. We get finally

jhyi�N
00

hDyi
2N�1U 01.y/j

�
C

t

�
khyi�N

00C1LChDxi
2NU 01kL1 C khyi

�N 00C2
hDxi

2NU 01kL1
�
:

(C.122)

We may apply estimate (C.112) with U 01 replaced by hDxi2NU 01 (as hDxi2NM.�; � /
in (C.110) satisfies the same assumption as M.�; � /), and the pre-factor hyi�N

00C1,
hyi�N

00C2 on the right-hand side of (C.122) satisfies estimates of the form (C.88) with
some large fixedN (instead of for anyN ). By the last statement in Proposition C.2.4,
this is enough to apply (C.112). Plugging this in (C.121), we get for that expression
a bound in "2t�1hxi�N

0

h�i�1, which is controlled by the right-hand side of (C.117)
since t � "�4. This concludes the proof.

C.3 An explicit computation

In this last section of this chapter, we make an explicit computation that will be used
in relation with Fermi’s golden rule.

Let � be in C10 .R/, even, equal to one close to zero. If � > 1 and if˙�� are still
the two roots of

p
1C �2 � � D 0, set

��.�/ D �.� � ��/C �.� C ��/: (C.123)

If � < 1, set �� � 0.

Proposition C.3.1. LetM be a function satisfying (C.7) with ! D 1, that is odd in x.
Let U be defined from M by (C.3) ant let Z be an odd function in �.R/. ThenZ

OU.t; �/ OZ.�/ d�

D lim
�!0C

iei�t
Z C1
0

Z
ei�.
p
1C�2��Ci�/��.�/ OM.t; �/ OZ.�/ d� d�

C ei�t
Z

.1 � ��/.�/

� �
p
1C �2

OM.t; �/ OZ.�/ d� C r.t/;

(C.124)

where r satisfies

jr.t/j � C
�
"2t�

3
2 C t�2" C "t

� 32 ."2
p
t /
3
2 �
0�
: (C.125)

Remark. It is clear that the limit on the right-hand side of (C.124) exists and may
be computed from .

p
1C �2 � �C i0/�1. We keep it nevertheless under the form

(C.124) as this will be more convenient for us when using the proposition.

To prove the proposition, we shall write the left-hand side of (C.124), according
to (C.3), under the form

i

Z t

1

Z
ei.t��/

p
1C�2Ci�� OM.�; �/ OZ.�/ d� d�: (C.126)
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We decompose

OM.�; �/ D OM 0.�; �/C OM 00.�; �/;

OM 0.�; �/ D OM.�; �/��.�/;

OM 00.�; �/ D OM.�; �/.1 � ��/.�/:

(C.127)

We notice that OM 00 vanishes at order one at � D 0 by the oddness assumption on M .

Lemma C.3.2. Expression (C.126) with OM replaced by OM 00 may be written as

ei�t
Z

.1 � ��/.�/

� �
p
1C �2

OM.t; �/ OZ.�/ d� (C.128)

modulo a remainder satisfying (C.125).

Proof. The expression under study is the sum of (C.128) and of
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Z
ei.t�1/

p
1C�2Ci� OM.1; �/

.1 � ��/.�/

� �
p
1C �2

OZ.�/ d� (C.129)

and
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OZ.�/ d� d�: (C.130)

In (C.129) and (C.130), the integrand vanishes at order 2 at � D 0 by the oddness
of M and Z. The stationary phase formula in � allows thus to gain a factor t�

3
2 or

ht � �i�
3
2 . Taking into account (C.7) with ! D 1, we thus bound (C.129) by C"2t�
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and (C.130) fromZ t
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(using t � "�4). We thus get quantities controlled as in (C.125).

The lemma implies the proposition when � < 1. We shall assume from now on
that � > 1 and study (C.126) with OM replaced by OM 0.

End of the proof of Proposition C.3.1. By the Taylor formula, we write for 1� � � t ,

OM 0.�; �/ D OM 0.t; �/C .� � t /H.t; �; �/;

where according to (C.7) with ! D 1, H satisfies for any ˛,

j@˛�H.t; �; �/j � C˛�
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�
�
� 32
" C ��

3
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p
t /
3
2 �
0�
:
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Integral (C.126) with OM replaced by OM 0 may be written as the sum J1 C J2, where

J1 D i

Z t

1

Z
ei.t��/

p
1C�2Ci�� OM 0.t; �/ OZ.�/ d� d�;

J2 D i

Z t
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Z
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p
1C�2Ci�� .� � t /H.t; �; �/ OZ.�/ d� d�:

(C.131)

Since H is supported close to ˙��, so far away from zero, we can make in J2 any
number of integrations by parts in � in order to gain a decaying factor in ht � �i�N

for any N , so that

jJ2j � C
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which is better than the right-hand side of (C.125). On the other hand, we may write

J1 D ie
i�t

Z t�1

0

Z
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1C�2��/ OM 0.t; �/ OZ.�/ d� d�
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iei�t
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ei�.
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1C�2��Ci�/ OM 0.t; �/ OZ.�/ d� d� C J 01;

(C.132)

where

J 01 D �ie
i�t lim

�!0C

Z C1
t�1

Z
ei�.
p
1C�2��Ci�/ OM 0.t; �/ OZ.�/ d� d�:

The first term on the right-hand side of (C.132) provides the first term on the right-
hand side of (C.124). Moreover, in the expression of J 01, we can make as many
integrations by parts in � as we want to get a decaying factor in h�i�N for anyN . This
shows that J 01 is O."2t�N /, so may be incorporated to r in (C.124). This concludes
the proof.





Appendix D

Action of multilinear operators on Sobolev and Hölder
spaces

In Appendix B, we have introduced multilinear operators that generalize the linear
operators (B.3). In this appendix, we want to discussed Sobolev boundedness proper-
ties of such operators. For linear ones like (B.3), given in terms of symbols satisfying
(B.1) with M.x; �/ � 1, such bounds are well known: see for instance Dimassi and
Sjöstrand [24]. We generalize these bounds to multilinear operators, under the form

kOph.a/.v1; : : : ; vn/kH sh � C
nX

jD1

Y
`¤j

kv`kW �0;1

h

kvj kH sh
; (D.1)

where kvk
W
�0;1

h

D khhDxi
�0vkL1 and kvkH s

h
D khhDxi

svkL2 with s � 0 and �0
a large enough number independent of s. Notice that such an estimate is the natural
generalization of the standard bound kuvkH s � kukL1kvkH s C kukH skvkL1 , that
holds for any s � 0, to a framework of multilinear operators more general than the
product.

We give also, in the case when the symbol a.x
h
; x; �1; : : : ; �n/ in (D.1) is rapidly

decaying in x
h

, other estimates of the form

kOph.a/.v1; : : : ; vn/kL2 � Ch
n�1Y
jD1

kvj kW �0;1

h

.kL˙vnkL2 C kvnkL2/ (D.2)

for any odd functions v1; : : : ; vn, where

L˙ D x ˙
Dx

hDxi
:

The important point here is that the rapid decay in x
h

of the symbol a allows one
to gain on the right-hand side a small factor h. We have already explained in Chap-
ter 2 where this gain comes from: The quantity inside the norm on the left-hand side
of (D.2) is h D t�1 times a generalization of expression (2.64). We have seen that
thanks to (2.65), one may express any of the functions vj , say vn, from L˙vn, up
to a loss of x

h
that is compensated by the rapid decay of a relatively to that variable.

Such properties explain why terms like r 01 in (B.8) may be considered somewhat as
remainders: they do not involve a factor h in their estimate, but the fact that they
decay rapidly in x

h
allows one to use (D.2) and thus to recover in that way an O.h/

bound.
Let us indicate more precisely what are the Sobolev bounds we shall get with

respect to the symbols defined in Appendix B. Recall that we introduced classes of
symbols QS�;0.M; p/, QS 0�;0.M; p/ in Definition 3.1.1 and their (generalized) semiclas-
sical counterparts S�;ˇ .M; p/, S 0�;ˇ .M; p/ in Definition B.1.2. We shall study first
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the action of operators associated to the QS�;0.M; p/, S�;ˇ .M; p/ classes and then,
in the second section of this appendix, the case of operators associated to classes of
decaying symbols QS 0�;0.M; p/, S

0
�;ˇ
.M; p/.

D.1 Action of quantization of non-space-decaying symbols

We introduce the following notation. If v is a function depending on the semiclassical
parameter h 2 �0; 1�, we set

kvkH s
h
D khhDxi

svkL2 (D.3)

for any s 2 R. For � in N, we define

kvkW �;1

h
D khhDxi

�vkL1 : (D.4)

Proposition D.1.1. Let n be in N�, � in N, � � 0. There is �0 in N such that, for
any ˇ � 0, any symbol a in the class S�;ˇ .M �

0 ; n/ of Definition B.1.2 (withM0 given
by (B.10)), the following holds true, under the restriction that, for (i) and (ii), either
.�; ˇ/ D .0; 0/ or 0 < �ˇ � 1 or a.y; x; �1; : : : ; �n/ is independent of x:

(i) Assume moreover that a.y; x; �1; : : : ; �n/ is supported in the domain

j�1j C � � � C j�n�1j � K.1C j�nj/

for some constantK. Then, for any s � 0, there is C > 0 such that, for any
test functions v1; : : : ; vn,

kOph.a/.v1; : : : ; vn/kH sh � C
n�1Y
jD1

kvj kW �0;1

h

kvnkH sh
(D.5)

uniformly in h 2 �0; 1�.

(ii) Without any support condition on the symbol, we have instead

kOph.a/.v1; : : : ; vn/kH sh � C
nX

jD1

Y
`¤j

kv`kW �0;1

h

kvj kH sh
: (D.6)

(iii) For any j D 1; : : : ; n, we have also the estimate (without any restriction on
.�; ˇ/ or a)

kOph.a/.v1; : : : ; vn/kL2 � C
Y
`¤j

kv`kW �0;1

h

kvj kL2 : (D.7)

Moreover, the above estimates hold true under a weaker assumption than in Defini-
tion B.1.2 of the symbols: namely it is enough to assume that bounds (B.13) hold with
N D 2 (instead of for all N ) for the last exponent in this formula.

Before giving the proof, we establish a lemma.
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Lemma D.1.2. Let a be in the class S 0�;0.M
�
0 ; n/ of Definition B.1.2 (or more gen-

erally a symbol satisfying (B.13) for any ˛00; ˛0; k 2 N; ˛ 2 Np , with the last factor
replaced by .1CM��0 jyj/

�2). There are �0 in N depending only on �, and a fam-
ily of functions ak1;:::;kn�1.v1; : : : ; vn�1; y; x; �/ indexed by .k1; : : : ; kn�1/ 2 Nn�1

satisfying bounds
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(D.8)

for 0 � ˛; ˛0 � 2, such that if we set for any y

a.y; x; hD1; : : : ; hDn/.v1; : : : ; vn�1; vn/

D
1

.2�/n

Z
eix.�1C���C�n/a.y; x; h�1; : : : ; h�n/

nY
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Ovj .�j / d�1 � � � d�n
(D.9)

and use a similar notation for ak1;:::;kn�1.v1; : : : ; vn�1; y; x; hDx/vn, then

a.y; x; hD1; : : : ; hDn/.v1; : : : ; vn�1; vn/
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C1X
k1D0
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C1X
kn�1D0

ak1;:::;kn�1.v1; : : : ; vn�1; y; x; hDx/vn:
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Proof. We take a Littlewood–Paley decomposition of the identity, Id D
PC1
kD0�

h
k

,
where �h0 D Oph. .�//, �

h
k
D Oph.'.2

�k�// for k > 0, with convenient functions
 2 C10 .R/, ' 2 C

1
0 .R � ¹0º/. We also take Q in C10 .R/, Q' in C10 .R � ¹0º/with

Q  D  , Q'' D '. We set Q'k.�/ D Q'.2�k�/ for k > 0, Q'0.�/ D Q .�/. Plugging this
decomposition on each factor vj , j D 1; : : : ; n � 1 in (D.9), we obtain an expression
of the form (D.10) if we define
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(D.11)

We may rewrite this as

ak1;:::;kn�1.v1; : : : ; vn�1; y; x; �/
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Z
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with

Kk1;:::;kn�1
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y; x; z1; : : : ; zn�1; �

�
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Z
ei.z1�1C���Czn�1�n�1/a.y; x; �1; : : : ; �n�1; �/
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n�1Y
jD1

Q'kj .�j / d�1 � � � d�n�1:

(D.13)

By the definition of M0.�1; : : : ; �n�1; �n/, on the support of
Qn�1
jD1 Q'kj .�j /, one has

M0.�1; : : : ; �n�1; �n/ D O.2
Ok/ if Ok D max.k1; : : : ; kn�1/.

As a is in the class S 0�;0.M
�
0 ; n/, this implies that a in (D.13) is O.2� Ok/. Moreover,

if we perform two @�j -integrations by parts in (D.13), we gain a factor in h2� Ok�zj i�2

under the integral, for j D 1; : : : ; n � 1, according to (B.13). In addition, we have
also a decaying factor in h2� Ok� jyji�2. It follows that for ˛; ˛0 � 1,

j@˛x@
˛0

� Kk1;:::;kn�1
�
y; x; z1; : : : ; zn�1; �

�
j

� C2.�.˛C˛
0C2/C�Cn�1/ Ok

n�1Y
jD1

h2��
Okzj i

�2
hyi�2:

(D.14)

Plugging this estimate in (D.12) and using

j�hkj vj .x
0
j /j � C2

�kj �0khhDxi
�0vj kL1

we see that if �0 has been taken large enough relatively to �; �, we get bounds of the
form (D.8). This concludes the proof.

Proof of Proposition D.1.1. (i) We reduce first to the case s D 0. Actually, by Corol-
lary B.2.4, that applies under the restrictions in the statement on .�; ˇ/ or a, the
operator

.v1; : : : ; vn/ 7! hhDxi
sOph.a/.v1; : : : ; vn�1; hhDxi

�svn/

may be written as Oph. Qa/.v1; : : : ; vn/ for some symbol Qa in S�;ˇ .M �0

0 ; n/ for some
�0 that does not depend on s. It is thus sufficient to show that

kOph. Qa/.v1; : : : ; vn/kL2 � C
n�1Y
jD1

kvj kW �0;1

h

kvnkL2 : (D.15)

By expression (B.14), we have

Oph. Qa/.v1; : : : ; vn/ D Qa
�x
h
; x; hD1; : : : ; hDn

�
.v1; : : : ; vn/

D Qa.�1; x; hD1; : : : ; hDn/.v1; : : : ; vn/

C

Z x
h

�1

.@y Qa/.y; x; hD1; : : : ; hDn/.v1; : : : ; vn/ dy:

(D.16)
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As @y Qa is in S 0�;0.M
�
0 ; n/ (for some �), we may apply at any fixed y expansion (D.10)

to @y Qa. The symbols ak1;:::;kn�1 on the right-hand side satisfy (D.8), so that we may
apply to them the Calderón–Vaillancourt theorem [9] in the version of Cordes [12],
considering y; v1; : : : ; vn�1 as parameters. One gets in that way for any y; v1; : : : ; vn,

k@y Qa.y; x; hD1; : : : ; hDn/.v1; : : : ; vn/kL2

� C
X
k1

� � �

X
kn�1

2�max.k1;:::;kn�1/hyi�2
n�1Y
jD1

kvj kW �0;1

h

kvnkL2 :
(D.17)

The fact that the L2 norm of the last term in (D.16) is bounded from above by the
right-hand side of (D.5) (with s D 0) follows from that inequality. If we apply the
version of Lemma D.1.2 without parameter y to Qa.�1; x; �1; : : : ; �n/, we obtain
also an inequality of the form (D.17) (without factor hyi�2 on the right-hand side),
which implies for the first term on the right-hand side of (D.16) the wanted estimate.
This concludes the proof.

(ii) We just split a as a sum of symbols for whichX
`¤j

j�`j � K.1C j�j j/; j D 1; : : : ; n;

and apply (i) to each of them.
(iii) It is enough to prove (D.7) with j D n for instance. Remember that in the

proof of (i), we use that the support condition on a and the restrictions on .�; ˇ/ or
a only to reduce the case of H s

h
to L2 estimates. Once this has been done, inequality

(D.15) has been proved without any support condition on Qa, nor on .�; ˇ/, so that it
implies (D.7). This concludes the proof, the last statement of the Proposition coming
from the fact that Lemma D.1.2 has been proved for symbols satisfying the indicated
property and that Corollary B.2.4 used at the beginning of the proof holds also under
such a condition.

It will be useful to be able to decompose a symbol belonging to S�;0.M �
0 ; n/

as a sum of a symbol in S�;ˇ .M �
0 ; n/ for some small ˇ > 0 and a symbol whose

quantization satisfies better estimates than (D.6) and (D.7). Define

L˙ D
1

h
Oph.x ˙ p

0.�//: (D.18)

Corollary D.1.3. Let a.y; x; �1; : : : ; �n/ be in S�;0.M �
0 ; n/ for some � � 0, some

� � 0, some n � 2. Let ˇ > 0 (small), r 2 RC. One may decompose a D a1 C a2,
where a1 is in S�;ˇ .M �

0 ; n/ and a2 is such that if s satisfies .s � �0 � 1/ˇ � r C nC1
2

,

kOph.a2/.v1; : : : ; vn/kH sh � Ch
r

nY
jD1

kvj kH sh
; (D.19)

kL˙Oph.a2/.v1; : : : ; vn/kL2 � Ch
r

n�1Y
jD1

kvj kH sh
.kvnkL2 C kL˙vnkL2/ (D.20)
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and

kL˙Oph.a2/.v1; : : : ; vn/kL2 � Ch
r

n�1Y
jD1

kvj kH sh
.kvnkL2CkL˙vnkW �0;1

h

/: (D.21)

(In the last two estimates, we could make play the special role devoted to n to any
other index).

A similar statement holds replacing classes S�;0 (resp. S�;ˇ ) by S 0�;0 (resp. S 0
�;ˇ

).

Proof. Take � in C10 .R/ equal to one close to zero and define a1 D a�.hˇM0.�//,
a2 D a.1 � �/.h

ˇM0.�//. Then a1 is in S�;ˇ .M �
0 ; n/ as it satisfies (B.12)–(B.13).

Let us show that a2 obeys (D.19)–(D.20). Decomposing a2 in a sum of several sym-
bols, we may assume for instance that it is supported for j�1j C � � � C j�n�1j � Kh�ni.
Then, by the definition of a2, there is at least one index j , 1 � j � n � 1, such that
j�j j � ch

�ˇ on the support of a2, for instance j D n � 1. Applying (D.5), we get

kOph.a2/.v1; : : : ; vn/kH sh

� C

n�1Y
jD1

kvj kW �0;1

h

kOph..1 � Q�/.h
�ˇ �//vn�1kW �0;1

h

kvnkH sh

(D.22)

for some new function Q� equal to one close to zero. By semiclassical Sobolev injec-
tion,

kvj kW �0;1

h

� Ch�
1
2 kvj kH sh

if s > �0 C 1
2

, and

kOph..1 � Q�/.h
ˇ �//vn�1kW �0;1

h

� Ch�
1
2 kOph..1 � Q�/.h

�ˇ �//vn�1kH�0C1
h

� Ch�
1
2C.s��0�1/ˇkvn�1kH sh

:

(D.23)

If s is as in the statement, we get (D.19).
To obtain (D.20), we notice that

L˙Oph.a2/.v1; : : : ; vn/ D˙
1

h
Oph.p

0.�//Oph.a2/.v1; : : : ; vn/

C iOph
�@a2
@�n

�
.v1; : : : ; vn/

C Oph.a2/
�
v1; : : : ; vn�1;

x

h
vn

�
:

(D.24)

The L2 norm of the first two terms on the right-hand side is bounded from above
by Chr

Qn�1
jD1kvj kH sh

kvnkL2 if we use (D.7) and (D.23), for s as in the statement.
On the other hand, in the third term, the last argument of Oph.a2/ in (D.24) may be
written L˙vn �

1
h

Oph.p
0.�//, so that we get an upper bound by the right-hand side

of (D.20) using again (D.7) and (D.23).
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We may also estimate the last term in (D.24) using (D.7), but putting the L2 norm
on vn�1, i.e. writing

kOph.a2/.v1; : : : ; vn�1;L˙vn/kL2

� C

n�2Y
jD1

kvj kW �0;1

h

kOph..1 � Q�/.h
ˇ �//vn�1kL2kL˙vnkW �0;1

h

:

Bounding the last but one factor by hˇskvn�1kH sh , we get as well (D.21). The last
statement of the corollary concerning classes S 0�;0; S

0
�;ˇ

holds in the same way.

Let us state next a corollary of Proposition D.1.1.

Corollary D.1.4. Let � � 0; n 2 N�. There is �0 2 N such that for any � � 0, any
ˇ � 0, for any j D 1; : : : ; n, any a in S�;ˇ .M �

0 ; n/, there is C > 0 such that for any
v1; : : : ; vn,x
h

Oph.a/.v1; : : : ; vn/

L2
� C

Y
`¤j

kv`kW �0;1

h

.h�1kvj kL2 C kL˙vj kL2/ (D.25)

and for any j ¤ j 0, 1 � j; j 0 � n,x
h

Oph.a/.v1; : : : ; vn/

L2
� C

� Y
`¤j;j 0

kv`kW �0;1

h

�
kvj 0kL2

�
�
h�1kvj kW �0;1

h

C kL˙vj kW �0;1

h

�
:

(D.26)

Proof. Let us prove (D.25) with j D n for instance. By the definition of the quanti-
zation

x

h
Oph.a/.v1; : : : ; vn/ D Oph.a/

�
v1; : : : ; vn�1;

x

h
vn

�
C iOph

� @a
@�n

�
.v1; : : : ; vn/:

If we write x
h
D L˙ � h

�1p0.Dx/, and apply (D.7) with j D n, we obtain (D.25).
One obtains (D.26) in the same way, applying estimate (D.7) with j replaced by j 0,
and using that p0.hDx/ is bounded fromW �0

0
;1

h
toW �0;1

h
if �00 > �0. This concludes

the proof.

We shall also use some L1 estimates.

Proposition D.1.5. Let � 2 Œ0;C1Œ, � � 0, n 2 N�, ˇ � 0. Let q > 1 and let a
be a symbol in S�;ˇ .M �

0

Qn
jD1h�j i

�q; n/. (It is actually enough to assume that in
estimates (B.13), the last exponent N is equal to 2). Assume that .�; ˇ/ D .0; 0/ or
0 < �ˇ � 1, or that a.y; x; �/ is independent of x. Then there are �0 in N and, for
any integer � � �0, a constant C > 0 such that for any v1; : : : ; vn,

kOph.a/.v1; : : : ; vn/kW �;1

h
� C

nY
jD1

kvj kW �;1

h
: (D.27)
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If we have just a 2 S�ˇ .M �
0

Qn
jD1h�j i

�1; n/, we get for any r in N, any � > 0, any
s; � with .s � � � 1/� � r C 1

2
and � � �0, the bound

kOph.a/.v1; : : : ; vn/kW �;1

h

� Ch��
nY

jD1

kvj kW �;1

h
C Chr

nX
jD1

Y
`¤j

kv`kW �;1

h
kvj kH sh

:
(D.28)

Proof. One may assume that a is supported for j�1j C � � � C j�n�1j � K.1C j�nj/.
One may use Corollary B.2.4, whose assumptions are satisfied, in order to reduce
(D.27) to estimate

kOph.a/.v1; : : : ; vn/kL1 � C
n�1Y
jD1

kvj kW �0;1

h

kvnkL1 : (D.29)

We apply (D.16) to reduce (D.29) to bounds of the form

ka.�1; x; hD1; : : : ; hDn/.v1; : : : ; vn/kL1

� C

n�1Y
jD1

kvj kW �0;1

h

kvnkL1 ;Z C1
�1

k@ya.y; x; hD1; : : : ; hDn/.v1; : : : ; vn/kL1

� C

n�1Y
jD1

kvj kW �0;1

h

kvnkL1 :

(D.30)

We may decompose @ya.y; x; hD1; : : : ; hDn/ using equality (D.10). Each contri-
bution in the sum is given by a symbol satisfying estimate (D.8), with an extra
factor h�ni�q on the right-hand side, coming from the fact that our symbol a was
in S�;ˇ .M �

0

Qn
jD1h�j i

�q; n/. The kernel of the corresponding operator will then be
bounded in modulus by

Ch�1G
�x � x0

h

�
2�max.k1;:::;kn�1/hyi�2

n�1Y
jD1

kvj kW �0;1

h

with some L1 function G. The second estimate (D.30) follows from that. The first
one is proved in the same way.

Finally, to get (D.28), we assume again a supported as above and decompose it
as a D a1 C a2, with a1 D a�.h��n/ for some � > 0 and � in C10 .R/ equal to one
close to zero. Then a1 is in h��S�ˇ .M �

0

Qn
jD1h�j i

�2; n/ (for a new value of �), so
that (D.27) applies, with a loss h�� , which provides the first term on the right-hand
side of (D.28). On the other hand, we estimate kOph.a2/.v1; : : : ; vn/kW �;1

h
from

Ch�
1
2 kOph.a2/.v1; : : : ; vn/kH�C1h

by semiclassical Sobolev injection, and then this
quantity by the last term on the right-hand side of (D.28) with r D �.s � � � 1/ � 1

2
.

This concludes the proof.
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Let us translate the preceding results in the non-semiclassical case using the
transformation ‚t defined in (B.15) and (B.16)–(B.17). We translate first Proposi-
tion D.1.1.

Proposition D.1.6. Let a be a symbol satisfying the assumptions of Proposition D.1.1
and .�; ˇ/ satisfying also the assumptions of that proposition in the case of statements
(i) and (ii) below (in particular, if a is independent of x, these statements hold for any
.�; ˇ/ with � � 0; ˇ � 0).

(i) If moreover a is supported for j�1j C � � � C j�n�1j � K.1C j�nj/, one has
for any s � 0 the bound

kOpt .a/.v1; : : : ; vn/kH s � C
n�1Y
jD1

kvj kW �0;1kvnkH s (D.31)

with some �0 independent of s, Opt being defined in (B.16).

(ii) Without any support assumption on the symbol of a, one has

kOpt .a/.v1; : : : ; vn/kH s � C
nX

jD1

Y
`¤j

kv`kW �0;1kvj kH s : (D.32)

(iii) For any j D 1; : : : ; n, one has also

kOpt .a/.v1; : : : ; vn/kL2 � C
Y
`¤j

kv`kW �0;1kvj kL2 : (D.33)

Proof. One combines Proposition D.1.1, (B.16) and the fact that by (B.15),

k‚tvkH s D kvkH s
h

and
k‚tvkW �;1 D h

1
2 kvkW �;1

h

if h D t�1.

To get non-semiclassical versions of Corollaries D.1.3 and D.1.4, let us notice
that by (B.15)

L˙‚tv D
1
p
t
.L˙v/

�x
t

�
is L˙ is defined by (D.18) and

L˙ D x ˙ tp
0.Dx/: (D.34)

We have then:

Corollary D.1.7. Let a.y; x; �1; : : : ; �n/ be a symbol in S�;0.M �
0 ; n/ for some � � 0,

some � � 0, some n � 2. Let ˇ > 0 be small and r in RC. One may decompose
a D a1 C a2, where a1 is in S�;ˇ .M �

0 ; n/ and a2 satisfies, if .s � �0/ˇ is large
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enough relatively to r; n,

kOpt .a2/.v1; : : : ; vn/kH s � Ct�r
nY

jD1

kvj kH s ;

kL˙Opt .a2/.v1; : : : ; vn/kL2 � Ct
�r

n�1Y
jD1

kvj kH s
�
kvnkL2 C kL˙vnkL2

�
;

kL˙Opt .a2/.v1; : : : ; vn/kL2 � Ct
�r

�n�1Y
jD1

kvj kH s

��
kvnkL2 C kL˙vnkW �;1

�
:

(D.35)

Moreover, in the last two estimates, one may make play the special role devoted to n
to any other index.

Proof. Again, we combine (B.15)–(B.16) and the estimates in (D.19)–(D.21) (up to
a change of notation for r).

In the same way, we get from Corollary D.1.4:

Corollary D.1.8. With the notation of Corollary D.1.4, we have

kxOpt .a/.v1; : : : ; vn/kL2 � C
Y
`¤j

kv`kW �0;1.tkvj kL2 C kL˙vj kL2/ (D.36)

for any 1 � j � n. Moreover, for any j ¤ j 0, 1 � j; j 0 � n,

kxOpt .a/.v1; : : : ; vn/kL2

� C
Y
`¤j;j 0

kv`kW �0;1kvj 0kL2.tkvj kW �0;1 C kL˙vj kW �0;1/: (D.37)

Finally, it follows from Proposition D.1.5:

Proposition D.1.9. Under the assumptions and with notation of Proposition D.1.5,
one has for � � �0,

kOpt .a/.v1; : : : ; vn/kW �;1 � C

nY
jD1

kvj kW �;1 (D.38)

if a is in S�;ˇ .M �
0

Qn
jD1h�j i

�q; n/ for some q > 1 and

kOpt .a/.v1; : : : ; vn/kW �;1

� Ct�
nY

jD1

kvj kW �;1 C Ct�r
nX

jD1

Y
`¤j

kv`kW �;1kvj kH s
(D.39)

if q D 1, � > 0 and .s � �/� is large enough relatively to r .
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D.2 Action of quantization of space decaying symbols

In this section we study the action of operators associated to symbols belonging to
the classes S 0

�;ˇ
.M �

0 ; n/ on Sobolev or Hölder spaces of odd functions. The odd-
ness of the functions, together with the fact that elements in the S 0 class are symbols
a.y; x; �/ rapidly decaying in y, will allow us to re-express the functions v on which
acts the operator from hL˙v (using notation (D.18)), thus gaining a power of h. Actu-
ally, it is not necessary that a be rapidly decaying in y, and we shall give statements
with less stringent decay assumptions.

Proposition D.2.1. Let n be in N�, � in N, � � 0. There is �0 in N such that, for
any ˇ � 0, any symbol a.y; x; �1; : : : ; �n/, supported in the domain

j�1j C � � � C j�n�1j � K.1C j�nj/

for some constant K, and such that for some `, 1 � ` � n � 1, a belongs to the
class S 02`C2

�;ˇ
.M �

0 ; n/ introduced at the end of Definition B.1.2, with � � 0 and either
.�; ˇ/ D .0; 0/ or 0 < �ˇ � 1 or a is independent of x, the following holds true:

(i) For any s � 0, any odd test functions v1; : : : ; vn, and any choice of signs
"j 2 ¹�;Cº, j D 1; : : : ; `,

kOph.a/.v1; : : : ; vn/kH sh

� Ch`
Ỳ
jD1

�
kL"j vj kW �0;1

h

C kvj kW �0;1

h

�
�

n�1Y
jD`C1

kvj kW �0;1

h

kvnkH sh
:

(D.40)

(ii) Assume in addition to the preceding assumptions that ˇ > 0. Then, for any
0 � `0 � `, one has

kOph.a/.v1; : : : ; vn/kH sh

� Ch`�
1
2 `
0��.ˇ/

`0Y
jD1

�
kL"j vj kL2 C kvj kL2

�
�

Ỳ
jD`0C1

�
kL"j vj kW �0;1

h

C kvj kW �0;1

h

�
�

n�1Y
jD`C1

kvj kW �0;1

h

kvnkH sh
;

(D.41)

where �.ˇ/ > 0 goes to zero when ˇ goes to zero (�.ˇ/ D `0.�0 C 1
2
/ˇ

holds).



Action of multilinear operators on Sobolev and Hölder spaces 214

Proof. We shall prove (i) and (ii) simultaneously. We notice first that, by our support
condition on .�1; : : : ; �n/, M0.�/ � 1C j�1j C � � � C j�n�1j, so that, up to chang-
ing �, we may study the H s

h
norm of

Oph. Qa/
�
Oph.h�i

�1/v1; : : : ;Oph.h�i
�1/v`; v`C1; : : : ; vn

�
(D.42)

for a new symbol Qa satisfying the same assumptions as a. Moreover, when ˇ > 0, this
symbol is rapidly decaying in hˇM0.�/ according to (B.12)–(B.13), so that, modify-
ing again Qa, we rewrite (D.42) as

Oph. Qa/
�
Oph.h�i

�1
hˇhˇ �i� /v1; : : : ;Oph.h�i

�1
hˇhˇ �i� /v`;

v`C1; : : : ; vn
� (D.43)

with  > 0 to be chosen. We use now that if f is an odd function, we may write

f .x/ D
x

2

Z 1

�1

.@f /.�x/ d�:

Consequently, for j D 1; : : : ; `,

Oph
�
h�i�1hˇhˇ �i�

�
vj D

ix

2h

Z 1

�1

�
Oph

�
hˇhˇ �i�

�

h�i

�
vj

�
.�jx/ d�j ; (D.44)

that we rewrite using (D.18)

Oph
�
h�i�1hˇhˇ �i�

�
vj

D ih
"j

2

x

h

Z 1

�1

�
Oph

�
hˇhˇ �i�

�
L"j vj

�
.�jx/ d�j

� ih
"j

2

x

h

Z 1

�1

�
Oph

�
hˇhˇ �i�

�x
h
vj

�
.�jx/ d�j :

(D.45)

We may thus write (D.45) as a linear combination of expressions of the form

h
�x
h

�q Z 1

�1

�
q0

j Vj .�jx/ d�j ; (D.46)

where q D 0; 1; 2, q0 2 N and Vj .x/ is of the form

Vj .x/ D Oph
�
bj .ˇh

ˇ �/
�
L"j vj or Vj .x/ D Oph

�
bj .ˇh

ˇ �/
�
vj (D.47)

with j@kbj .�/j D O.h�i��k/. We plug these expressions inside (D.43). We remark
that when we commute each factor x

h
with Qa, we get again an operator given by a sym-

bol similar to Qa, up to changing �. Moreover, the hM��0 yi�2`�2 decay of Qa.y; x; �/
that we assume shows that for q � 2`, .x

h
/q Qa.x

h
; x; �/ may be written Qa1.xh ; x; �/

with Qa1.y; x; �/ in S 02
�;ˇ
.M �

0 ; n/ (for a new �). Consequently, we may write (D.43)
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as a combination of quantities of the form

h`
Z 1

�1

� � �

Z 1

�1

Oph. Qa1/
�
V1.�1� /; : : : ; V`.�`� /; v`C1; : : : ; vn

�
� P.�1; : : : ; �`/ d�1 � � � d�`;

(D.48)

where Vj are given by (D.47) and P is some polynomial.
If we apply (D.5) (together with the remark at the end of the statement of Proposi-

tion D.1.1) and use that Oph.bj .ˇh
ˇ �// is bounded from W

�0;1

h
to itself, uniformly

in h, we obtain (D.40). To prove (D.41), we apply again (D.5) and use that, for factors
indexed by j D 1; : : : ; `0, we may write if  � �0 C 1 and ˇ > 0

kOph
�
bj .ˇh

ˇ �/
�
wk

W
�0;1

h

D kOph
�
h�i�0bj .ˇh

ˇ �/
�
wkL1

� Ch�
1
2 kOph

�
h�i�0hˇhˇ �i�

�
wk

1
2

L2

� kOph
�
h�i�0�hˇhˇ �i�

�
wk

1
2

L2

� Ch�
1
2�ˇ.�0C

1
2 /kwkL2

if  � �0. This brings (D.41) with �.ˇ/ D `0.�0 C 1
2
/ˇ.

When we want to estimate only the L2 norms, instead of the H s ones, we have
the following statement:

Proposition D.2.2. Let n be in N�, � 2 N, ˇ � 0; � � 0. There is �0 2 N such that,
for any symbol a in S 0

�;ˇ
.M �

0

Qn
jD1h�j i

�1; n/ and for any odd functions v1; : : : ; vn,
one has the following estimate:

kOph.a/.v1; : : : ; vn/kL2 � Ch
n�1Y
jD1

kvj kW �0;1

h

ŒkL˙vnkL2 C kvnkL2 �: (D.49)

Moreover, when n � 2, we have also the bound

kOph.a/.v1; : : : ; vn/kL2

� Ch

n�2Y
jD1

kvj kW �0;1

h

�
kL˙vn�1kW �0;1

h

C kvnkW �0;1

h

�
kvnkL2 :

(D.50)

Estimate (D.49) (resp. (D.50)) holds as well for n (resp. .n � 1; n/) replaced by any
j 2 ¹1; : : : ; nº (resp. j; j 0 2 ¹1; : : : ; nº; j ¤ j 0). Moreover, it suffices to assume that
a is in S 04

�;ˇ
.M �

0

Qn
jD1h�j i

�1; n/ instead of a 2 S 0
�;ˇ
.M �

0

Qn
jD1h�j i

�1; n/.

Proof. Because of the assumption on a, we may write

Oph.a/.v1; : : : ; vn/ D Oph. Qa/.v1; : : : ; vn�1;Oph.h�i
�1/vn// (D.51)
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with Qa in S 0
�;ˇ
.M �

0

Qn�1
jD1h�j i

�1; n/ (or Qa in S 04
�;ˇ
.M �

0

Qn�1
jD1h�j i

�1; n/). We use next
equation (D.45) (with  D 0) in order to express Oph.h�i

�1/vn as a combination of
terms of the form (D.46) with j D n and Vn given by (D.47). We obtain thus for
(D.51) an expression in terms of integrals

h

Z 1

�1

Oph. Qa1/Œv1; : : : ; vn�1; Vn.�n� /�P.�n/ d�n (D.52)

for some polynomial P , some Qa1 2 S 02�;ˇ .M
�
0

Qn�1
jD1h�j i

�1; n/. Applying (D.7), we
get (D.49).

To obtain (D.50), we make appear the Oph.h�i
�1/ operator on argument vn�1

instead of vn in (D.51), use (D.45) with j D n � 1, obtain an expression of the form
(D.52) with the roles of n and n � 1 interchanged, and apply again (D.7).

Let us also establish some corollaries and variants of the above results.

Corollary D.2.3. Let n; �; ˇ; � be as in Proposition D.2.2. Let a be a symbol in the
class S�;ˇ .M �

0

QnC1
jD1h�j i

�1; nC 1/. Let Z be in �.R/. Then for any odd functions
v1; : : : ; vn, Oph.a/

h
Z
�x
h

�
; v1; : : : ; vn

i
L2

� Ch

n�1Y
jD1

kvj kW �0;1

h

�
kL˙vnkL2 C kvnkL2

�
:

(D.53)

If n � 2, we have alsoOph.a/
h
Z
�x
h

�
; v1; : : : ; vn

i
L2

� Ch

n�2Y
jD1

kvj kW �0;1

h

�
kL˙vn�1kW �0;1

h

C kvn�1kW �0;1

h

�
kvnkL2 :

(D.54)

Proof. We write
a.y; x; �/ D hyi4 Qa.y; x; �/:

Then, according to the last remark in the statement, Proposition D.2.2 applies to Qa.
Moreover, we may write Oph.a/ŒZ.

x
h
/; v1; : : : ; vn� as a sum of expressions�x

h

�q
Oph. Qa/

h
Z
�x
h

�
; v1; : : : ; vn

i
; 0 � q � 4: (D.55)

The commutator
x

h
Oph. Qa/

h
Z
�x
h

�
; v1; : : : ; vn

i
� Oph. Qa/

hx
h
Z
�x
h

�
; v1; : : : ; vn

i
is again of the form Oph. Qa1/ŒZ.

x
h
/; v1; : : : ; vn�, for a new symbol satisfying the same

assumptions as a, eventually with a different �. Finally, we express (D.55) as a sum
of expressions Oph. Qa1/ŒZ1.

x
h
/; v1; : : : ; vn�, for new symbols Qa1 and a new �.R/

function Z1. If we apply (D.49) (resp. (D.50)), we get (D.53) (resp. (D.54)).
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We have also the following variant of Proposition D.2.2, that we state only for
bilinear operators.

Proposition D.2.4. Let �; � � 0. There is �0 2 N such that, for any a in the class
S 0�;0.M

�
0

Q2
jD1h�j i

�1; 2/, any odd functions v1; v2, one has the following estimates:

kOph.a/.v1; v2/kL2

� Ch2
�
kL˙v1kW �0;1

h

C kv1kW �0;1

h

��
kL˙v2kL2 C kv2kL2

� (D.56)

for any choice of the signs ˙ on the right-hand side. The symmetric inequality holds
as well.

If moreover s; � are positive with s� � 2.�0 C 1/, we get

kOph.a/.v1; v2/kL2 � Ch
3
2��

2Y
jD1

�
kL˙vj kL2 C kvj kH sh

�
: (D.57)

Proof. To get (D.56), we write

Oph.a/.v1; v2/ D Oph. Qa/
�
Oph.h�i

�1/v1;Oph.h�i
�1/v2

�
with some Qa in S�;0.M �

0 ; 2/. We use next (D.45) (with  D 0) for j D 1; 2 in order
to reduce ourselves to expressions of the form (D.48) with ` D 2. Applying (D.7), we
get the conclusion.

To obtain (D.57), we may assume that a is supported for j�1j � 2.1C j�2j/ for
instance. Let ˇ > 0, � 2 C10 .R/, equal to one close to zero and decompose

a.y; x; �1; �2/ D a.y; x; �1; �2/�.h
�ˇ �1/C a.y; x; �1; �2/.1 � �/.h

�ˇ �1/:

If we apply (D.7) to the second symbol, we obtain an estimate to the corresponding
contribution to (D.57) by

CkOph..1 � �/.h
ˇ �//v1kW �0;1

h

kv2kL2 :

By semiclassical Sobolev injection, this is bounded from above by

Ch�
1
2Cˇ.s��0�1/kv1kH sh

kv2kL2 ;

so by the right-hand side of (D.57) if ˇ.s � .�0 C 1// � 2 � � .
Consider next Oph.a1/.v1; v2/ with a1 D a�.h�ˇ �1/, so that a1 is in the class

S 0
�;ˇ
.M �

0

Q2
jD1h�j i

�1; 2/. Since ˇ > 0, we may rewrite as in (D.43), Oph.a1/.v1; v2/
as

Oph. Qa1/
�
Oph

�
h�i�1hhˇ �i�

�
v1;Oph

�
h�i�1

�
v2
�

with Qa1 in S 02
�;ˇ
.M �

0 ; 2/, hence under form (D.48) with ` D 2, V1 (resp. V2) being
given by (D.47) with bj D O.h�i� / (resp. O.1/). Applying (D.7), we get, in view
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of the definition of the Vj a bound in

Ch2
�
kOph.b1.h

ˇ �//L˙v1kW �0;1

h

C kOph.b1.h
ˇ �//v1kW �0;1

h

�
�
�
kL˙v2kL2 C kv2kL2

�
:

Using the semiclassical Sobolev injection, the first factor is bounded from above by

Ch�
1
2�ˇ.�0C1/

�
kL˙v1kL2 C kv1kL2

�
:

We set � D ˇ.�0C1/ and get the conclusion under the condition s� � 2.�0C1/.

We prove now an L1 estimate that is a counterpart of (D.40).

Proposition D.2.5. Let � 2 N, � � 0, n 2 N. There is �0 2 N such that, for any
�� �0, any a in S 02nC2�;0 .M �

0 ; n/, any `� n, one has for any odd functions v1; : : : ; vn,
any r � 0, the estimate

kOph.a/.v1; : : : ; vn/kW �;1

h

� Chr
nY

jD1

�
kvj kW �0;1

h

C kvj kH sh

�
C Ch

n
2C

`
2��

Ỳ
jD1

�
kvj kW �;1

h
C kL˙vj kW �;1

h

�
�

nY
jD`C1

�
kvj kL2 C kL˙vj kL2

�
(D.58)

for any � > 0, any s such that

s � s0.�; �/
�
1C

r C 1

�

�
(D.59)

(where s0.�; �/ is some explicit function of .�; �/).

Proof. Set j�j2 D �21 C � � � C �
2
n . Take � 2 C10 .R/ equal to one close to zero and let

ˇ > 0 to be chosen. Decompose a D a1 C a2 with

a1.y; x; �1; : : : ; �n/ D a.y; x; �1; : : : ; �n/�.h
2ˇ
j�j2/;

a2.y; x; �1; : : : ; �n/ D a.y; x; �1; : : : ; �n/.1 � �/.h
2ˇ
j�j2/:

(D.60)

Let us assume in addition that a2 is supported for instance for

j�1j C � � � C j�n�1j � K.1C j�nj/:

By semiclassical Sobolev injection, we have

kOph.a2/.v1; : : : ; vn/kW �;1

h
� Ch�

1
2 kOph.a2/.v1; : : : ; vn/kH�C1

h

: (D.61)
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If we use estimates (B.12) and (B.13), we see that the action of an hDx-derivative
on Oph.a2/.v1; : : : ; vn/ makes lose at most one power of h�nimax.1;�/ (since �n is the
largest frequency). Consequently, (D.61) is bounded from above by

Ch�
1
2 kOph. Qa2/.v1; : : : ; vn�1; hhDxi

.�C1/max.1;�/vn/kL2

for a symbol Qa2 that has the same support properties as a2. We apply next (D.7) with
j D n, and remember that, by definition of a2, Qa2 is supported for j�j0 j � ch

�ˇ for
some j0. We thus get a bound either by

Ch�
1
2

n�1Y
jD1

kvj kW �0;1

h

kOph
�
h�i.�C1/max.1;�/�1.h

ˇ �/
�
vnkL2 (D.62)

if j0 D n, or

Ch�
1
2

Y
1�j�n�1; j¤j0

kvj kW �0;1

h

kOph.�1.h
ˇ �//vj0kW

�0;1

h

� kOph
�
h�i.�C1/max.1;�/�1.h

ˇ �/
�
vnkL2

(D.63)

if j0 < n, where �1 2 C1.R/ is equal to one close to infinity and to zero close to
zero. Writing (using semiclassical embedding)

kOph
�
h�im�1.h

ˇ �/
�
vnkL2 � Ch

ˇ.s�m/
kvnkH sh

;

kOph
�
�1.h

ˇ �/
�
vj0kW

�0;1

h

� Ch�
1
2Cˇ.s�.�0C1//kvj0kH

s
h
;

we obtain for (D.62) and (D.63) an estimate in

Chr
nY

jD1

�
kvj kW �0;1

h

C kvj kH sh

�
(D.64)

if
ˇ
�
s � .�C 1/max.1; �/

�
� r C

1

2
;

ˇ.s � .�0 C 1// � r C 1:

(D.65)

Consider next a1, which satisfies

h3ˇna1 2 S
02nC2
�;ˇ

�
M �
0

nY
jD1

h�j i
�3; n

�
:

We may write Oph.a1/.v1; : : : ; vn/ under form (D.48) with ` D n and a new sym-
bol Qa1, such that

h3ˇn Qa1 2 S
02
�;ˇ

�
M �
0

nY
jD1

h�j i
�2; n

�
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(for a new �). We apply (D.27) that implies

kOph. Qa1/.v1; : : : ; vn/kW �;1

h

� Chn.1�3ˇ/
Z 1

�1

� � �

Z 1

�1

nY
jD1

kVj .�j � /kW �;1

h
d�1 � � � d�n;

(D.66)

where Vj is given by (D.47) with  > �C 1. For j D `C 1; : : : ; n, we use semiclas-
sical Sobolev injection to estimateZ 1

�1

kVj .�j � /kW �;1

h
d�j � Ch

� 12�ˇ.�C1/
�
kL˙vj kL2 C kvj kL2

�
whence finally a bound of (D.66) in

Chn.1�3ˇ/�
n�`
2 �ˇ.�C1/.n�`/

Ỳ
jD1

�
kvj kW �;1

h
C kL˙vj kW �;1

h

�
�

nY
jD`C1

�
kvj kL2 C kL˙vj kL2

�
:

Combining this with (D.64) and taking ˇ D �
3nC.n�`/.�C1/

, we get the conclusion if
s satisfies the inequality in the statement.

The same type of reasoning as above may be used to remove the assumption
ˇ > 0 in (ii) of Proposition D.2.1.

Proposition D.2.6. Let a be a symbol in S�;0.M �
0 ; n/ independent of x, satisfying

the assumptions of Proposition D.2.1. Then, for any ˇ > 0 with �ˇ � 1, one may
decompose a D a1 C a2 with a1 in S 02`C2

�;ˇ
.M �

0 ; n/ and a2 is such that

kOph.a2/.v1; : : : ; vn/kH sh � Ch
r

n�1X
jD1

�Y
`¤i

kvj kW �0;1

h

�
kvj kH sh

kvnkH sh
(D.67)

as soon as ˇ.s � �0 � 1/ � r C 1
2

.
As a consequence, one has the estimate, for 1 � ` � n � 1, 0 � `0 � `,

kOph.a/.v1; : : : ; vn/kH sh

� Ch`�
`0

2 ��

`0Y
jD1

�
kL"j vj kL2 C kvj kH sh
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kL"j vj kW �0;1

h

C kvj kW �0;1

h

C kvj kH sh
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�

n�1Y
jD`C1

�
kvj kW �0;1

h

C kvj kH sh

�
kvnkH sh

;

(D.68)

where � > 0 is any small number and s is such that .s � �0 � 1/� is large enough.
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Proof. We shall decompose a D a1 C a2 as at the beginning of the proof of Corol-
lary D.1.3. By (D.22)–(D.23), estimate (D.67) holds if .s � �0 � 1/ˇ � r C 1

2
. On

the other hand, applying (D.41) to Oph.a1/, and expressing �.ˇ/ from ˇ, one gets
a bound of kOph.a1/.v1; : : : ; vn/kH sh by the right-hand side of (D.68). Since, for r
large enough, the right-hand side of (D.67) may be estimated by (D.68) (using semi-
classical Sobolev injection to bound some W �0;1

h
norm by h�

1
2 times an H s

h
one),

we get the conclusion.

Let us translate the inequalities proved in this section in the non-semiclassical
framework, using (B.15)–(B.17).

Corollary D.2.7. Under the assumptions of Proposition D.2.1, one has the following
estimates:

(i) For any s � 0, any odd test functions v1; : : : ; vn, and any choice of signs
"j 2 ¹�;Cº, j D 1; : : : ; `,

kOpt .a/.v1; : : : ; vn/kH s � Ct�`
Ỳ
jD1

�
kL"j vj kW �0;1Ckvj kW �0;1

�
�

n�1Y
jD`C1

kvj kW �0;1kvnkH s

(D.69)

with L˙ defined in (D.34).

(ii) If moreover ˇ > 0, one has for any 0 � `0 � `,

kOpt .a/.v1; : : : ; vn/kH s

� Ct�`C�.ˇ/
`0Y
jD1

�
kL"j vj kL2 C kvj kL2

�
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Ỳ
jD`0C1
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kL"j vj kW �0;1 C kvj kW �0;1
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n�1Y
jD`C1

kvj kW �0;1kvnkH s

(D.70)

with �.ˇ/ > 0 going to zero when ˇ goes to zero.

This is just a restatement of Proposition D.2.1. Proposition D.2.2 gives:

Corollary D.2.8. Under the assumptions and with the notation of Proposition D.2.2,
one has the following estimates for any j , 1 � j � n:

kOpt .a/.v1; : : : ; vn/kL2

� Ct�1
Y

`¤j; 1�`�n

kv`kW �0;1

�
kL˙vj kL2 C kvj kL2

�
; (D.71)



Action of multilinear operators on Sobolev and Hölder spaces 222

and if n � 2, for any j ¤ j 0, 1 � j; j 0 � n,

kOpt .a/.v1; : : : ; vn/kL2 � Ct
�1

Y
`¤j;j 0; 1�`�n

kvj kW �0;1

�
�
kL˙vj 0kW �0;1 C kvj 0kW �0;1

�
kvj kL2 :

(D.72)
Moreover, these estimates hold as soon as a 2 S 04

�;ˇ
.M �

0

Qn
jD1h�j i

�1; n/.

In the same way, we have the bounds of Corollary D.2.3:

Corollary D.2.9. With the notation of Corollary D.2.3, one has for any j ,

kOpt .a/.Z; v1; : : : ; vn/kL2

� Ct�1
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kL˙vj kL2 C kvj kL2

� (D.73)

and if n � 2, j ¤ j 0 are in ¹1; : : : ; nº,

kOpt .a/.Z; v1; : : : ; vn/kL2

� Ct�1
Y

`¤j;j 0; 1�`�n

kvj kW �0;1

�
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�
kvj kL2 :

(D.74)

Next we restate Proposition D.2.4.

Corollary D.2.10. With the notation and under the assumptions of Proposition D.2.4,
one has for any odd functions v1; v2,

kOpt .a/.v1; v2/kL2 � Ct
�2
�
kL˙v1kW �0;1 C kv1kW �0;1
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;

(D.75)

kOpt .a/.v1; v2/kL2 � Ct
�2C�

2Y
jD1

�
kL˙vj kL2 C kvj kH s

�
(D.76)

if s; � > 0 are such that s� � 2.�0 C 1/.

Finally, we translate the estimates of Propositions D.2.5 and D.2.6.

Corollary D.2.11. With the notation and under the assumptions of Proposition D.2.5,
one has, for any odd functions v1; : : : ; vn, any 0 � ` � n, any r � 0,

kOpt .a/.v1; : : : ; vn/kW �;1 � Ct�r
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jD1
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Ỳ
jD1

�
kvj kW �;1 C kL˙vj kW �;1

�
�

nY
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�
(D.77)

if s � s0.�; �/.1C rC1
�
/ for some function s0.�; �/.
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Corollary D.2.12. With the notation and under the assumption of Proposition D.2.6,
one has for any odd functions v1; : : : ; vn, any `, 1 � ` � n � 1, any 0 � `0 � `,

kOpt .a/.v1; : : : ; vn/kH s

� Ct�`C�
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(D.78)

for any small � > 0, as soon as .s��0�1/� is large enough. The same estimate holds
true if we apply on the right-hand side any permutation on the indices ¹1; : : : ; n � 1º.

D.3 Weyl calculus

In Chapter 8, we use a different quantization of symbols a.x; �/ on R �R. We give
its definition and properties here. Our classes of symbols will be variants of those
introduced in Definition B.1.2.

Definition D.3.1. Let ı0 2 Œ0; 1
2
�, ˇ � 0, and let .x; �/ 7!M.x; �/ be a weight func-

tion on R �R. One denotes by SW
ı0;ˇ

.M/ the space of smooth functions

.h; x; �/ 7! a.x; �; h/

defined on �0; 1� �R �R satisfying estimates

j@˛1x @
˛2
�
.h@h/

ka.x; �; h/j � CM.x; �/h�ı
0.˛1C˛2/.1C ˇhˇ j�j/�N (D.79)

for any ˛1; ˛2; k;N in N.

Remark. Notice that for ˇ > 0, we assume a rapid decay of the symbol in hhˇ �i�N .
This is not the same condition as in (B.12) and (B.13), where the rapid decay was
in hhˇM0.�/i

�N , which, when there is only one � variable, is just O.1/. Notice also
that instead of having a loss in M0.�/

� for each derivative acting on the symbol, we
allow a h�ı

0

loss. Finally, at the difference of (B.11), we consider symbols that do not
depend on the y variable.

For a in SW
ı0;ˇ

.M/, we define the Weyl quantization by

OpW
h .a/v D

1

2�h

“
e
i
h
.x�y/�a

�x C y
2

; �; h
�
v.y/ dy d� (D.80)

for any test function v. We recall some results of [82] that we use in Chapter 8.
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Proposition D.3.2. Let � be in RC, �.x; �; h/ a function satisfying

j@˛1x @
˛2
�
.h@h/

k�.x; �; h/j � Ch�
˛1C˛2
2

Dx ˙ p0.�/
p
h

E�1
(D.81)

for any ˛1; ˛2; k in N. Then, for any � > 0, any r � 0, any s such that s� is large
enough, we have

kOpW
h .�/OpW

h .h�i
�/vkL1 � C

�
h�

1
4��kvkL2 C h

r
kvkH s

h

�
: (D.82)

Proof. Fix ˇ > 0 small. Decompose � D ��.hˇ �/C �.1 � �/.hˇ / for � inC10 .R/
equal to one close to zero. By [82, Lemma 3.9], we may write

OpW
h .��.h

ˇ �// D OpW
h .r1/OpW

h . Q�.h
ˇ �//C hNOpW

h .r2/ (D.83)

and

OpW
h

�
�.1 � �/.hˇ �/

�
D OpW

h .r3/OpW
h

�
.1 � Q�1/.h

ˇ �/
�
C hNOpW

h .r4/; (D.84)

where rj are in SW
1=2;ˇ

.1/, N is arbitrary, Q�; Q�1 are in C10 .R/ equal to one close to
zero. By semiclassical Sobolev injection and Proposition D.3.3 below, the last term
in (D.83)–(D.84) acting on OpW

h .h�i
�/v has L1 norm estimated by the last term

in (D.82). Moreover, r1 satisfies estimates of the form (D.81), so that we may apply
[82, Proposition 3.11] to estimate

kOpW
h .r1/OpW

h . Q�.h
ˇ �/h�i�/vkL1

by the first term on the right-hand side of (D.82) with � linear in ˇ. Finally, by semi-
classical Sobolev injection and Proposition D.3.3, the L1 norm of the first term on
the right-hand side of (D.84) is bounded from above by

Ch�
1
2 kOpW

h

�
h�i�.1 � Q�1/.h

ˇ �/
�
kH1

h

which is estimated by hrkvkH s
h

is sˇ is large enough. This concludes the proof.

One has also Sobolev estimates (see [24] or [82, Proposition 3.10]):

Proposition D.3.3. Let ˇ � 0, ı0 2 Œ0; 1
2
�, r 2 R, a in SW

ı0;ˇ
.h�ir/. Then OpW

h .a/ is
bounded from H s

h
to H s�r

h
for any s in R, with operator norm bounded uniformly

in h.

We state next [82, Proposition 4.4].

Proposition D.3.4. Let  be in C10 .R/, equal to one close to zero. Let LC be the
operator (D.18) that may be written as well

LC D
1

h
OpW

h .x C p
0.�//:
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For � in N, v a function, define

v
�
ƒc D OpW

h

�
.1 � /

�x C p0.�/
p
h

��
OpW

h .h�i
�/v: (D.85)

Then for any � > 0, any s such that s� is large enough, one has estimates

kv
�
ƒckL2 � Ch

1
2��

�
kLCvkL2 C kvkH sh

�
; (D.86)

kv
�
ƒckL

1 � Ch
1
4��

�
kLCvkL2 C kvkH sh

�
: (D.87)

Let us prove next an L1 estimate for OpW
h ..

xCp0.�/
p
h
//.

Proposition D.3.5. Let  be in C10 .R/, with small enough support. Then for any
� > 0, N > 0, we have as soon as s� is large enough relatively to N ,OpW

h

�

�x C p0.�/
p
h

��
v

L1
� Ch��

�
kvkL1 C h

N
kvkH s

h

�
: (D.88)

Proof. Let ˇ > 0, � in C10 .R/ equal to one close to zero. Decompose

v D OpW
h

�
�.hˇ �/

�
v C OpW

h

�
.1 � �/.hˇ �/

�
v:

By semiclassical Sobolev injection, Proposition D.3.3 and the fact that

kOpW
h

�
.1 � �/.hˇ �/

�
k

L.H s
h
;H s
0

h
/
D O.hˇ.s�s

0//

if s > s0, we haveOpW
h

�

�x C p0.�/
p
h

��
OpW

h

�
.1 � �/.hˇ �/

�
v

L1

� Ch�
1
2

OpW
h

�

�x C p0.�/
p
h

��
OpW

h

�
.1 � �/.hˇ �/

�
v

H1
h

� Ch�
1
2Cˇ.s�1/kvkH s

h

which is estimated by the right-hand side of (D.88) if sˇ is large enough. On the other
hand, by [82, Lemma 3.9], we may write for any N ,

OpW
h

�

�x C p0.�/
p
h

��
OpW

h

�
�.hˇ �/

�
D OpW

h

�
�.x; �; h/

�
C hNOpW

h .r/

for some r in SW
1=2;ˇ

.1/ and a symbol � in SW
1=2;ˇ

.1/ supported inside

j�j � h�ˇ and jx C p0.�/j � c
p
h

for some small c. According to [20, Lemma 1.2.6], we know that setting

'.x/ D
p

1 � x2
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for jxj < 1, if jx C p0.�/j < ch�i�2 for some small enough c, then

j� � d'.x/j � C h�i3jx C p0.�/j:

It follows that
�.x; �; h/ D �.x; �; h/1

j��d'.x/j<ch
1
2
�3ˇ

:

The kernel of OpW
h .�/ is

1

2�h

Z
e
i
h
.x�y/��

�x C y
2

; �; h
�
d� (D.89)

that may be written

1

2�
p
h
e
i
h
.x�y/d'

�
xCy
2

�
�

Z
e
i.x�y/ �p

h�
�x C y

2
; d'

�x C y
2

�
C
p
h�; h

�
d�:

(D.90)

The integral is of the form Z
e
i.x�y/ �p

hA.x; y; �/ d�;

with A supported for j�j � Ch�3ˇ and satisfying @˛
�
A D O.1/. It follows that (D.89)

is
O
�
h�

1
2�3ˇ

Dx � y
p
h

E�2�
;

which implies that operator (D.89) has L.L1/ norm that is O.h�3ˇ /.
On the other hand, khNOpW

h .r/vkL1 is bounded by the last term on the right-
hand side of (D.88) using again semiclassical Sobolev injection.

We shall use also [82, Proposition 4.11] that we reproduce below.

Proposition D.3.6. Define

v
�
ƒ D OpW

h

�

�x C p0.�/
p
h

��
OpW

h .h�i
�/v; (D.91)

where  2 C10 .R/ has small enough support. There is .�h/h2�0;1� a family of smooth
functions, real valued, supported in an interval Œ�1C ch2ˇ ; 1 � ch2ˇ � for some small
constant c > 0, with @˛

h
�h D O.h

�2ˇ˛/ for some small ˇ > 0, such that, still denot-
ing '.x/ D

p
1 � x2 for jxj < 1,

OpW
h .x� C p.�//v

�
ƒ D '.x/�h.x/v

�
ƒ C hR (D.92)

where
kRkL2 � Ch

1
2��

�
kLCvkL2 C kvkH sh

�
;

kRkL1 � Ch
1
4��

�
kLCvkL2 C kvkH sh

� (D.93)

for any � > 0, any s such that s� is large enough.
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Finally, let us reproduce [82, Lemma 4.5].

Lemma D.3.7. Let  be as in Proposition D.3.6. One may writeh
Dt � OpW

h

�
x� C p.�/

�
;OpW

h

�

�x C p0.�/
p
h

��i
D hOpW

h

�
�1

�x C p0.�/
p
h

�x C p0.�/
p
h

�
C h

3
2OpW

h .r/;

(D.94)

where �1.z/ satisfies for any ˛, j@˛z�1.z/j � C˛hzi
�1�˛ and where r satisfies esti-

mates (D.81).





Appendix E

Wave operators for time dependent potentials

The goal of this chapter is to construct wave operators for some time dependent per-
turbations of a constant coefficients operator. We consider a reference operator P0
independent of time, and a perturbation of P0 of the form P.t/ D P0 C V.t/, given
in terms of a time depending potential V.t/. Our goal is to construct a “wave opera-
tor” B.t/ such that

.Dt � P.t//B.t/ D B.t/.Dt � P0/: (E.1)

We did something similar in Appendix A in the autonomous case, when V.t/ does
not depend on time, and is given by a potential smooth and decaying in space. Here,
we shall have to consider a potential V.t/ that depends on time. As mentioned in the
introduction of Chapter 6, a scalar model for the kind of operators P.t/ we want to
consider is given by

Dt � p.Dx/ � t
� 12
" Re

�
c.x/hDxi

�1eit
p
3
2 /; (E.2)

where p.�/ D
p
1C �2 and c is in �.R/. The potential perturbing the autonomous

problem is given here in terms of

t
� 12
" c.x/hDxi

�1e˙it
p
3
2 :

As a function of x, this is still a smooth rapidly decaying function, but we have now
also t dependence. On the one hand, this time dependence might be considered as
an advantage, since it makes the potential smaller and smaller as time growth. On
the other side, it makes impossible to use stationary arguments in order to construct
wave operators. Of course, there are well known results concerning scattering by time
dependent potentials. We refer for instance to the book of Dereziński and Gérard [23],
in particular Sections 3.3 and 3.4. Though, these results would not apply to our prob-
lem, as they demand better time decay of the potential and of its space derivatives
as the one we have in (E.2). We thus have to construct B.t/ by hand, composing
(E.1) at the left with Fourier transform, at the right with inverse Fourier transform
and defining a wave operator through iterated integrals.

E.1 Statement of the result

In order to state the result, we have to introduce some notation.

Definition E.1.1. Let a; b be in N, m � 0, � � 0. We denote by †�;m0;0 the space of
functions .t; �; �/ 7! q.t; �; �/ defined on Œ1;C1Œ�R �R, with values in C, that are
Lipschitz in time, smooth in .�; �/, and satisfy for any N in N, any j D 0; 1, any
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t � 1, any .�; �/ 2 R2, any .˛; ˛0/ 2 N2,

j@
j
t @
˛
� @
˛0

� q.t; �; �/j � C˛˛0N "
�t�m�j hj�j � j�ji�N : (E.3)

We denote by †�;m
a;b

the space of functions q of the form q D . �
h�i
/a. �
h�i
/bq1 with q1

in †�;m0;0 .

Example. Let us give an example of functions in the preceding class. Let qD qj;.k;`/,
where qj;.k;`/ is one of the functions defined in Lemma 6.1.1. Assume that these
functions are defined and satisfy (6.18) or (6.19) for t in some interval Œ1; T � with
4 � T � "�4Cc . Extend this function to Œ1;C1Œ by

q.t; �; �/1t<T C q.2T � t; �; �/1t>T�0
� t
T

�
; (E.4)

where �0 2 C1.R/ is equal to one on ��1; 5
4
� and to zero on Œ7

4
;C1Œ. If we denote

this extension still by q, we get a Lipschitz function of time on Œ1;C1Œ that satisfies
(6.18) or (6.19) for any t � 1. Notice that these inequalities imply estimates of the
form (E.3) when we take T in (E.4) smaller than "�4Cc for some c > 0, so that (E.4) is
supported for t � C"�4Cc . Actually, writing for any m 2 �0; 1

2
Œ, t�1=2" � t�m"1�2m,

it follows from (6.18) that q belongs to †�;m0;0 if � D min.1 � 2m; 3c� 0=4/ > 0. In the
same way, under condition (6.19), we obtain an element of †�;mC1=20;0 . The matrix Qj
of Lemma 6.1.1 has thus entries in †�;m1;1 .

We consider in this section an operator V defined in the following way. Assume
that we are given matricesQj with entries in†�;m0;0 form > 0; � > 0 and �2 � j � 2.
Let �j D j

p
3
2

and define

V.t/ D

2X
jD�2

ei�j tKQj ; (E.5)

where, when q is in †�;m0;0 , and f is a scalar-valued function, Kqf is defined by

1Kqf .�/ D
Z
q.t; �; �/ Of .�/ d�; (E.6)

and when Qj is a 2 � 2 matrix, and f is C2-valued, KQj f is defined in the natural
way. We shall assume also that operator V satisfies

V.t/N0 D �N0V.t/ (E.7)

with N0 D Œ 0 11 0 � (see (6.9)) and that V.t/ preserves the space of odd functions. If

P0 D

�
p.Dx/ 0

0 �p.Dx/

�
;

we define
P.t/ D P0 C V.t/: (E.8)
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We want to construct a family of operators B.t/ so that, for any f in L2.R/ such that
.Dt � P0/f is in L2.R/ for any t ,�

Dt � P.t/
�
B.t/f D B.t/.Dt � P0/f: (E.9)

We shall prove:

Proposition E.1.2. For any t � 1, let V.t/ be a bounded operator onL2.R/. Assume
that t 7! V.t/ is compactly supported and define for any t � 1, n 2 N�,

Bn.t/ D .�i/
n

Z nY
jD1

e�i�jP0V.t C �j /e
i�jP010<�1<���<�n d�1 � � � d�n; (E.10)

where, for non-commuting variables A1; : : : ; An,
Qn
jD1Aj denotes A1A2 � � � An. Set

also B0.t/ D Id. Assume that for any f in L2.R/, one may find a sequence .˛n/n
in `1 such that one has

sup
t�1

kBn.t/f kL2 � ˛n: (E.11)

Define

B.t/f D

C1X
nD0

Bn.t/f; (E.12)

that exists because of our assumptions. Then B.t/ solves equation (E.9). Moreover,
define C0.t/ D Id and for n in N�,

Cn.t/ D i
n

Z nY
jD1

e�i�jP0V.t C �j /e
i�jP010<�n<���<�1 d�1 � � � d�n: (E.13)

If we assume that the analogous of (E.11) holds for Cn, and define then C.t/ as in
(E.12), one has

B.t/C.t/ D C.t/B.t/ D Id: (E.14)

Proof. Let us denote A.t; s/ D �ie�isP0V.t C s/eisP0 . Then

ŒDt �Ds; A.t; s/� D ŒP0; A.t; s/�

and by (E.10)

Bn.t/ D

Z nY
jD1

A.t; �j /10<�1<���<�n d�1 � � � d�n (E.15)

so that

ŒDt � P0; Bn� D

Z
.D�1 C � � � CD�n/

� nY
jD1

A.t; �j /
�
10<�1<���<�n d�1 � � � d�n

D �

Z nY
jD1

A.t; �j /.D�1 C � � � CD�n/10<�1<���<�n d�1 � � � d�n

D iA.t; 0/Bn�1.t/:
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Using (E.8), and making the convention B�1.t/ D 0, we rewrite this as

.Dt � P.t//Bn.t/ D Bn.t/.Dt � P0/ � V.t/.Bn.t/ � Bn�1.t//:

If we denote by Sn.t/ D
Pn
n0D0 Bn0.t/ the partial sum, we get

.Dt � P.t//Sn.t/ D Sn.t/.Dt � P0/ � V.t/Bn.t/: (E.16)

If we make act this on a function f in L2.R/ such that .Dt � P0/f is in L2, we get
when n goes to infinity, in view of (E.11) and (E.12), the conclusion (E.9).

We still have to show that C.t/ is the inverse ofB.t/. To this end, let us denote for
j D 0; : : : ; n � 1, 'j .�j ; �jC1/ D 1�jC1>�j and rewrite the definition of Bn.t/ given
in (E.15) as

Bn.t/ D

Z nY
jD1

A.t; �j /�.�1; : : : ; �n/

n�1Y
j 0D1

'j 0.�j 0 ; �j 0C1/ d�1 � � � d�n;

where �.�1; : : : ; �n/ D
Qn
`D1 10<�` . In the same way, (E.13) may be written as

Cn.t/ D .�1/
n

Z nY
jD1

A.t; �j /�.�1; : : : ; �n/

n�1Y
j 0D1

.1 � 'j 0/.�j 0 ; �j 0C1/ d�1 � � � d�n:

We thus get for 1 � ` � n,

C`.t/ ı Bn�`.t/ D .�1/
`

Z nY
jD1

A.t; �j /�.�1; : : : ; �n/

`�1Y
j 0D1

.1 � 'j 0/.�j 0 ; �j 0C1/

�

n�1Y
j 0D`C1

'j 0.�j 0 ; �j 0C1/ d�1 � � � d�n

using the convention
Q0
jD1D

Qn�1
jDn D 1. This may be rewritten for `D 1; : : : ; n�1,

C`.t/ıBn�`.t/ D .�1/
`

Z nY
jD1

A.t; �j /�.�1; : : : ; �n/
Ỳ
j 0D1

.1 � 'j 0/.�j 0 ; �j 0C1/

�

n�1Y
j 0D`C1

'j 0.�j 0 ; �j 0C1/ d�1 � � � d�n

� .�1/`�1
Z nY
jD1

A.t; �j /�.�1; : : : ; �n/

`�1Y
j 0D1

.1�'j 0/.�j 0 ; �j 0C1/

�

n�1Y
j 0D`

'j 0.�j 0 ; �j 0C1/ d�1 � � � d�n:
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It follows that
Pn
`D0 C`.t/Bn�`.t/ D 0when n � 1, which impliesC.t/ıB.t/ D Id.

In the same way B.t/ ı C.t/ D Id.

In the rest of this chapter, we shall show that the preceding proposition may be
applied to an operator of the form (E.5), if one makes convenient assumptions on
the Qj . Moreover, we shall obtain for the operators B.t/ and C.t/ estimates in other
spaces than L2. More precisely, we shall prove the proposition below, where we use
the following notation. Set, according to (D.34),

L˙ D x ˙ tp
0.Dx/; L D

�
LC 0

0 L�

�
(E.17)

so that
ŒDt � P0; L� D 0: (E.18)

In the following sections, we shall prove:

Proposition E.1.3. LetBn.t/ and Cn.t/ be defined respectively by (E.10) and (E.13),
in terms of V given by (E.5) with Qj a 2 � 2 matrix of elements of †�;m1;1 , for some
� > 0 small, some m 2 �0; 1

2
Œ, close to 1

2
. Then for " small enough, (E.11) and the

corresponding inequality for Cn.t/ holds, so that

C1X
nD0

Bn.t/ D B.t/ and
C1X
nD0

Cn.t/ D C.t/

are well defined as operators acting on L2.R/. Moreover, the operators B.t/, C.t/
are bounded on H s.R/ for any s � 0 and satisfy for small ı0 > 0,

kB.t/ � IdkL.H s/ � C"�t�mCı
0C 14 ;

kC.t/ � IdkL.H s/ � C"�t�mCı
0C 14 :

(E.19)

One may also write for any f in L2.RIC2/ such that Lf 2 L2.RIC2/,

L ı C.t/f D QC.t/Lf C QC1.t/f; (E.20)

where

k QC.t/ � IdkL.L2/ � C"
�t�mCı

0C 14 ; (E.21)

k QC1.t/kL.L2/ � C"
�t
1
2�m: (E.22)

Moreover, under condition (E.7), one has

B.t/N0 D N0B.t/; C.t/N0 D N0C.t/ (E.23)

and if V.t/ preserves the space of odd functions, so do B.t/ and C.t/.
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E.2 Technical lemmas

In this section, we prove some technical lemmas that will be used to obtain Proposi-
tion E.1.3.

Lemma E.2.1. For �; �; � real, denote

�˙.�; �; �/ D h�i ˙ h�i C �: (E.24)

There is C > 0 such that for any � in R, any t � 1,Z
j�˙.�;�;�/j<1

ht�˙.�; �; �/i
�1 d� � Ct�

1
2 ; (E.25)Z

j�˙.�;�;�/j<1

ht�˙.�; �; �/i
�1 j�j

h�i
d� � Ct�1 log.1C t /: (E.26)

Proof. We compute first the integrals over the domain � � c or � � �c for some con-
stant c > 0. On these domains, � 7! � D �˙.�; �; �/ is a change of variables, whose
Jacobian has uniform lower and upper bounds. The corresponding integrals are thus
bounded by

C

Z
j� j<1

ht�i�1 d� � Ct�1 log.t C 1/:

We compute next the integrals for j�j < c. If c is small enough, we may write on this
domain

�˙.�; �; �/ D �˙.�; 0; �/C g.�/
2;

where g.0/ D 0, g0.0/ ¤ 0, so that we may bound the two integrals (E.25) and (E.26),
respectively, by

C

Z
j� j<c0

h�C t�2i�1 d�; C

Z
j� j<c0

h�C t�2i�1j�j d�;

where c0 > 0 is some constant, and � is some real number depending on �; �; t . These
two integrals are smaller than the right-hand side of (E.25) and (E.26), respectively,
uniformly in �.

We study now composition of operators defined by (E.6) from symbols in the
classes of Definition E.1.1, and we prove also Sobolev estimates for such operators.

Lemma E.2.2. The following statements hold.

(i) If ` is in N, set �.`/ D 1
2

if ` D 0 and let �.`/ be strictly smaller than 1
if ` � 1. Let N � 2. There is a constant C > 0 such that if two functions
q1; q2 satisfy estimates

jq1.�; �/j � K1hj�j � j�ji
�N

�
j�j

h�i

�b
;

jq2.�; �/j � K2hj�j � j�ji
�N

�
j�j

h�i

�a
;

(E.27)
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where a; b are in ¹0; 1º, then the function given by

q3.�; �/ D

Z
q1.�; �/q2.�; �/ht�˙.�; �; �/i

�1 d� (E.28)

satisfies
jq3.�; �/j � CK1K2t

��.bCa/
hj�j � j�ji�N : (E.29)

(ii) Let s be in RC, ı0 > 0, N � s C 2. There is C > 0 such that if a function
.�; �/ 7! q.�; �/ satisfies

jq.�; �/j � Khj�j � j�ji�N
�
j�j

h�i
C
j�j

h�i

�
; (E.30)

then the operator Kq defined by (E.6) satisfies

kKqkL.H s/ � CKt
� 34Cı

0

: (E.31)

(iii) If instead of (E.30), q satisfies

jq.�; �/j � Khj�j � j�ji�N
j�j

h�i

j�j

h�i
; (E.32)

one gets instead of (E.31)

kKqkL.H s/ � CKt
�1Cı0 : (E.33)

Proof. (i) If in (E.28) we integrate for �˙.�; �; �/ � 1, then (E.29) holds trivially,
as a consequence of (E.27), with factor t�1 instead of t��.bCa/. If we integrate for
j�˙.�; �; �/j < 1, the contribution to q3 is bounded from above by

CK1K2hj�j � j�ji
�N

Z
j�˙.�;�;�/j<1

ht�˙.�; �; �/i
�1
�
j�j

h�i

�aCb
d�:

Applying Lemma E.2.1, we get (E.29).
(ii) Since N � s C 2, the L.H s/ estimate is reduced to an L.L2/ one for N � 2

using the decay in hj�j � j�ji in (E.30). If the kernel of the operator Kq is cut-off
for j�˙.�; �; �/j � 1, then Schur’s lemma shows that estimate (E.31) holds with t�1

instead of t�
3
4Cı

0

. We have thus to study

f 7!

Z
q.�; �/ht�˙.�; �; �/i

�11j�˙.�;�;�/j<1f .�/ d�:

By Schur’s lemma and (E.30), the L.L2/ norm of this operator is bounded from
above by

CK
�

sup
�

Z
hj�j � j�ji�N ht�˙.�; �; �/i

�1 j�j

h�i
d�
� 1
2

�

�
sup
�

Z
hj�j � j�ji�N ht�˙.�; �; �/i

�1 d�
� 1
2

(E.34)

and by the symmetric quantity. Using (E.25) and (E.26), we get (E.31).
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(iii) We make the same reasoning as above, except that (E.34) is now replaced by

CK
�

sup
�

Z
hj�j � j�ji�N ht�˙.�; �; �/i

�1 j�j

h�i
d�
� 1
2

�

�
sup
�

Z
hj�j � j�ji�N ht�˙.�; �; �/i

�1 j�j

h�i
d�
� 1
2

:

We conclude by (E.26).

Let us define a class that will contain functions obtained from those of Defini-
tion E.1.1 by introduction of an extra variable.

Definition E.2.3. We denote by e†�;m;m00;0 the space of functions

.t; v; �; �/ 7! q.t; v; �; �/;

defined for t � 1, v � 0, �; � in R, that are Lipschitz and compactly supported in v
and satisfy for any N and j D 0; 1,

j@jvq.t; v; �; �/j � CN "
�t1�m.1C v/�m0�j hj�j � j�ji�N : (E.35)

For a; b in N, we denote by e†�;m;mO
a;b

the space of functions that may be written� �
h�i

�a� �
h�i

�b
q1

with q1 in e†�;m;m00;0 .
We shall also allow q to depend on extra parameters, estimates (E.35) being uni-

form in these parameters.

Notice that if q belongs to the class †�;m
a;b

of Definition E.1.1 and is compactly
supported in time, then Qq.t; v; �; �/ D tq.t.1C v/; �; �/ is in e†�;m;m0

a;b
if m � m0.

We shall discuss some operators constructed from functions in e†�;m;m0
a;b

. In the
following discussion, we shall identify operators and their kernels.

LetQ be in e†�;m;m0
a;b

˝M2.R/ (i.e. a 2 � 2matrix of elements of e†�;m;m0
a;b

). If � is
in R, we consider the operator from L2.R/ to L2.R/ given at fixed t; v by the kernel
in .�; �/

S.t; v;Q; �/ D e�itvP0.�/Q.t; v; �; �/eitv.P0.�/C�/: (E.36)

If we decompose

Q.t; v; �; �/ D

2X
jD1

2X
kD1

qjk.t; v; �; �/Ejk;

where
Ejk D .ı

j 0

j ı
k0

k /1�j 0;k0�2; (E.37)
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we may write

S.t; v;Q; �/ D

2X
jD1

2X
kD1

Sjk.t; v;Q; �/ (E.38)

with

Sjk.t; v;Q; �/ D qjk.t; v; �; �/e
itv�jk.�;�;�/Ejk; (E.39)

where

�jk.�; �; �/ D .�1/
jp.�/ � .�1/kp.�/C �: (E.40)

We assume given functions Q` in e†�`;m`;m`0
a`;b`

˝M2.R/ and real numbers �` for `
in N�. We set

Q
n
D .Qn; : : : ;Q1/; � D .�n; : : : ; �1/: (E.41)

We define inductively a sequence of operators by their kernels, starting with

M1.t; u;Q1
; �1/ D

Z C1
u

S.t; v;Q1; �1/ dv (E.42)

and for n � 1,

MnC1.t; u;QnC1
; �nC1/

D

Z C1
u

S.t; v;QnC1; �nC1/ ıMn.t; v;Qn
; �n/ dv:

(E.43)

Notice that the above integrals converge since S is compactly supported in v. Accord-
ing to our convention of identification between kernels and operators, we shall set for
a function f

Mn.t; v;Qn
; �n/f .�/ D

Z
Mn.t; v;Qn

; �n/.�; �/f .�/ d�: (E.44)

We shall prove the following estimates:

Lemma E.2.4. Let m;mn0; m
0
0; �; a; b satisfy

mn0; m
0
0 >

1

4
; a; b 2 N; aC b � 1; � > 0; m > 0: (E.45)

LetQ be in e†�;m;m00
a;b

˝M2.R/, � in R, and letKN be the best constant CN in (E.35)
for the entries of Q. In the same way, denote by KN;` the best constant in (E.35) for
the entries of Q`, ` D 1; : : : ; n. There are for any N � 2, any ı0 > 0, a constant CN
that does not depend on KN ; KN;` and a symbol QQ in

e†�C�n;mCmn� 12 ;mn0Cm00� 12
a;bn

˝M2.R/
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if an C b D 0, and in

e†�C�n;mCmn�ı0;mn0Cm00�ı0
a;bn

˝M2.R/

if an C b � 1, whose N -th semi-norm is bounded from above by CNKNKN;n, such
that if n � 1,Z C1

u

S.t; v;Q; �/ ıMn.t; v;Qn
; �n/ dv

D

Z C1
u

S.t; v; QQ; Q�/ ıMn�1.t; v;Qn�1
; �n�1/ dv CRn.t; u/;

(E.46)

where Q� D �C �n and Rn satisfies for any f in L2.R/ and any ı0 > 0,

ksup
u
jRn.t; u/f jkL2 � CK2"

�t�mC
1
4Cı

0

ksup
u
jMn.t; u;Qn

; �n/f jkL2 : (E.47)

If n D 0, then (E.46) holds as well without the integral term on the right-hand side.

Proof. In the left-hand side of (E.46) we plug (E.38). Then the kernel of that operator
is the sum in j; k; 1 � j; k � 2, ofZ C1

u

Z
Sjk.t; v;Q; �/.�; �/Mn.t; v;Qn

; �n/.�; �/ d� dv: (E.48)

Let us define for 1 � j; k � 2 the operator

Ljk�.�; �/ D
˝
t .1C v/�jk.�; �; �/

˛�2
�
�
1C t .1C v/�jk.�; �; �/.1C v/Dv

�
;

(E.49)

where we used notation (E.40). Then, by (E.39),

Ljk�Sjk.�; �/ D Sjk.�; �/C
t .1C v/�jk.�; �; �/

ht .1C v/�jk.�; �; �/i2
.1C v/

�Dvqjk.t; v; �; �; �/e
itv�jk.�;�;�/Ejk :

(E.50)

We plug the expression of Sjk deduced from (E.50) inside (E.48). We obtain on the
one hand

�

Z C1
u

Z
t .1C v/�jk.�; �; �/

ht .1C v/�jk.�; �; �/i2
.1C v/Dvqjk.t; v; �; �; �/

� eitv�jk.�;�;�/EjkMn.t; v;Qn
; �n/.�; �/ d� dv

(E.51)

and on the other handZ C1
u

Z
Ljk�Sjk.t; v;Q; �/.�; �/Mn.t; v;Qn

; �n/.�; �/ d� dv: (E.52)

Using the expression (E.49) of Ljk�, we perform in (E.52) one integration by parts
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in v. We get the following contributions:Z C1
u

Z �D
t .1Cv/�jk.�; �; �/

E�2
�Dv

�
.1Cv/

t.1Cv/�jk.�; �; �/

ht .1Cv/�jk.�; �; �/i2

��
� Sjk.t; v;Q; �/.�; �/Mn.t; v;Qn

; �n/.�; �/ d� dv;

(E.53)

�

Z C1
u

Z
t .1C v/�jk.�; �; �/

ht .1C v/�jk.�; �; �/i2
Sjk.t; v;Q; �/.�; �/

� .1C v/DvMn.t; v;Qn
; �n/.�; �/ d� dv;

(E.54)

�
1

i

Z
t .1C u/2�jk.�; �; �/

ht .1C u/�jk.�; �; �/i2
Sjk.t; u;Q; �/.�; �/

�Mn.t; u;Qn
; �n/.�; �/ d�:

(E.55)

Let us show that (E.51), (E.53), (E.54), (E.55) may be written as contributions to the
right-hand side of (E.46).

Contributions of (E.51) and (E.53). We make act (E.51) and (E.53) on a function f .
We shall get an expressionZ C1

u

Z
K.v; �; �/

�
Mn.t; v;Qn

; �n/f
�
.�/ d� dv; (E.56)

where, by the fact that qjk in (E.39) is in e†�;m;m00
a;b

and (E.35), the kernel K satisfies
the bound

jK.v; �; �/j � CK2ht .1C v/�jk.�; �; �/i
�1
�
j�j

h�i

�a� j�j
h�i

�b
� "�t1�m.1C v/�m

0
0hj�j � j�ji�2:

(E.57)

We bound the modulus of (E.56) byZ C1
0

Z
jK.v; �; �/j

�
sup
w
jMn.t; w;Qn

; �n/f .�/j
�
d� dv:

Then the L2 norm in � of the supremum in u of (E.56) is bounded from above byZ C1
0

Z jK.v; �; �/j�sup
w
jMn.t; w;Qn

; �n/f .�/j
�
d�

L2.d�/

dv: (E.58)

As aC b � 1, (E.57) shows that we may apply to the d�-integral, which is of the
form of the right-hand side of (E.30), estimate (E.31), with t replaced by t .1C v/.
We obtain that (E.58) is smaller than

CK2

Z C1
0

"�t
1
4�mCı

0

.1C v/�m
0
0
� 34Cı

0

dv
sup
w
jMn.t; w;Qn

; �n/f j

L2

with ı0 > 0 as small as we want. Since by assumption m00 >
1
4

, we obtain a bound of
the form (E.47), that shows that (E.51) and (E.53) contribute to Rn in (E.46).
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Contribution of (E.55). This is an expression similar to (E.53), except that we no
not have a dv integral and have a factor .1C u/2 instead of .1C v/. Consequently,
for the L2 norm of that operator acting on f , we get a bound of the form (E.58) but
without dv-integration and an extra factor .1C u/, and withK estimated at u instead
of v. This implies again that we obtain a contribution to Rn.

Contribution of (E.54). By (E.43) at order n � 1,

DvMn.t; v;Qn
; �n/ D iS.t; v;Q

n; �n/ ıMn�1.t; v;Qn�1
; �n�1/:

Plugging this in (E.54), we get the expression

� i

Z C1
u

“
t .1C v/�jk.�; �; �/

ht .1C v/�jk.�; �; �/i2
Sjk.t; v;Q; �/.�; �/

� .1Cv/S.t; v;Qn; �n/.�; �0/Mn�1.t; v;Qn�1
; �n�1/.�

0; �/ d� d�0 dv:

(E.59)

We write by (E.38)

S.t; v;Qn; �n/ D

2X
k0D1

2X
`D1

Sk0`.t; v;Q
n; �n/:

By (E.39) and the fact that EjkEk0` D ık
0

k
Ej`, we have

2X
k0D1

Sjk.t; v;Q; �/.�; �/Sk0;`.t; v;Q
n; �n/.�; �0/

D qjk.t; v; �; �/q
n
k`.t; v; �; �

0/eitv�jk.�;�;�/Citv�k`.�;�
0;�n/Ej`;

(E.60)

where qn
k`

denote the entries of matrix Qn. By (E.40), the phase in the exponential is
�j`.�; �

0; �C �n/. Define

Qqj`.t; v; �; �
0; �/ D �i.1C v/

Z 2X
kD1

qjk.t; v; �; �/q
n
k`.t; v; �; �

0/

� t .1C v/�jk.�; �; �/ht .1C v/�jk.�; �; �/i
�2 d�:

(E.61)

Since qjk is in e†�;m;m00
a;b

, estimate (E.35) shows that we may write this function as
. �
h�i
/a multiplied by a function that will satisfy the first estimate (E.27), with K1

bounded by "�t1�m.1C v/�m
0
0 . In the same way, since qn

k`
is in e†�n;mn;mn0

an;bn
, it may

be written as . �
0

h�0i
/b
n

times a function satisfying the second estimate (E.27), with a
replaced by an and K2 bounded by "�

n
t1�mn.1C v/�m

n
0 . By (i) of Lemma E.2.2,

applied with t replaced by t .1C v/, we see that (E.61) may be written as a product
of . �
h�i
/a. �

0

h�0i
/b
n

times a quantity bounded from above by

CKNKN;n"
�C�n t

3
2�m�m

n

.1C v/
1
2�m

n
0
�m0

0hj�j � j�0ji�N
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if b C an D 0 and by

CKNKN;n"
�C�n t1�m�m

nCı0.1C v/�m
n
0
�m0

0
Cı0
hj�j � j�0ji�N

for any ı0 > 0 if b C an � 1, according to (E.29).
If one takes a @v-derivative of (E.61), one gains an extra decay factor in .1Cv/�1.

Consequently, equation (E.61) defines a symbol in the classe†�C�n;mCmn� 12 ;mn0Cm00� 12
a;bn

(resp. in the class e†�C�n;mCmn�ı0;mn0Cm00�ı0
a;bn

) if b C an D 0 (resp. b C an � 1). Since
the phases in equation (E.60) satisfy

�jk.�; �; �/C �k`.�; �
0; �n/ D �j`.�; �

0; �C �n/;

this shows that (E.59) may be written under the form of the first integral on the right-
hand side of (E.46), with a matrix function QQ, depending on �, but with estimates
uniform in �, whose entries are respectively in the classes of the statement of the
lemma. This concludes the proof as, in the case n D 0, one has just to estimate terms
of the form (E.51), (E.53), (E.55).

Our next goal will be to obtain bounds for (E.43) iterating (E.46). We introduce
some notation.

Let p; n be in N�. Assume given for each .n; p/ a sequence .Xj
.n;p/

/1�j�n, where
X
j

.n;p/
is an element

X
j

.n;p/
D
�
�
j

.n;p/
; m

j

.n;p/
; m

j

.n;p/;0
; a
j

.n;p/
; b
j

.n;p/

�
(E.62)

of �0;C1Œ � �1
4
;C1Œ � �1

4
;C1Œ �N �N satisfying the following conditions:

If p � n, then mj
.n;p/;0

>
3

8
; j D 1; : : : ; n:

If p � nC 1, then mj
.n;p/;0

>
3

8
; j D 1; : : : ; n � 1; and mn.n;p/;0 >

1

4
:

(E.63)

For 1 � j 0; j 00 � n; aj
0

.n;p/
C b

j 00

.n;p/
� 1 except eventually if

j 0 < j 00 D p .this exception being void if p > n or p D 1/:
(E.64)

For any Xj
.n;p/

of the form (E.62), we denote for short by e†.Xj
.n;p/

/ the class

e†.Xj
.n;p/

/ D e†�j.n;p/;mj.n;p/;mj.n;p/;0
a
j

.n;p/
;b
j

.n;p/

of Definition E.2.3.
If .Xj

.nC1;p/
/1�j�nC1 is a sequence of the form (E.62), we define from it the

concatenated sequence .Xj;C
.n;p/

/1�j�n and the truncated sequence .Xj;T
.n;p/

/1�j�n in
the following way: We just set

X
j;T
.n;p/

D X
j

.nC1;p/
; j D 1; : : : ; n; (E.65)

while we denote

X
j;C
.n;p/

D

�
�
j;C
.n;p/

; m
j;C
.n;p/

; m
j;C
.n;p/;0

; a
j;C
.n;p/

; b
j;C
.n;p/

�
;
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where the components of the preceding vector are defined in the following way:

�
n;C
.n;p/

D �nC1
.nC1;p/

C �n.nC1;p/; �
j;C
.n;p/

D �
j

.nC1;p/
; j D 1; : : : ; n � 1: (E.66)

If n ¤ p � 1, we set for j D 1; : : : ; n � 1,

m
n;C
.n;p/

D mnC1
.nC1;p/

Cmn.nC1;p/ � ı
0; m

j;C
.n;p/

D m
j

.nC1;p/
;

m
n;C
.n;p/;0

D mnC1
.nC1;p/;0

Cmn.nC1;p/;0 � ı
0; m

j;C
.n;p/;0

D m
j

.nC1;p/;0
;

(E.67)

where ı0 > 0 is as small as wanted (in particular, ı0 will be small enough so that the
lower bound (E.63) still holds with mj

.n;p/;0
replaced by mj

.n;p/;0
� ı0).

If n D p � 1, we define instead of (E.67), for j D 1; : : : ; p � 2,

m
p�1;C
.p�1;p/

D m
p

.p;p/
Cm

p�1

.p;p/
�
1

2
; m

j;C
.p�1;p/

D m
j

.p;p/
;

m
p�1;C
.p�1;p/;0

D m
p

.p;p/;0
Cm

p�1

.p;p/;0
�
1

2
; m

j;C
.p�1;p/;0

D m
j

.p;p/;0
:

(E.68)

Finally, we set for all .n; p/,

a
n;C
.n;p/

D anC1
.nC1;p/

; b
n;C
.n;p/

D bn.nC1;p/;

a
j;C
.n;p/

D a
j

.nC1;p/
; b

j;C
.n;p/

D b
j

.nC1;p/
; j D 1; : : : ; n � 1:

(E.69)

Let us check that if the sequence .Xj
.nC1;p/

/1�j�nC1 satisfies (E.63)–(E.64) (with n
replaced by nC 1), then .Xj;C

.n;p/
/1�j�n satisfies also (E.63)–(E.64).

Verification of condition (E.63).

Case p � n. As n ¤ p � 1, (E.67) applies and shows that

m
j;C
.n;p/;0

D m
j

.nC1;p/;0

for j D 1; : : : ; n � 1. On the other hand, by (E.63) with n replaced by nC 1,

m
j

.nC1;p/;0
>
3

8
;

so that the first condition (E.63) holds for mj;C
.n;p/;0

if j D 1; : : : ; n � 1. To get it for
m
n;C
.n;p/;0

, we write by (E.67) that

m
n;C
.n;p/;0

D mnC1
.nC1;p/;0

Cmn.nC1;p/;0 � ı
0 >

3

8
C
3

8
� ı0 >

3

8

using the first line in (E.63) with n replaced by nC 1.

Case p D nC 1. By (E.68), we have

m
j;C
.p�1;p/;0

D m
j

.p;p/;0
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for j D 1; : : : ; p � 2, and by the first line in (E.63) (with n replaced by nC 1 D p),
this is strictly larger than 3

8
, so that the second line of (E.63) holds for mj;C

.p�1;p/;0
,

j D 1; : : : ; p � 2. On the other hand, still by (E.68)

m
p�1;C
.p�1;p/;0

D m
p

.p;p/;0
Cm

p�1

.p;p/;0
�
1

2
>
3

8
C
3

8
�
1

2
D
1

4

so that the last condition (E.63) holds for mp�1;C
.p�1;p/;0

. We thus got (E.63) for mj;C
.n;p/;0

when n D p � 1.

Case p � nC 2. Again, we may apply (E.67) to write for j D 1; : : : ; n � 1,

m
j;C
.n;p/;0

D m
j

.nC1;p/;0
>
3

8

by the second condition of (E.63) with n replaced by nC 1. On the other hand, still
by (E.67)

m
n;C
.n;p/;0

D mnC1
.nC1;p/;0

Cmn.nC1;p/;0 � ı
0 >

1

4
C
3

8
� ı0 >

3

8

using (E.63) with n replaced by nC 1. This is better than what we need to ensure the
last condition (E.63) for mn;C

.n;p/;0
. This concludes the verification.

Verification of (E.64). We assume that (E.64) holds at rank nC 1, i.e.

For 1 � j 0; j 00 � nC 1; aj
0

.nC1;p/
C b

j 00

.nC1;p/
� 1 except eventually

if j 0 < j 00 D p:

Let us check (E.64) for aj
0;C
.n;p/

, bj
00;C
.n;p/

. If both j 0 and j 00 are strictly smaller than n, then
(E.69) shows that the wanted property holds. On the other hand, if j 00 � n, j 0 < n,
then

a
j 0;C
.n;p/
C b

j 00;C
.n;p/

D a
j 0

.nC1;p/
C b

j 00

.nC1;p/

by (E.69), and this expression is larger than or equal to one, except eventually if
j 0 < j 00 D p, whence again (E.64). It remains to study the case j 0 D n. We have
then

a
n;C
.n;p/
C b

j 00;C
.n;p/

D anC1
.nC1;p/

C b
j 00

.nC1;p/
:

The inequality nC 1 < j 00 D p cannot hold, so that the above quantity is always
larger than or equal to one. This shows that (E.64) is satisfied by .Xj;C

.n;p/
/1�j�n.

We may state our main proposition.

Proposition E.2.5. Let n be in N, p in N�. Assume a sequence .Xj
.nC1;p/

/1�j�nC1
of the form (E.62) is given, satisfying (E.63) and (E.64), with n replaced by nC 1.
For j D 1; : : : ; nC1, let Qj

.nC1;p/
be an element of e†.Xj

.nC1;p/
/˝M2.R/. Denote

by Kj
.nC1;p/

the semi-norm provided by the best constant in estimate (E.35), in the
special case N D 2. Set as in (E.41),

Q
nC1
D .QnC1

.nC1;p/
; : : : ;Q1

.nC1;p//:
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Then there exists a universal constant C0 such that, for any function f in L2, any
�nC1 D .�

nC1; : : : ; �1/ in RnC1, one has when p > nC 1 or p D 1 the boundssup
u>0

jMnC1.t; u;QnC1
; �nC1/f j


L2

� C nC10 K.nC1;p/"
�.nC1;p/ t�m.nC1;p/kf kL2 ;

(E.70)

where

�.nC1;p/ D

nC1X
jD1

�
j

.nC1;p/
;

m.nC1;p/ D

nC1X
jD1

m
j

.nC1;p/
� .nC 1/

�
ı0 C

1

4

�
;

K.nC1;p/ D K
1
.nC1;p/ � � �K

nC1
.nC1;p/

;

(E.71)

while if 2 � p � nC 1, one gets insteadsup
u>0

jMnC1.t; u;QnC1
; �nC1/f j


L2

� C nC10 K.nC1;p/"
�.nC1;p/ t�m.nC1;p/C

1
2�.ı

0C 14 /kf kL2 :

(E.72)

The proposition will be deduced from the following lemma.

Lemma E.2.6. Let Q
nC1

be as in the statement of Proposition E.2.5. There are
C > 0, a sequence

QT
n
D .Q

j;T
.n;p/

/1�j�n;

with Qj;T
.n;p/

in e†.Xj;T
.n;p/

/˝M2.R/ with semi-norms Kj;T
.n;p/

satisfying

K
j;T
.n;p/

� K
j

.nC1;p/
; (E.73)

a sequence
QC
n
D .Q

j;C
.n;p/

/1�j�n; ;

with Qj;C
.n;p/

in e†.Xj;C
.n;p/

/˝M2.R/ and semi-norms Kj;C
.n;p/

satisfying

K
j;C
.n;p/

� K
j

.nC1;p/
; j D 1; : : : ; n � 1;

K
n;C
.n;p/

� CKn.nC1;p/K
nC1
.nC1;p/

;
(E.74)

such that sup
u>0

jMnC1.t; u;QnC1
; �nC1/f j


L2

�
sup
u>0

jMn.t; u;Q
C
n
; �C
n/f j


L2

C Ct
�m

nC1
.nC1;p/

C 14Cı
0

"
�
nC1
.nC1;p/KnC1

.nC1;p/

�
sup
u>0

jMn.t; u;Q
T
n
; �T
n/f j


L2

(E.75)

for other sequences of real numbers �C
n; �

T
n.
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Proof. We apply Lemma E.2.4 with

Q
n
D .Qn

.nC1;p/; : : : ;Q
1
.nC1;p//;

Q D QnC1
.nC1;p/

;

Q
n�1
D .Qn�1

.nC1;p/; : : : ;Q
1
.nC1;p//:

The left-hand side of equation (E.46) is then, according to equation (E.43), equal to
MnC1.t; u;QnC1

; �nC1/. Let us check that condition (E.45) holds. By (E.63) with n
replaced by nC 1, we have

mnC1
.nC1;p/;0

>
1

4
; mn.nC1;p/;0 >

1

4
:

We have to check that
anC1
.nC1;p/

C bnC1
.nC1;p/

� 1;

that follows from (E.64) at order nC 1. Let us check that the first term on the right-
hand side of (E.46) may be written as Mn.t; u;Q

C
n
; �C
n/, so that it will provide the

first term on the right-hand side of (E.75). We shall define the sequence QC
n

by

Q
n;C
.n;p/

D QQ; Q
j;C
.n;p/

D Q
j

.nC1;p/
; j D 1; : : : ; n � 1; (E.76)

where QQ is introduced in the statement of Lemma E.2.4. Let us check that we get
for the elements of the sequence .Xj;C

.n;p/
/1�j�n the expressions in (E.66)–(E.69).

For j D 1; : : : ; n � 1, this follows from the definition of Qj;C
.n;p/

in (E.76). Con-
sider now QQ. The class to which it belongs depends on the fact that

bnC1
.nC1;p/

C an.nC1;p/ � 1 (E.77)

or not. By (E.64) at order nC 1, (E.77) holds except if nC 1 D p > n. Consequently,
when n ¤ p � 1, we have according to Lemma E.2.4 that �n;C

.n;p/
; m

n;C
.n;p/

; m
n;C
.n;p/;0

are
given by (E.66)–(E.67) and an;C

.n;p/
; b
n;C
.n;p/

by (E.69). If n D p � 1, then we know only
that

bnC1
.nC1;p/

C an.nC1;p/ � 0;

and in this case, the lemma shows that mn;C
.n;p/

and mn;C
.n;p/;0

are given by the expres-
sions in equation (E.68). We thus obtain that the first term on the right-hand side
of equation (E.46) isMn.t; u;Q

C
n
; �C
n/ for a convenient sequence �C

n. Moreover, again
by Lemma E.2.4, the semi-norm of QQ D Qn;C

.n;p/
(corresponding to N D 2 in (E.35))

is controlled according to the last inequality in (E.74), the case of the semi-norms of

Q
j;C
.n;p/

D Q
j

.nC1;p/
; j D 1; : : : ; n � 1;

being trivial.
We have next to check that the remainder Rn in (E.46) provides the last contri-

bution to (E.75). This follows from (E.47) and the fact that, by definition, QT
n

is the
truncated sequence .Qn

.nC1;p/
; : : : ;Q1

.n;p/
/. This concludes the proof.
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Proof of Proposition E.2.5. We proceed by induction on n. If n D 0, the last state-
ment in Lemma E.2.4 shows that we get (E.70). We assume from now on that n � 1.
Assume that (E.70) and (E.72) have been proved at order n instead of nC 1.

Case p � nC 2. We apply inequality (E.75). On its right-hand side, we may apply
the induction hypothesis to Mn.t; u;Q

C
n
; �C
n/ and Mn.t; u;Q

T
n
; �T
n/. Since p > n, it

follows that estimate (E.70) (with nC 1 replaced by n) for Mn.t; u;Q
C
n
; �C
n/ will

hold, with �.nC1;p/, m.nC1;p/, K.nC1;p/ replaced by

�C.n;p/ D

nX
jD1

�
j;C
.n;p/

;

mC
.n;p/ D

nX
jD1

m
j;C
.n;p/
� n

�
ı0 C

1

4

�
;

KC
.n;p/ D

nY
jD1

K
j;C
.n;p/

;

respectively. Using (E.66), (E.67), (E.74), we get a bound of the first term on the
right-hand side of (E.75) by

C n0 C

nC1Y
jD1

K
j

.nC1;p/
"�.nC1;p/ t�m.nC1;p/kf kL2 : (E.78)

On the other hand, if we apply inequality (E.70) (with nC 1 replaced by n) to
Mn.t; u;Q

T
n
; �T
n/ and use (E.73), we bound the last term in (E.75) by

Ct
�m

nC1
.nC1;p/

C 14Cı
0

"
�
nC1
.nC1;p/KnC1

.nC1;p/
C n0K

T
.n;p/"

�T
.n;p/ t

�mT
.n;p/kf kL2 ; (E.79)

where we denoted

�T.n;p/ D

nX
jD1

�
j;T
.n;p/

D

nX
jD1

�
j

.nC1;p/
;

mT
.n;p/ D

nX
jD1

m
j;T
.n;p/
� n

�1
4
C ı0

�
D

nX
jD1

m
j

.nC1;p/
� n

�1
4
C ı0

�
;

KT
D

nY
jD1

K
j;T
.n;p/

D

nY
jD1

K
j

.nC1;p/

according to the definition of Xj;T
.n;p/

in (E.65). Taking (E.71) into account, we bound
again (E.79) by (E.78).

Case p D nC 1. We apply again (E.75). On the right-hand side, the first term may
be estimated again from (E.70) with nC 1 replaced by n D p � 1, since we have
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p > p � 1. The exponent mC
.n;p/

of t on the right-hand side will be here

mC
.p�1;p/ D

p�1X
jD1

m
j;C
.p�1;p/

� .p � 1/
�
ı0 C

1

4

�

D

pX
jD1

m
j

.p;p/
� .p � 1/

�
ı0 C

1

4

�
�
1

2

according to (E.68). On the other hand, the last term in (E.75) will be estimated by
(E.70) at order n instead of nC 1, and thus by (E.79). We thus get a bound of the
form (E.72).

Case 2 � p � n. We apply again (E.75). The first term on the right-hand side may
be estimated from the induction hypothesis (E.72), applied with nC 1 replaced by n,
to Mn.t; u;Q

C
n
; �C
n/. Since n ¤ p � 1, the exponent mj;C

.n;p/
are given by (E.67), so

that

mC
.n;p/ D

nX
jD1

m
j;C
.n;p/
� n

�
ı0 C

1

4

�
� m.nC1;p/ C

1

4

which largely allows to bound the first term by

C n0 CK.nC1;p/"
�.nC1;p/ t�m.nC1;p/C

1
2�.ı

0C 14 /kf kL2 : (E.80)

The second term on the right-hand side of (E.75) is estimated using the induction
assumption for Mn.t; u;Q

T
n
; �T
n/, i.e. writing for this expression (E.72) with nC 1

replaced by n. One gets again a bound of the form (E.80).

Case p D 1. In this case, we proceed as when p > nC 1: We prove (E.70) by induc-
tion, using at each step (E.75), and the fact that the condition n ¤ p � 1 D 0 holding
for all n � 1, we may use at each step (E.67). This concludes the proof.

E.3 Proof of Proposition E.1.3

We shall prove first Sobolev estimates.

Lemma E.3.1. Let Bn.t/ (resp. Cn.t/) be given by (E.10) (resp. (E.13)) with V. � /

of the form (E.5), Qj being in †�;m1;1 for some � > 0, some m 2 �0; 1
2
Œ close to 1

2
(as in

the example following Definition E.1.1). There areK > 0, ı0 > 0 small, such that for
any n in N�,

kBn.t/kL.H s/ �
�
K"�t�.m�ı

0� 14 /
�n
;

kCn.t/kL.H s/ �
�
K"�t�.m�ı

0� 14 /
�n
:

(E.81)

The same conclusion holds true if Qj is in †�;m2;0 for all j or Qj is in †�;m0;2 for all j .
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Proof. We shall estimate khDxisBn.t/hDxi�skL.L2/. By (E.10),

hDxi
sBn.t/hDxi

�s
D

Z nY
jD1

e�i�jP0hDxi
s.�i/V.t C �j /hDxi

�sei�jP0

� 10<�1<���<�n d�1 � � � �n:

(E.82)

By (E.5), this may be written as a sum of 5n terms

2X
i1D�2

� � �

2X
inD�2

Z nY
jD1

.�i/e�i�jP0hDxi
sKQinC1�j .tC�j /

� e
i�jP0Ci.tC�j /�inC1�j hDxi

�s10<�1<���<�n d�1 � � � d�n;

(E.83)

where by assumption Qij is an element of †�;m1;1 (resp. †�;m2;0 , resp. †�;m0;2 ) for all j .
We shall set .a; b/ D .1; 1/ (resp. .2; 0/, resp. .0; 2/). Composing (E.83) by Fourier
transform on the left and inverse Fourier transform on the right, as in (E.6), we
reduce ourselves to the L.L2/ boundedness of an operator that may be written, set-
ting �j D vj t in the integral, as the sum in i1; : : : ; in ofZ nY

jD1

S.t; vj ; QQinC1�j ; �inC1�j /10<v1<���<vn dv1 � � � dvn; (E.84)

where QQinC1�j is defined from QinC1�j by

QQinC1�j .t; vj ; �; �/ D e
it�inC1�j th�isQinC1�j .t.1C vj /; �; �/h�i

�s (E.85)

and S.t; vj ; QQinC1�j ; �inC1�j / is defined in (E.36). Since QinC1�j belongs to the
class †�;m

a;b
of Definition E.1.1, QQinC1�j is in the class e†�;m;m0

a;b
of Definition E.2.3,

taking for m0 any number m0 � m. Since m is taken close to 1
2

, we may assume that
m0 >

3
8

. In other words, the integral in (E.84) is of the form Mn.t; 0; QQ
n
; �n/, with

notation (E.43) with QQ D . QQin ; : : : ; QQi1/.
We shall apply Proposition E.2.5 with nC 1 replaced by n and p D nC 1. This

is possible since, if in condition (E.64), aj D bj D 1 for all j , or aj D 2; bj D 0 for
all j , or aj D 0; bj D 2 for all j , inequality an0 C bn00 � 1 is always satisfied. We
deduce from (E.70) that the L.L2/ norm of (E.84) is bounded from above by�

QK"�t�.m�ı
0� 14 /

�n
for some QK > 0. Since we have 5n terms in the sum (E.83), (E.81) follows for Bn.t/.
Since according to (E.13), Cn.t/ may be written as Bn.t/� for some Bn.t/ of the
form (E.10), we get also the second estimate of (E.81).

This concludes the proof.

We want next to obtain L.L2/ bounds for L ı Cn.t/, where L is defined in equa-
tion (E.17). We compute first the composition between L and an operator of the form
e�i�P0V.t C �/ei�P0 , where V is of the form (E.5).
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Lemma E.3.2. Let Q be a 2 � 2 matrix of functions in the class †�;m1;1 of Defini-
tion E.1.1. Let � be in R and set VQ.t/ D e

i�tKQ according to notation (E.5)–(E.6).
Then one may find 2 � 2 matrices Q0 (resp. Q00) with entries in †�;m2;0 (resp. †�;m2;0
or †�;m0;1 ) such that

L ı
�
e�i�P0VQ.t C �/e

i�P0
�

D
�
e�i�P0VQ0.t C �/e

i�P0
�
ı LC

�
e�i�P0VQ00.t C �/e

i�P0
�
:

(E.86)

Proof. Using notation (E.37), we write

Q.t; �; �/ D

2X
jD1

2X
kD1

qjk.t; �; �/Ejk
�

h�i

�

h�i

with qjk in †�;m0;0 . We have to compute the action of L on the operator with kernelX
1�j;k�2

ei�.tC�/

2�

Z
ei.x��y�/Ci�..�1/

jp.�/�.�1/kp.�//Ejk

�
�

h�i

�

h�i
qjk.t C �; �; �/ d� d�:

(E.87)

One gets, using expression (E.17) of L,X
1�j;k�2

ei�.tC�/

2�

Z
ei.x��y�/Ci�..�1/

jp.�/�.�1/kp.�//Ejk

�
�
x C .�1/jC1tp0.�/

� �
h�i

�

h�i
qjk.t C �; �; �/ d�d�:

(E.88)

As p0.�/ D �
h�i

, we have�
xC .�1/jC1tp0.�/

� �
h�i

�

h�i
D .�1/j

�

h�i

�
x
�

h�i
.�1/j �y

�

h�i
.�1/k

�
C .�1/jCk

�2

h�i2

�
yC .�1/kC1tp0.�/

�
:

(E.89)

We plug (E.89) in (E.88). The last term in (E.89) gives an expression of the form of the
first term on the right-hand side of (E.86), where the operator e�i�P0VQ0.t C �/ei�P0
is given by an expression of the form (E.87), with �

h�i
�
h�i
qjk replaced by

.�1/jCk
�2

h�i2
qjk;

i.e. Q0 is given by

Q0.t; �; �/ D

2X
jD1

2X
kD1

qjk.t; �; �/.�1/
jCkEjk

�2

h�i2
:

This is an element of †�;m2;0 as wanted.
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On the other hand, if we plug the first term of the right-hand side of (E.89)
in (E.88) and perform one integration by parts, we get

.�1/jC1
2X

jD1

2X
kD1

ei�.tC�/

2�

Z
ei.x��y�/Ci�..�1/

jp.�/�.�1/kp.�//

�

�
.�1/j

�

h�i
D� C .�1/

k �

h�i
D�

�� �
h�i
qjk.t C �; �; �/

�
d�d�:

We get an operator of the form of the last term in (E.86), with a symbol Q00 that may
be written as the sum of an element in †�;m2;0 and an element in †�;m0;1 . This concludes
the proof of the lemma.

We may prove now the following statement.

Lemma E.3.3. For any n in N�, one may find operators Cpn .t/, 0 � p � n, such
that

L ı Cn.t/ D C
0
n .t/ ı LC

nX
pD1

Cpn .t/ (E.90)

which have the following structure: Operator C 0n .t/ is of the formZ nY
jD1

e�i�jP0 iV 0.t C �j /e
i�jP010<�n<���<�1 d�1 � � � d�n; (E.91)

where V 0.t/ D
P2
`D�2 e

i�`tKQ0
`
, with Q0

`
matrices with entries in †�;m2;0 . Operator

C
p
n .t/ for 1 � p � n has the structureZ p�1Y

jD1

e�i�jP0 iV 0.t C �j /e
i�jP0 � e�i�pP0 iV 00.t C �p/e

i�pP0

�

nY
jDpC1

e�i�jP0 iV.t C �j /e
i�jP010<�n<���<�1 d�1 � � � d�n;

(E.92)

where V is as in (E.5), V 0 is as above and V 00 is a sum V 00.t/ D
P2
`D�2 e

i�`tKQ00
`
,

with Q00
`

matrices with entries in †�;m2;0 or †�;m0;1 . Moreover, one has the estimates

kC 0n .t/kL.L2/ �
�
QK"�tı

0C 14�m
�n
; (E.93)

kCpn .t/kL.L2/ �
�
QK"�tı

0C 14�m
�n
t
1
2�

�
ı0C 14

�
; 1 � p � n: (E.94)

Proof. We start from expression (E.13) of Cn.t/. If we compose at the left with L
and use (E.86), we obtain the sum of an expression of the form (E.92) with p D 1
and a quantity of the form (E.13), with the product replaced by

e�i�1P0 iV 0.t C �1/e
i�1P0 ı L ı

nY
jD2

e�i�jP0 iV.t C �j /e
i�jP0 : (E.95)
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If we iterate, we obtain C 0n .t/ ı L with C 0n .t/ given by (E.91) and the sum for p
going from 1 to n of (E.92).

We have next to obtain (E.93) and (E.94). By duality, we may replace (E.91) by

.�1/n
Z nY
jD1

e�i�jP0 iV 0.t C �j /
�ei�jP010<�1<���<�n d�1 � � � d�n (E.96)

and (E.92) by

.�1/n
Z n�pY

jD1

e�i�jP0 iV.t C �j /
�ei�jP0

� e�i�nC1�pP0 iV 00.t C �nC1�p/
�ei�nC1�pP0

�

nY
jDnC2�p

e�i�jP0 iV 0.t C �j /
�ei�jP010<�1<���<�n d�1 � � � d�n

(E.97)

for 1 � p � n.
Consider first (E.96). We have an operator of the form (E.83) (with s D 0) whose

L.L2/ boundedness reduces to the one of an expression of the form (E.84) in terms
of symbols QQinC1�j given by (E.85) from symbols in the class †�;m0;2 because of the
definition of V 0.t C �j /. It follows from the last statement in Lemma E.3.1 that the
same estimate as (E.81) holds, which gives a bound of the L.L2/ norm of (E.96) by
the right-hand side of (E.93).

Let us study expression (E.97) and show that its L.L2/ norm is bounded from
above by the right-hand side of (E.94). Operator (E.97) is of the form (E.84), with
a sequence of symbols . QQin ; : : : ; QQi1/ with QQij belonging to the classes e†�;m;m0

aj ;bj
,

where .aj ; bj /1�j�n has the following form:

.an; bn/ D .1; 1/; : : : ; .apC1; bpC1/ D .1; 1/; .ap; bp/ D .0; 2/ or .1; 0/;

.ap�1; bp�1/ D .0; 2/; : : : ; .a1; b1/ D .0; 2/:
(E.98)

The only couples .j 0; j 00/ such that aj 0 C bj 00 may be eventually equal to zero are
those with j 0 < j 00 D p, i.e. those for which condition (E.64) is satisfied. We thus
obtain that (E.97) is of the form (E.84) and has L.L2/ norm bounded from above by
(E.70) and (E.72), so by the right-hand side of (E.94). This concludes the proof.

Proof of Proposition E.1.3. Sincem is taken close to 1
2

and ı0 close to zero, the expo-
nent of t on the right-hand side of (E.81) is negative. As � > 0, for " small enough,
we have

kBn.t/kL.H s/ �
1

2n
; kCn.t/kL.H s/ �

1

2n
:

In particular, (E.11) and its counterpart for Cn.t/ holds, so that B.t/ and C.t/ are
well defined, bounded on H s and satisfy (E.19)
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Since by (E.93), kC 0n .t/kL.L2/ satisfies the same estimate as kBn.t/kL.H s/ and
kCn.t/kL.H s/, the operator

QC.t/ D IdC
C1X
nD1

C 0n .t/

is well defined and satisfies (E.21). We notice next that if we set for n � 1,

QC1;n.t/ D

nX
pD1

Cpn .t/;

we have by (E.94)

k QC1;n.t/kL.L2/ � Cn. QK"
�/nt .n�1/.ı

0C 14�m/t
1
2�m:

Since ı0 C 1
4
�m < 0, we get after summation estimate (E.22) for

QC1.t/ D

C1X
nD1

QC1;n.t/:

We still have to check the last assertions of the proposition. To prove (E.23), it suf-
fices to check that for any n, N0Bn.t/ D Bn.t/N0 for any n, and the corresponding
equality for Cn.t/. Because of (E.10) and (E.13), it is enough to show that

N0e
�i�P0V.t C �/ei�P0 D �ei�P0V.t C �/e�i�P0N0:

But this equality follows from (E.7) and the fact that N0ei�P0 D e�i�P0N0.
Moreover, if V preserves the space of odd functions, so do Bn.t/ and Cn.t/

because of their definition, and of the fact that P0 preserves such spaces. This con-
cludes the proof.



Appendix F

Division lemmas and normal forms

We have discussed in Section 1.6 normal forms for an equation of the form�
Dt � p.Dx/

�
u D N.u/;

where p.�/ D
p
1C �2 andN.u/ is some polynomial in u; Nu. We distinguish among

the monomials of u the characteristic ones, that are those of the form

upC1 Nup D juj2pu

and the non-characteristics ones, of the form up Nuq with p � q ¤ 1. We have seen that
if LC D x C tp0.Dx/, a characteristic monomial will satisfy essentially an equality
of the form

LC.juj
2pu/ D .p C 1/.LCu/juj

2p
� pupC1 Nup�1LCuC remainder; (F.1)

that allows one to obtain for the L2 norm of the left side a bound in kuk2pL1kLCukL2 .
Our first goal in this appendix is to give a proof of inequalities of that form for

more general characteristic nonlinearities, given in terms of the kind of non-local
multilinear operators that we have to use in the proof of the main theorem of the book.
Section F.2 below is devoted to that, except that we put ourselves in the semiclassical
framework that is very convenient for the proofs.

For non-characteristic nonlinearities, (F.1) non-longer works, and as explained
in Section 1.6, one has then to eliminate such nonlinearities by space-time normal
forms. We perform in section (F.4) these space-time normal forms in the semiclassi-
cal framework, for general non-characteristic nonlinearities given by the multilinear
pseudo-differential operators introduced in Appendix B. The method is the one out-
lined in Section 1.6, extended to these general multilinear expressions. We make also
normal forms for quadratic contributions given in terms of symbols with space decay-
ing symbols, along the lines of the end of Section 2.7.

F.1 Division lemmas

We establish in this section some division lemmas, which are variants of similar
results obtained in [20].

Definition F.1.1. For n in N�, denote by �n the set of multi-indices I D .i1; : : : ; in/
with ij D ˙1 for j D 1; : : : ; n. Denote by �ch

n the subset of �n made by those
I D .i1; : : : ; in/ such that

Pn
jD1 ij D 1 and �nch

n D �n � �
ch
n .

Let us fix some notation. If I D .i1; : : : ; in/ is in �n and as above

p.�/ D
p
1C �2;
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we define

gI .�1; : : : ; �n/ D �p
�
�1 C � � � C �n

�
C

nX
jD1

ijp.�j /: (F.2)

Set also '.x/ D
p
1 � x2 for jxj < 1, so that by [20, Lemma 1.8], if  2 C10 .R/ has

small enough support

a˙.x; �/ D
x ˙ p0.�/

� � d'.x/

�
h�i2.x ˙ p0.�//

�
;

b˙.x; �/ D
� � d'.x/

x ˙ p0.�/

�
h�i2.x ˙ p0.�//

� (F.3)

satisfy estimates
j@˛x@

ˇ

�
a˙.x; �/j � C˛ˇ h�i

�3C2j˛j�jˇ j;

j@˛x@
ˇ

�
b˙.x; �/j � C˛ˇ h�i

3C2j˛j�jˇ j:
(F.4)

Proposition F.1.2. Recall notation (B.10) for the function M0.�1; : : : ; �n/ and the
class of symbols introduced in Definition B.1.2 for ˇ � 0, � � 0. Let � � 0.

(i) Let I be a multi-index in .i1; : : : ; i`/ be in �n and let mI be a symbol in
S1;ˇ .

Qn
jD1h�j i

�1M0.�/
� ; n/. Then we may find symbols

mI;` 2 S4;ˇ

� nY
jD1

h�j i
�1M0.�/

4C�
hxi�1; n

�
; ` D 1; : : : ; n; (F.5)

such that if  is in C10 .R/ and has small enough support, one may write

mI .y; x; �1; : : : ; �n/

D mI .y; x; �1; : : : ; �n/

nY
`D1


�
M0.�/

4.x C i`p
0.�`//

�
C

nX
`D1

.x C i`p
0.�`//mI;`.y; x; �1; : : : ; �n/:

(F.6)

(ii) Assume that I is in �nch
n . Then we may find a symbol

aI 2 S4;ˇ

� nY
jD1

h�j i
�1M0.�/

�
hxi�1; n

�
(F.7)

and symbols mI;j as in (F.5) such that

mI .y; x; �1; : : : ; �n/ D gI .�1; : : : ; �n/aI .y; x; �1; : : : ; �n/

C

nX
`D1

.x C i`p
0.�`//mI;`.y; x; �1; : : : ; �n/:

(F.8)
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Proof. Define

mI;1.y; x; �1; : : : ; �n/ D mI .y; x; �1; : : : ; �n/
.1 � /.M0.�/

4.x C i1p
0.�1///

x C i1p0.�1/
;

m
.1/
I .y; x; �1; : : : ; �n/ D mI .y; x; �1; : : : ; �n/

�
M0.�/

4.x C i1p
0.�1//

�
and write

mI .y; x; �1; : : : ; �n/Dm
.1/
1 .y; x; �1; : : : ; �n/CmI;1.y; x; �1; : : : ; �n/.xC i1p

0.�1//:

Then mI;1 satisfies (F.5), and repeating the process with mI replaced by mI;1, suc-
cessively with respect to �2; : : : ; �n, we get (F.6).

(ii) Equality (F.8) is obtained from (F.6) defining

aI D mIg
�1
I

nY
jD1


�
M0.�/

4.x C i`p
0.�`//

�
(F.9)

and showing that aI belongs to S4;ˇ
�Qn

jD1h�j i
�1M0.�/

�C1hxi�1; n/. This is done
in [20, proof of (i) of Proposition 2.2] (with the parameter � in that reference set
to 2).

F.2 Commutation results

We study now the action of the operator LC D
1
h

Oph.x C p
0.�// introduced in (D.8)

on characteristic terms.

Proposition F.2.1. Let I be in �ch
n for some (odd) n � 3 and let � be nonnegative. Let

mI be an element of S1;ˇ .
Qn
jD1h�j i

�1M0.�/
� ; n/ with ˇ > 0. Then, for some new

value of �, there are symbols mI;j in S4;ˇ .
Qn
jD1h�j i

�1M �
0 ; n/, j D 1; : : : ; n, r in

S4;ˇ .
Qn
jD1h�j i

�1M �
0 ; n/, r

0 in S 0
4;ˇ
.
Qn
jD1h�j i

�1M �
0 ; n/, such that for any functions

v1; : : : ; vn,

LCOph.mI /.v1; : : : ; vn/ D
nX

jD1

Oph.mI;j /.v1; : : : ;Lij vj ; : : : ; vn/

C Oph.r/.v1; : : : ; vn/

C
1

h
Oph.r

0/.v1; : : : ; vn/:

(F.10)

Proof. We write decomposition (F.6) of mI , denoting the first term on the right-hand
side by m.1/I . This is an element of S4;ˇ .

Qn
jD1h�j i

�1M �
0 ; n/ supported in

n\
`D1

¹.y; x; �1; : : : ; �n/ W jx C i`p
0.�`/j < ˛M0.�1; : : : ; �n/

�4
º (F.11)
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for some small ˛ > 0. It is proved in the proof of [20, Proposition 2.2] that on domain
(F.11), one has j�`j � CM0.�/ for any ` D 1; : : : ; n and that hd'.x/i �M0.�/ (see
[20, formulas (2.10)–(2.13), and the lines following them as well as Lemma 1.8]). Let
us show that

m
.1/
I .y; x; �1; : : : ; �n/

�
p0.�1 C � � � C �n/ �

nX
jD1

p0.�j /

�

D

nX
jD1

mI;j .y; x; �1; : : : ; �n/.x C ijp
0.�j //

(F.12)

for symbols mI;j in S4;ˇ .
Qn
jD1h�j i

�1M0.�/
3C�hxi�1; n/. Actually, expanding the

bracket in the left hand side of (F.12) on �j D ijd'.x/, j D 1; : : : ; n and usingPn
jD1 ij D 1, one may write the left-hand side of (F.12) as

nX
jD1

m
.1/
I .y; x; �1; : : : ; �n/.�j � ijd'.x// Qej .x; �/ (F.13)

with

Qej .x; �/ D

Z 1

0

�
p00
�
.1 � �/d'.x/C �.�1 C � � � C �n/

�
�

nX
jD1

p00
�
.1 � �/ijd'.x/C ��j

��
d�:

(F.14)

Notice that on the set (F.11) containing the support of m.1/I , x stays for any � in
a compact subset of ��1; 1Œ and that for any ˛ in N�,

h@˛d'.x/i D O
�
hd'.x/i1C2˛

�
D O

�
M0.�/

1C2˛
�
D O

�
M0.�/

3˛
�
;

so that each @˛x-derivative of Qej .x; �/ is O.M0.�/
3˛/ on that support. Moreover, we

may write using (F.3)

.�j � ijd'.x// Qej .x; �/ D .x C ijp
0.�j //bC.x; �j / Qej .x; �/

if .x; �/ stays in (F.11) and the function  in (F.3) is conveniently chosen. Plugging
this in (F.13) and defining

mI;j .y; x; �1; : : : ; �n/ D m
.1/
I .y; x; �1; : : : ; �n/bC.x; �j / Qej .x; �/;

we get (F.12), with a symbol mI;j in the wanted class because of (F.4) and of the fact
that j�j j D O.M0.�// on (F.11). We use now Proposition B.2.1 to write

Oph.p
0.�// ı Oph

�
m
.1/
I .y; x; �1; : : : ; �n/

�
D Oph

�
p0.�1 C � � � C �n/m

.1/
I .y; x; �1; : : : ; �n/

�
C hOph

�
r1.y; x; �1; : : : ; �n/

�
C Oph

�
r 01.y; x; �1; : : : ; �n/

� (F.15)
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with r1 in S4;ˇ .
Qn
jD1h�j i

�1M �
0 ; n/, and r 01 in S 0

4;ˇ
.
Qn
jD1h�j i

�1M �
0 ; n/ for some �.

Using (F.12), we may rewrite the first term on the right-hand side as
nX

jD1

Oph
�
m
.1/
I .y; x; �1; : : : ; �n/p

0.�j /
�

C

nX
jD1

Oph
�
mI;j .y; x; �1; : : : ; �n/.x C ijp

0.�j //
�
:

(F.16)

Using that
Pn
jD1 ij D 1, and that LC D

1
h

Oph.x C p
0.�//, it follows from (F.6),

(F.15), (F.16) and Proposition B.2.1 that LCOph.mI / is the sum of terms of the fol-
lowing form:

ij

h
Oph

�
m
.1/
I .y; x; �1; : : : ; �n/.x C ijp

0.�j //
�
; j D 1; : : : ; n;

1

h
Oph

�
mI;j .y; x; �1; : : : ; �n/.x C ijp

0.�j //
�
; j D 1; : : : ; n;

Oph
�
r1.y; x; �1; : : : ; �n/

�
C
1

h
Oph

�
r 01.y; x; �1; : : : ; �n/

� (F.17)

withmI;j in S4;ˇ
�Qn

jD1h�j i
�1M0.�/

�hxi�1; n/ coming from (F.6) or (F.16). To con-
clude the proof, we just have to apply again Proposition B.2.1 to the first two lines
of (F.17), in order to rewrite them as the sum on the right-hand side of (F.10), up to
new contributions to the remainders.

In the non-characteristic case, we cannot expect an equality of the form (F.10).
Instead, we shall have:

Corollary F.2.2. Let I be in �nch
n . Then there are symbols mI;j , r , r 0 as in the state-

ment of Proposition F.2.1 and a symbol r1 in S4;ˇ .
Qn
jD1h�j i

�1M �
0 ; n/ for some �,

such that

LCOph.mI /.v1; : : : ; vn/ D
nX

jD1

Oph.mI;j /.v1; : : : ;Lij vj ; : : : ; vn/

C Oph.r/.v1; : : : ; vn/

C
1

h
Oph.r

0/.v1; : : : ; vn/

C
x

h
Oph.r1/.v1; : : : ; vn/:

(F.18)

Proof. We may reproduce the proof of Proposition F.2.1, except that, when Taylor
expanding the bracket on the left-hand side of (F.12) on �j D ijd'.x/, we shall get
the right-hand side of this equality and the extra term

m
.1/
I .y; x; �1; : : : ; �n/

�
p0
� nX
jD1

ijd'.x/

�
�

nX
jD1

p0
�
ijd'.x/

��
(F.19)
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which does not vanish if
Pn
jD1 ij ¤ 1. Since

p0.�/ D
�

h�i
and d'.x/ D �xhd'.x/i;

with hd'.x/i D O.M0.�// on the support of m.1/I , we see that (F.19) may be written
as xr1 for some r1 as in the statement. This gives the last contribution to (F.18), the
preceding ones being those furnished by the proof of Proposition F.2.1.

The last term in (F.18) does not enjoy nice estimates. Because of that, non-
characteristic terms have to be eliminated by normal forms. We describe such normal
forms in next section.

F.3 Normal forms for non-characteristic terms

Proposition F.3.1. With the notation and under the assumptions of (ii) of Proposi-
tion F.1.2, one may write for any v1; : : : ; vn,�

Dt � Oph
�
x� C p.�/ � in

h

2

��
Oph.aI /.v1; : : : ; vn/

D Oph.mI /.v1; : : : ; vn/

C

nX
jD1

Oph.aI /Œv1; : : : ; .Dt � Oph.�ij //vj ; : : : ; vn�

CR.v1; : : : ; vn/;

(F.20)

where �ij .x; �/ D x� C ijp.�/ �
i
2
h, and where R is the sum of terms of the follow-

ing form
hOph.mI;j /.v1; : : : ;Lij vj ; : : : ; vn/; 1 � j � n;

Oph.r
0
I /.v1; : : : ; vn/;

hOph.rI /.v1; : : : ; vn/;

(F.21)

wheremI;j is a symbol in S4;ˇ .
Qn
jD1h�j i

�1M �
0 hxi

�1; n/, rI (resp. r 0I ) belongs to the
class S4;ˇ .

Qn
jD1h�j i

�1M �
0 hxi

�1; n/ (resp. S 0
4;ˇ
.
Qn
jD1h�j i

�1M �
0 ; n/) for some �.

The first line in (F.21) may also be written as

Oph.r
1
I /.v1; : : : ; vn/ (F.22)

for a symbol r1I in S4;ˇ .
Qn
jD1h�j i

�1M �
0 ; n/.

Proof. Notice first that by the definition (B.14) of Oph and the fact that h D 1
t
, one

has �
Dt � Oph.x�/

�
Oph.aI /.v1; : : : ; vn/

D

nX
jD1

Oph.aI /
�
v1; : : : ; .Dt � Oph.x�/

�
vj ; : : : ; vn

�
C ihOph

�
.x@xaI /.y; x; �/

�
.v1; : : : ; vn/:

(F.23)
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Moreover, by Proposition B.2.1 and the definition (F.2) of gI ,

�Oph.p.�//Oph.aI /.v1; : : : ; vn/

D Oph.aIgI /.v1; : : : ; vn/

�

nX
jD1

ijOph.aI /
�
v1; : : : ;Oph.p.�//vj ; : : : ; vn

�
C hOph.rI /.v1; : : : ; vn/C Oph.r

0
I /.v1; : : : ; vn/;

(F.24)

where rI is in S4;ˇ .
Qn
jD1h�j i

�1M �
0 hxi

�1; n/ and r 0I in S 0
4;ˇ
.
Qn
jD1h�j i

�1M �
0 ; n/.

Notice that p.�/ is in S�;ˇ .h�i; 1/ (for any �; ˇ since, this symbol depending only on
one variable � , M0.�/ D 1), so that, to get from Proposition B.2.1 symbols rI ; r 0I in
the indicated classes, we would need that aI be in S4;ˇ .M �

0

Qn
jD1h�j i

�2hxi�1; n/

instead of (F.7). But by (F.9), aI is supported in (F.11), and we have seen just after
this formula that this implies that j�`j � CM0.�/ for any `. Consequently, the above
property for aI does hold, for large enough �. If we make the sum of (F.23) and
(F.24), we get that the left-hand side of (F.20) is given by the sum on the right-hand
side of (F.20), contributions to R of the form of the last two lines in (F.21) and the
term Oph.aIgI /.v1; : : : ; vn/. By (F.8), we thus get the first term on the right-hand
side of (F.20) and expressions

�Oph
�
mI;`.y; x; �1; : : : ; �n/.x C i`p

0.�`//
�
.v1; : : : ; vn/:

Using again Proposition B.2.1, we write these terms as contributions to R given
by (F.21). This concludes the proof.

F.4 Quadratic normal forms for space decaying symbols

In Section 3.2 we have performed an easy quadratic normal form, that allowed us to
get rid of the quadratic term on the right-hand side of (3.11), given by Oph.m0;I /ŒuI �,
with jI j D 2 and m0;I in QS0;0.

Q2
jD1h�j i

�1; 2/. This procedure made appear a new
quadratic term Oph.m

0
0;I /ŒuI � on the right-hand side of equation (3.13), given in

terms of a symbolm00;I in QS 00;0.
Q2
jD1h�j i

�1; 2/. We shall have to perform also a nor-
mal form to eliminate such terms. We define a new class of operators.

Definition F.4.1. Let ! 2 Œ0; 1�, and i D .i1; i2; i3/ in ¹�1; 1º3. We denote by K�;! ,
resp. K 0�;!.i/, the space of operators of the form

.f1; f2/ 7!
1

2�

Z 1

�1

Z 1

�1

Z
eix�0k.t; �0; �1; �2; �1; �2/

� Of .�1/ Of .�2/ d�0 d�1 d�2 d�1 d�2;

(F.25)

where k is a smooth function of .t; �0; �1; �2; �1; �2/ that satisfies for some � in N,
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any N; 0; 1; 2; �1; �2; j in N,

j@
j
t @
0
�0
@
1
�1
@
2
�2
k.t; �0; �1; �2; �1; �2/j

� CM0.�1; �2/
�C.0C1C2/�h�0 � �1�1 � �2�2i

�N t!.0C1C2/�j ;
(F.26)

resp. that satisfies

j@
j
t @
0
�0
@
1
�1
@
2
�2
k.t; �0; �1; �2; �1; �2/j

� CM0.�1; �2/
�C.0C1C2/�h�0 � �1�1 � �2�2i

�N t!.0C1C2/�j

� ht!.i0h�0i � i1h�1i � i2h�2i/i
�1

(F.27)

in the case of K 0�;!.i/), whereM0.�1; �2/ still denoted the second largest among h�1i
and h�2i.

If k satisfies
k.t;��0;��1;��2/ D �k.t; �0; �1; �2/; (F.28)

then (F.25) sends a couple of two odd functions or two even functions to an odd
function. If k satisfies

k.t;��0;��1;��2/ D k.t; �0; �1; �2/; (F.29)

then (F.25) sends a couple .f1; f2/ with f1 odd, f2 even or f1 even, f2 odd to an odd
function.

Let us check first that we may express operators of the form Op.m0/.v1; v2/ with
m0 in QS 01;0.M0.�1; �2/

Q2
jD1h�j i

�1; 2/ in terms of operators K�;! .

Lemma F.4.2. Let m0 be in QS 01;0.M0

Q2
jD1h�j i

�1; 2/. Let i1; i2 2 ¹�1; 1º2 be any
choice of signs. Then ifL˙ is defined by (C.5), one may find operatorsK`1;`2 in K1;0,
0 � `1; `2 � 1, such that the action of Op.m0/ on any couple of odd functions .v1; v2/
(as defined in (3.6)) may be written as

t�2
1X

`1D0

1X
`2D0

K`1;`2.L
`1
i1
v1; L

`1
i2
v2/: (F.30)

Moreover, if m satisfies (3.7), then K`1;`2 is given by a symbol k satisfying (F.28) if
`1 C `2 D 0 or 2 and (F.29) if `1 C `1 D 1.

Proof. We may rewrite

Op.m0/.v1; v2/ D Op.m01/.hDxi
�1v1; hDxi

�1v2/

with m01 in QS1;0.M0; 2/. Using the oddness of vj , we write

hDxi
�1vj D

i

2
x

Z 1

�1

�
DxhDxi

�1vj /.�jx/ d�j

D
i

2

x

t
ij

Z 1

�1

�
.Lij vj /.�jx/ � �jxvj .�jx/

�
d�j

(F.31)
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for any choice of the signs ij D ˙. By definition (3.6) of the quantization and inequal-
ities (3.4) satisfied by elements of the class S 0, one may rewrite expressions like
Op.m01/.xf1; f2/ as sums of expressions of the form Op. Qm01/.f1; f2/, for new sym-
bols Qm01 in QS1;0.M �

0 ; 2/ for some �. Using (F.31), we thus see that Op.m0/.v1; v2/
may be rewritten as a sum of terms

t�2
Z 1

�1

Z 1

�1

�
1�`1
1 �

1�`2
2 Op. Qm0/

�
.L
`1
i1
v1/.�1� /; .L

`2
i2
v2/.�2� /

�
d�1 d�2

for some symbols Qm0 in S 01;0.M
�
0 ; 2/. By (3.6), we have

Op. Qm0/Œf1.�1� /; f2.�2� /�

D
1

.2�/2

Z
eix.�1�1C�2�2/m0.x; �1�1; �2�2/ Of1.�1/ Of2.�2/ d�1 d�2

D
1

2�

Z
eix�0k.�0; �1; �2; �1; �2/ Of1.�1/ Of2.�2/ d�1 d�2

with

k.�0; �1; �2; �1; �2/ D
1

.2�/2
Om0.�0 � �1�1 � �2�2; �1�1; �2�2/:

It follows from estimates (3.4) that hold for any ˛; ˛00, that inequalities (F.26) are true
for some �, � D 1, ! D 0, which implies the conclusion as the last statement follows
from the transfer of property (3.7) to k by inspection.

Proposition F.4.3. Let K be in K�;0. Let i D .i0; i1; i2/ 2 ¹�;Cº3. One may find
operators KL; KH in K 0

�; 12
.i/ such that for any f1; f2,

.Dt � i0p.Dx//.
p
tKH .f1; f2//

D K.f1; f2/C
p
tKH

�
.Dt � i1p.Dx//f1; f2

�
C
p
tKH

�
f1; .Dt � i2p.Dx//f2

�
CKL.f1; f2/:

(F.32)

If K satisfies (F.28) (resp. (F.29)), so do KH ; KL.

Proof. Take � in C10 .R/ equal to one close to zero and set �1.z/ D
1��.z/
z

. Define
from the function k associated to K by (F.25) a new function

kH .t; �0; �1; �2; �1; �2/ D k.�0; �1; �2; �1; �2/

� �1
�p
t .�i0h�0i C i1h�1i C i2h�2i/

�
:

(F.33)

Then kH satisfies (F.27) with ! D 1
2

. Call KH the associated operator. If we make
actDt � i0p.Dx/ on

p
tKH .f1; f2/, we get the second and third terms on the right-

hand side of (F.32), an operator associated to the function

k.�0; �1; �2; �1; �2/.1 � �/
�p
t .�i0h�0i C i1h�1i C i2h�2i/

�
(F.34)
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and contributions coming from the action ofDt on kH , that may be written as contri-
butions to KL in (F.32) (with even an extra factor t�1=2). Finally, we see that (F.34)
providesK on the right-hand side of (F.32), modulo another contribution toKL. This
concludes the proof as the last statement follows from (F.34).

Corollary F.4.4. Let m0 be in S 01;0.
Q2
jD1h�j i

�1; 2/. One may find for any i1; i2 in
¹�;Cº, any `1; `2 in ¹0; 1º operators

K
`1;`2
H;i1;i2

; K
`1;`2
L;i1;i2

in the class K 0
1; 12
.1; i1; i2/ such that for any odd functions v1; v2, if one sets

Qi1;i2.v1; v2/ D t
� 32

1X
`1D0

1X
`2D0

K
`1;`2
H;i1;i2

�
L
`1
i1
v1; L

`2
i2
v2
�
; (F.35)

then �
Dt � p.Dx/

�
Qi1;i2.v1; v2/

D Op.m0/.v1; v2/CQi1;i2
�
.Dt � i1p.Dx//v1; v2

�
CQi1;i2

�
v1; .Dt � i2p.Dx//v2

�
CRi1;i2.v1; v2/;

(F.36)

where

Ri1;i2.v1; v2/ D t
�2

1X
`1D0

1X
`2D0

K
`1;`2
L;i1;i2

�
L
`1
i1
v1; L

`2
i2
v2
�

C 2it�
5
2

1X
`1D0

1X
`2D0

K
`1;`2
H;i1;i2

�
L
`1
i1
v1; L

`2
i2
v2
�
:

(F.37)

Moreover, if m0 satisfies (3.7), K`1;`2H;i1;i2
; K

`1;`2
L;i1;i2

satisfy (F.28) if `1 C `2 D 0 or 2
and (F.29) if `1 C `2 D 1. In particular, Qi1;i2 sends a couple of odd functions to an
odd function.

Proof. By Lemma F.4.2, we may write Op.m0/.v1; v2/ under the form (F.30). We
apply to each K`1;`2 in (F.30) Proposition F.4.3. If we define K`1;`2H;i1;i2

(resp. K`1;`2L;i1;i2
)

from the operator KH (resp. KL) in equation (F.32), and use that Li` commutes to
Dt � i`p

0.Dx/, we obtain (F.36) for the Qi1;i2 defined in equation (F.35). The last
statement of the corollary follows from the last statement in Proposition F.4.3 and
Lemma F.4.2.

F.5 Sobolev estimates

We shall prove Sobolev estimates for operators introduced in Definition F.4.1.
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Proposition F.5.1. Let ! 2 Œ0; 1�, � � 0, let K be an operator in the class K 0�;!.i/

(for a triple i D .i1; i2; i3/ 2 ¹�;Cº3). Assume moreover that the function k in (F.25)
is supported for j�2j � 2h�1i. There exists �0 2 RC (depending on the exponent �
in (F.27)) such that the following estimates hold true for any s in RC, any test func-
tions f1; f2:

kK.f1; f2/kH s � Ct
�!2 kf2kH�0kf1kH s ; (F.38)

kK.f1; xf2/kH s C kK.xf1; f2/kH s C kxK.f1; f2/kH s

� Ct
!
2 kf2kH�0kf1kH s ;

(F.39)

kK.xf1; xf2/kH s � Ct
3!
2 kf2kH�0kf1kH s : (F.40)

Proof. By (F.25), we have to prove, in order to establish (F.38), that the operator

.g1; g2/ 7!

Z 1

�1

Z 1

�1

Z
h�0i

sk.t; �0; �1; �2; �1; �2/h�1i
�s
h�2i

��0

� g1.�1/g2.�2/ d�1 d�2 d�1 d�2

(F.41)

is bounded fromL2 � L2 toL2, with operator normO.t�
!
2 /. Because of our support

assumptions, M0.�1; �2/ � C h�2i, so that we may control the factor M0.�1; �2/ in
(F.27) by C h�2i, i.e. M �

0 will be bounded using h�2i��0 if �0 is taken large enough.
Moreover, as s � 0, h�0ish�0 � �1�1 � �2�2i�N h�1i�s D O.1/when j�2j � 2h�1i if
N is large enough relatively to s. The proof of (F.38) is thus reduced to the proof that
operators of the form

.g1; g2/ 7!

Z 1

�1

Z 1

�1

Z
Qk.t; �0; �1; �2; �1; �2/g1.�1/g2.�2/ d�1 d�2 d�1 d�2 (F.42)

are bounded from L2 � L2 to L2, with operator norm O.t�
!
2 /, if Qk satisfies

j Qk.t; �0; �1; �2; �1; �2/j � C h�0 � �1�1 � �2�2i
�1
h�2i

�2

� ht!.i0h�0i � i1h�1i � i2h�2i/i
�1:

(F.43)

The operator norm of (F.42) is bounded from above by

C

Z 1

�1

Z 1

�1

�
sup
�0

Z
j Qk.t; �0; �1; �2; �1; �2/j d�1 d�2

� 1
2

�

�
sup
�1;�2

Z
j Qk.t; �0; �1; �2; �1; �2/j d�0

� 1
2

d�1 d�2:

(F.44)

Notice that there is C > 0 such that for any ˛; ˇ in R, any � 2 Œ�1; 1�,Z
ht!.˛ C h�i/i�1hˇ C ��i�1 d� � C j�j�

1
2 t�

!
2 (F.45)
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uniformly in ˛; ˇ. Actually, if we integrate for j�j � 1, we bound (F.45) by

C j�j�
1
2

�Z
j�j>1

ht!.˛ C h�i/i�2 d�

� 1
2

:

If one takes in the above integral computed either on domain � > 1 or � < �1,
� D h�i as a new variable of integration, we get a bound by the right-hand side
of (F.45). If one integrates for j�j < 1 on the left-hand side of (F.45), we bound the
corresponding quantity byZ

j�j<1

˝
t!.˛ C

p
1C �2/

˛�1
d� � C

Z
h˛0 C t!�2i�1 d� � Ct�

!
2

which is better than the bound we want. We use (F.43) and (F.45) with � D �0 to
estimate the second factor in (F.44) by t�

!
4 and (F.45) with � D �1 to estimate the

first integral factor by t�
!
2 j�1j

� 12 . We obtain that (F.44) isO.t�
!
2 / from which (F.38)

follows.
To get estimate (F.39), we notice that, by (F.25), K.xf1; f2/ (resp. K.f1; xf2/,

resp. xK.f1; f2/) may be written as K1.f1; f2/ for an operator K1 of the form
(F.25), obtained replacing k by D�1k (resp. D�2k, resp. �D�0k). Since by (F.27)
these D�j -derivatives make lose t! (and change the value of the exponent �), we get
(F.39) from (F.38) (with a new value of �0).

One obtains (F.40) in a same way.

Corollary F.5.2. LetK be an element of K 0�;!.i/ for ! 2 Œ0; 1�, � � 0, i 2 ¹�;Cº3.
The following estimates hold true for any s � 0 and some �0 independent of s:

kK.f1; f2/kH s � Ct
�!2
�
kf1kH�0kf2kH s C kf1kH skf2kH�0

�
; (F.46)

kK.f1; f2/kL2 � Ct
�!2 kf1kL2kf2kH�0 ;

kK.f1; f2/kL2 � Ct
�!2 kf1kH�0kf2kL2 ;

(F.47)

kK.xf1; f2/kL2 C kK.f1; xf2/kL2 C kxK.f1; f2/kL2

� Ct
!
2 kf1kL2kf2kH�0 ;

kK.xf1; f2/kL2 C kK.f1; xf2/kL2 C kxK.f1; f2/kL2

� Ct
!
2 kf1kH�0kf2kL2 ;

(F.48)

kK.xf1; f2/kH s C kK.f1; xf2/kH s C kxK.f1; f2/kH s

� Ct
!
2

�
kf1kH�0kf2kH s C kf1kH skf2kH�0

�
:

(F.49)

Proof. We may splitK D K< CK>, whereK> (resp.K<) is given by an expression
of the form (F.25) with k supported for j�2j � 2h�1i (resp. j�1j � 2h�2i). If we apply
(F.38) to K> and the symmetric inequality to K<, we obtain (F.46).

Let us prove (F.47). It suffices to show that the two estimates hold for K> for
instance. The first one follows from (F.38) with s D 0. To get the second one, we
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notice that it is enough to establish the L2 � L2 ! L2 boundedness of

.g1; g2/ 7!

Z 1

�1

Z 1

�1

k.t; �0; �1; �2; �1; �2/h�1i
��0g1.�1/g2.�2/ d�1 d�2 d�1 d�2

with operator norm O.t�
!
2 /. Since j�2j � 2h�1i on the support, if �0 has been taken

large enough, we see that we may rewrite this under the form (F.42), with some Qk
fulfilling (F.43) so that the conclusion follows.

Finally, estimates (F.48) follow from (F.47), noticing that, as in the proof of (F.39),
we may reduce ourselves to operator K1.f1; f2/ satisfying the same assumptions
as K, up to the loss of a factor t! . This concludes the proof, as (F.49) follows from
(F.39) and the above decomposition K D K< CK>.

Corollary F.5.3. Let ˇ > 0, K; �0 as in Corollary F.5.2 and take s large enough so
that .s � �0/ˇ � 1. Then

kK.L˙f1; f2/kL2 � Ct
�!2
�
tˇ�0kL˙f1kL2 C kf1kH s

�
kf2kL2 ; ; (F.50)

kK.f1; L˙f2/kL2 � Ct
�!2 kf1kL2

�
tˇ�0kL˙f2kL2 C kf2kH s

�
: (F.51)

Proof. Let � be in C10 .R/, � � 1 close to zero. Decompose

L˙f1 D �.t
�ˇDx/.L˙f1/C .1 � �/.t

�ˇDx/.L˙f1/:

Write

.1 � �/.t�ˇDx/.L˙f1/ D x.1 � �/.t
�ˇDx/f1 C i t

�ˇ�0.t�ˇDx/f1

˙ t .1 � �/.t�ˇDx/
Dx

hDxi
f1:

If one applies the second estimate in (F.47) and (F.48), one gets then

kK
�
.1 � �/.t�ˇDx/L˙f1; f2

�
kL2

� C
�
t
!
2 k.1 � �/.t�ˇDx/f1kH�0

C t�
!
2

�
k�0.t�ˇDx/f1kH�0 C tk.1 � �/.t

�ˇDx/f1kH�0
��
kf2kL2 :

Since .s � �0/ˇ � 1, this is bounded by Ct�
!
2 kf1kH skf2kL2 .

On the other hand, by the second estimate (F.47)

kK
�
�.t�ˇDx/L˙f1; f2

�
kL2 � Ct

�!2 k�.t�ˇDx/L˙f1kH�0kf2kL2

� Ct�
!
2 Cˇ�0kL˙f1kL2kf2kL2 :

This concludes the proof of (F.50), and thus of the corollary since (F.51) is just the
symmetric estimate.

Let us get next some Sobolev estimates for K.L˙f1; L˙f2/.
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Corollary F.5.4. Let K be in the class K 0�;!.i/. Assume moreover that k in (F.25) is
supported for j�1j � 2h�2i. Let s; �0; ˇ be as in Corollary F.5.3. Then, if .s��0/ˇ� 1,

kK.L˙f1; L˙f2/kH s � Ct
1�!2 kf2kH s

�
tˇ�0kL˙f1kL2 C kf2kH s

�
; (F.52)

kK.L˙f1; f2/kH s C kK.f1; L˙f2/kH s � Ct
1�!2 kf1kH skf2kH s ; (F.53)

kK.xf1; f2/kH s C kK.f1; xf2/kH s � Ct
!
2 kf1kH skf2kH s ;

kK.xf1; xf2/kH s � Ct
3!2 kf1kH skf2kH s :

(F.54)

Proof. Take � in C10 .R/, equal to one close to zero and write K.L˙f1; L˙f2/ as
a linear combination of the four terms

I D tK
�
�.t�ˇDx/L˙f1;

Dx

hDxi
f2

�
;

II D tK
�
.1 � �/.t�ˇDx/L˙f1;

Dx

hDxi
f2

�
;

III D K
�
�.t�ˇDx/L˙f1; xf2

�
;

IV D K
�
.1 � �/.t�ˇDx/L˙f1; xf2

�
:

(F.55)

We apply (F.38) (with f1 and f2 exchanged since we assume here j�1j � 2h�2i on the
support instead of j�2j � 2h�1i) in order to estimate the H s norm of I by

Ct1�
!
2 k�.t�ˇDx/L˙f1kH�0kf2kH s � Ct

1�!2 Cˇ�0kL˙f1kL2kf2kH s (F.56)

which is bounded by the right-hand side of (F.52).
To study II, we write it as a combination of terms

t2K
�
.1 � �/.t�ˇDx/

Dx

hDxi
f1;

Dx

hDxi
f2

�
;

tK
�
x.1 � �/.t�ˇDx/f1;

Dx

hDxi
f2

�
;

i t1�ˇK
�
�0.t�ˇDx/f1;

Dx

hDxi
f2

�
:

We estimate their H s norm using (F.38) and (F.39) (with f1 and f2 interchanged) by

Ct2�
!
2 kf2kH s

�
k.1 � �/.t�ˇDx/f1kH�0 C k�

0.t�ˇDx/f1kH�0
�

� Ct2�.s��0/ˇ�
!
2 kf1kH skf2kH s :

This implies a bound by the right-hand side of (F.52) since .s � �0/ˇ � 1.
By (F.39) (with f1 and f2 exchanged), we estimate the H s norm of III by

Ct
!
2 k�.t�ˇDx/L˙f1kH�0kf2kH s

that we bound by the right-hand side of (F.52) as in (F.56) since ! � 1.
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We write IV as a combination of terms

tK
�
.1 � �/.t�ˇDx/

Dx

hDxi
f1; xf2

�
;

K
�
x.1 � �/.t�ˇDx/f1; xf2

�
;

i t�ˇK
�
�0.t�ˇDx/f1; xf2

�
:

We estimate the H s norm of these quantities using (F.39) and (F.40) with f1 and f2
interchanged. We get

C
�
t1C

!
2 C t3

!
2

�
k.1 � �/.t�ˇDx/f1kH�0kf2kH s

C Ct�ˇC
!
2 k�0.t�ˇDx/f1kH�0kf2kH s :

As .s � �0/ˇ � !, this implies a bound by the right-hand side of (F.52). This con-
cludes the proof of (F.52)

To prove (F.53), we decompose K.L˙f1; f2/ (resp. K.f1; L˙f2/) as the sum of
˙tK. Dx

hDxi
f1; f2/ (resp.˙tK.f1; DxhDxif2/) and ofK.xf1; f2/ (resp.K.f1; xf2/) and

we apply (F.38) and (F.39) to get the conclusion.
Finally, (F.54) is just a consequence of (F.39) and (F.40).

We translate finally the preceding corollary when one does not make any assump-
tion of support on the frequencies.

Corollary F.5.5. LetK be in the class K 0�;!.i/. With the notation of Corollary F.5.4,
one has the following inequalities:

kK.L˙f1; L˙f2/kH s � Ct
1�!2

�
tˇ�0

�
kL˙f1kL2kf2kH s

C kf1kH skL˙f2kL2
�
C kf1kH skf2kH s

� (F.57)

and

kK.f1; L˙f2/kH s C kK.L˙f1; f2/kH s � Ct
1�!2 kf1kH skf2kH s ; (F.58)

(with any choice of the signs˙ in the left and right-hand side of these inequalities).

Proof. One decomposesK D K<CK> as in the proof of Corollary F.5.2 and applies
(F.52) and (F.53).





Appendix G

Verification of Fermi’s golden rule

The goal of this Appendix is to check that Fermi’s golden rule, used in Chapter 4
(see Lemma 4.2.3 and the proof of Proposition 4.2.1) does hold. We already know
that from Kowalcyk, Martel and Muñoz, who gave a numerical verification of the
condition. We shall prove here that it may actually be checked analytically.

G.1 Reductions

We want to prove the following:

Proposition G.1.1. Let Y2 be the function defined in (4.22). Then OY2.
p
2/ ¤ 0.

Let us prove here the following reduction:

Lemma G.1.2. Define the integral

I D

Z
R
e2ix

p
2
�

cosh2 x C
1

2
C i
p
2 sinh x cosh x

� sinh3 x
cosh7 x

dx: (G.1)

If I ¤ 0, then OY2.
p
2/ ¤ 0.

Proof. Recall that by (4.22), Y2 is given by

Y2.x/ D b.x;Dx/
�.�.x/Y.x/2/; (G.2)

where �; Y are defined in (2.5)–(2.6) and b.x;Dx/ has been introduced in Proposi-
tion A.1.1. Since b.x;Dx/� preserves real-valued functions and odd functions, we
see that Y2 is real valued and odd. By Proposition A.1.1, W �C D c.Dx/

� ı b.x;Dx/
�

(when acting on odd functions), where c.�/ has modulus one. In order to show that
OY2.
p
2/ ¤ 0, it thus suffices, according to (G.2), to prove that

6W �C.�.x/Y 2/.
p
2/ ¤ 0:

Recall that by (A.33) and (A.34),

WCw D
1

2�

Z
 C.x; �/ Ow.�/ d� (G.3)

with, by (A.35),

 C.x; �/ D 1�>0T .�/f1.x; �/C 1�<0T .��/f2.x;��/; (G.4)

where f1; f2 are the two Jost functions introduced at the beginning of Appendix A



Verification of Fermi’s golden rule 270

and T .�/ is defined in (A.26). We thus get

6W �C.�.x/Y 2/.
p
2/ D

Z
 C.x;

p
2/�.x/Y.x/2 dx

D T .
p
2/

Z
f1.x;

p
2/�.x/Y.x/2 dx:

(G.5)

Since the transmission coefficient T .
p
2/ is non-zero, it remains to prove that if I

given by (G.1) is different from zero, the same is true for the last integral in (G.5), or
since �Y 2 is real valued, thatZ

f1.x;
p
2/�.x/Y.x/2 dx ¤ 0: (G.6)

One checks by a direct computation that the function

eix
p
2
�
1C

1

2
cosh�2

�x
2

�
C i
p
2 tanh

x

2

�
.1C i

p
2/�1

solves (A.1) with � D
p
2 and is equivalent to eix

p
2 when x goes to C1, so that is

the Jost function f1.x;
p
2/. If one plugs that value in (G.6) and uses the definition

(2.5)–(2.6) of �; Y , one obtains that (G.6) is just a non-zero multiple of (G.1). This
concludes the proof.

G.2 Proof of the non-vanishing of OY2.
p

2/

In order to prove Proposition G.1.1, it remains to show that I given by (G.1) is non-
zero. We compute explicitly this integral by residues.

Lemma G.2.1. One has
I D �

2i�

sinh.�
p
2/
: (G.7)

Proof. Denote

F.z/ D e2iz
p
2
�

cosh2 z C
1

2
C i
p
2 sinh z cosh z

� sinh3 z
cosh7 z

: (G.8)

This is a meromorphic function on C with poles zk D i �2 .2k C 1/, k 2 Z. Let Rk

be the rectangle in the complex plane with vertices at˙k� ,˙k� C ik� for k in N�.
In order to show that

I D 2i�

C1X
kD0

Res.F; zk/ (G.9)

we have to check thatZ 1

0

jF.˙k� C i tk�/jk dt ! 0;

Z 1

�1

jF.tk� C ik�/jk dt ! 0
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when k goes toC1. As F.�Nz/ D �F.z/, we just have to prove

k

Z 1

0

�
jF.k� C i tk�/j C jF.tk� C ik�/j

�
dt ! 0 (G.10)

when k !C1. As F.z/ is a sum of expressions of the form e2iz
p
2 sinhp z

coshq z with p; q
in N, p < q, and boundingˇ̌̌̌

sinhp z
coshq z

ˇ̌̌̌
� e.p�q/Re z

ˇ̌̌̌
.1 � e�2z/p

.1C e�2z/q

ˇ̌̌̌
;

we obtain when 0 � t � 1, k 2 N�,

jF.tk� C ik�/j � e�2k�
p
2�tk� ;

jF.k� C i tk�/j � e�2k�
p
2t�k� .1C e

�2k�/p

.1 � e�2k�/q

from which (G.10) follows.
Using

cosh.zk C w/ D i.�1/k sinhw and sinh.zk C w/ D i.�1/k coshw;

we may write

F.zk C w/ D e
��
p
2.2kC1/G.w/;

G.w/ D e2i
p
2w
�
� sinh2w C

1

2
� i
p
2 sinhw coshw

�cosh3w
sinh7w

so that Res.F; zk/ D e��
p
2.2kC1/ Res.G; 0/. One checks by direct computation that

Res.G; 0/ D �2. It follows that (G.9) is given by

I D �4i�e��
p
2

C1X
kD0

e�2�k
p
2
D �

2i�

sinh.�
p
2/

whence (G.7).
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a.t/ (component of the perturbation of
the kink on the odd eigenfunction
of �@2x C 2V ), 32

a
app
C
.t/ (approximation of aC.t/), 88

a˙ (functions defined in terms of a), 35
Assumption (H1)! , 178
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classical quantization, 168

division lemmas, 253
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Pac (projector on absolutely continuous

spectrum), 31
P.t/ (time depending operator), 230

quantization of multilinear symbols, 168

Sjk.t; v;Q; �/ (kernel of operator), 237
†�;m
a;b

(space of functions of .�; �/), 230e†�;m;m0
a;b

(space of functions), 236
†C (remainder in second decomposition

of uapp
C

), 65
S�;ˇ.M; p/ (space of symbols), 167
S 0
�;ˇ
.M; p/ (space of y-decaying symbols),

167
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S 0N
0

�;ˇ
.M; p/ (space of mild y-decaying

symbols), 167
space-time normal forms, 17

t" (rescaled time), 59
The kink problem, 24

uI (p-uple of functions u˙), 34
u˙ (complex-valued unkown defined

from w), 34
uapp (vector with entries uapp

˙
), 104

u
app
C

(approximate solution), 64

u0
app
C

(first term in decomposition
of uapp
C

), 64
u00

app
C

(second term in decomposition
of uapp
C

), 64
u

app;1
C

(first term in second decomposition
of uapp
C

), 65
u0

app;1
C

(first term in decomposition
of uapp;1
C

), 65

u00
app;1
C

(second term in decomposition
of uapp;1
C

), 65
uI;j (j -th component of uI ), 34
u0app (vector with entries u0app

˙
), 104

QuC (new unknown defined from uC), 88
Qu (vector with entries Qu˙), 104

V.x/ (potential in equation for perturbation
of the kink), 31

V.t/ (time depending operator), 230
very exceptional potential, 156

w (first reduced unknown), 34
wave operator, 156
Weyl calculus, 223
Weyl quantization, 165

Y.x/ (odd eigenfunction of �@2x C 2V ), 31
Y2.x/ (function in �.R/), 61
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