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Abstract

This paper studies the large-eddy simulation of anisothermal low Mach number tur-
bulent channel flows. We consider the large-eddy simulations of the low Mach number
equations in two formulations, the Velocity formulation and the Favre formulation.
In both formulations, we investigate the subgrid-scale modelling of the two most sig-
nificant subgrid terms of the filtered low Mach number equations: the momentum
convection subgrid term and the density-velocity correlation subgrid term. To this
end, the predictions of large-eddy simulations implementing the models are compared
to filtered direct numerical simulations. We address several types of subgrid-scale mod-
els: functional eddy-viscosity or eddy-diffusivity models, structural models, tensorial
models, and dynamic versions of these models. For the momentum convection subgrid
term, we recommend the use of the scale-similarity model and the constant-parameter
or dynamic tensorial anisotropic minimum-dissipation (AMD) model. For the density-
velocity correlation subgrid term, several models are able to improve temperature-
related statistics, for instance the AMD model and the scale-similarity model. More
accurate results are obtained with the Favre formulation than with the Velocity for-
mulation.

1 Introduction

Large-eddy simulation (LES) is a family of methods aiming to predict the time-dependent
three-dimensional fields of large-scale motions in turbulent flows. Large-scale motions are
computed from the resolution of a set of partial differential equations. Small-scale motions,
more computationally expensive to resolve, are accounted for by their modelled effect on
larger scales. The scale separation may be formalised using a low-pass filter to remove
small scales. In this formalism, subgrid-scale models must be involved to close the govern-
ing equations of the filtered fields. The analysis depends on the physical and numerical
configuration of the simulation. For instance, the application of large-eddy simulation to
Rayleigh-Taylor instabilities is reviewed in [70, 71]. Anisothermal wall-bounded flows are
found in many engineering applications, such as heat exchangers, combustion chambers or
propulsion systems. In some applications, as in concentrated solar power plants [55, 9],
the effects of the variations of the fluid properties with temperature should be taken into
account. This paper focuses on the large-eddy simulation of anisothermal wall-bounded
flows at low Mach number.
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Wall-bounded turbulent flows are challenging for large-eddy simulation because of the
intrinsically anisotropic and inhomogeneous dynamics of near-wall turbulence which typi-
cally requires an anisotropic filter. The subgrid-scale modelling should be able to preserve
the driving mechanisms of turbulence near the walls [10, 29]. Energy transfers occur both
spatially and in between scales [37, 28, 14] adding additional effects to the energy cascade
model from the classical theoretical framework of large-eddy simulation in homogeneous
isotropic turbulence [52]. Besides, the suitability of the asymptotic near-wall behaviour of
the subgrid-scale models is crucial to avoid excessive dissipation levels in the near-wall re-
gion [42, 43]. The large-eddy simulation of an isothermal fully-developed channel flow was
studied by numerous authors. Related to our study are the simulations at moderate friction
Reynolds numbers: 180–220 [60, 1, 25, 30, 51, 45, 24, 69], 360–395 [39, 25, 66, 26, 6, 49, 64]
and 556–590 [60, 30, 38, 6, 13, 65, 31, 51, 50, 27, 57].

In strongly anisothermal wall-bounded flows, large-eddy simulations should in addi-
tion be able to represent accurately the interaction between temperature and turbulence.
Large variations of density, viscosity and thermal conductivity are produced by a temper-
ature gradient. This leads to a strong temperature-velocity coupling, notwithstanding the
compressibility effects due to velocity being negligible. Analyses of strongly anisothermal
channel flows have been carried out using large-eddy simulations [11, 34, 35, 54, 55, 56,
53, 47, 48, 63, 8] and direct numerical simulations (DNS) [44, 41, 62, 3, 4, 17, 19, 21].
As the velocity of the fluid is low compared to the speed of sound, the low Mach number
equations may be used to relieve the numerical constraints related to acoustic waves. The
filtering of the low Mach number equations in the context of large-eddy simulation has
been investigated by Dupuy et al. [18], which identified two formulations: the Velocity
formulation and the Favre formulation. The two formulations give rise to specific subgrid
terms. However, the two most significant subgrid terms are in both cases related to the
momentum convection and correlation between density and velocity. The effect of these
subgrid terms is crucial for the prediction of the turbulent fields by large-eddy simulations.
An a priori study of their modelling was conducted by Dupuy et al. [20] using only the
results of direct numerical simulations. However, large-eddy simulations implementing the
models are necessary to assess the consequence of the modelling and numerical errors for
the predictive capability of the models in a simulation.

This paper investigates a posteriori the modelling of the momentum convection subgrid
term and the density-velocity correlation subgrid term in anisothermal turbulent channel
flows. It follows up on a previous paper focused on incompressible isothermal channel flows
[22]. The results are extended both in regard to the importance of the coupling between
temperature and turbulence for the subgrid-scale modelling and to the modelling of the
additional subgrid term related to the correlation between density and velocity. Large-eddy
simulations of fully developed anisothermal channel flows are performed at two friction
Reynolds number, Reτ = 180 and Reτ = 395. In order to facilitate the interpretation of
the results, the large-eddy simulations are compared to direct numerical simulations of the
same geometry [19, 21] filtered at the resolution of the large-eddy simulations. The analysis
relies on the LES formalism introduced by Leonard [33], in which large-eddy simulations
aim to provide resolved fields whose statistics correspond to the statistics of a filtered direct
numerical simulation. Following Dupuy et al. [22], we address the effect of functional eddy-
viscosity or eddy-diffusivity models, structural models, tensorial eddy-viscosity models and
dynamic versions of these models. We verify the applicability of the models for the subgrid
term associated with momentum convection and analyse the modelling of the density-
velocity correlation subgrid term in the Velocity and Favre formulations. The accuracy
of the large-eddy simulation is determined by the physical relevance of the subgrid-scale
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models with regard to the filtering operation and the numerical method. The robustness of
the models to variations of the grid resolution and of the Reynolds numbers is considered.

We give the resolved equations in section 2 and the subgrid-scale models investigated
in section 3. The channel flow configuration and the numerical method are presented in
section 4. The results are discussed in section 5.

2 Filtered low Mach number equations

We consider the large-eddy simulation of the low Mach number equations in two formu-
lations as introduced in Dupuy et al. [18]. The Velocity formulation expresses the filtered
low Mach number equations in terms of variables filtered with the unweighted classical
filter ( · ). The Favre formulation expresses the filtered low Mach number equations us-
ing Favre-filtered variables, that is based on the density-weighted Favre filter ( ·̃ ) defined
for any field ψ as ψ̃ = ρψ/ρ. The two formulations involve a different set of subgrid
terms. However, the two most significant subgrid terms are similar in the two formulations
[15, 16, 18]. In both cases, a subgrid term is related to the nonlinearity of momentum
convection and another related to the correlation of density and velocity. Excluding all
other subgrid terms, the filtered low Mach number equations are given in the Velocity
formulation by:

• Mass conservation equation

∂ρ

∂t
+

∂

∂xj

(
ρUj + FρUj

)
= 0, (1)

• Velocity transport equation

∂Ui
∂t

= −
∂
(
UjUi + FUjUi

)
∂xj

+ Ui
∂Uj
∂xj
− 1

ρ

∂P

∂xi
+

1

ρ

∂Σij(U , T )

∂xj
, (2)

• Energy conservation equation

∂Uj
∂xj

= − 1

γP0

[
(γ − 1)

∂Qj(T )

∂xj
+
∂P0

∂t

]
, (3)

• Ideal gas law

T =
P0

rρ
, (4)

and in the Favre formulation by:

• Mass conservation equation
∂ρ

∂t
+
∂ρŨj
∂xj

= 0, (5)

• Momentum conservation equation

∂ρŨi
∂t

= −
∂
(
ρŨjŨi + ρGUjUi

)
∂xj

− ∂P

∂xi
+
∂Σij(Ũ , T̃ )

∂xj
, (6)
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• Energy conservation equation

∂

∂xj

(
Ũj + ρGUj/ρ

)
= − 1

γP0

[
(γ − 1)

∂Qj(T̃ )

∂xj
+
∂P0

∂t

]
, (7)

• Ideal gas law

T̃ =
P0

ρr
, (8)

with ρ the density, T the temperature, γ the heat capacity ratio, r the ideal gas specific
constant, t the time, P the mechanical pressure, P0 the thermodynamical pressure, Ui
the i-th component of velocity and xi the Cartesian coordinate in i-th direction. Einstein
summation convention is used. The functions Σij(U , T ) and Qj(T ) are used to compute
the shear-stress tensor and conductive heat flux associated with a given velocity and tem-
perature. We assume a Newtonian fluid and Fourier’s law,

Σij(U , T ) = µ(T )

(
∂Ui
∂xj

+
∂Uj
∂xi

)
− 2

3
µ(T )

∂Uk
∂xk

δij , (9)

Qj(T ) = −λ(T )
∂T

∂xj
, (10)

with µ(T ) the dynamic viscosity, λ(T ) the thermal conductivity and δij the Kronecker
delta.

The momentum convection subgrid term is defined as FUjUi = UjUi − UjUi in the Ve-
locity formulation and GUjUi = ŨjUi − ŨjŨi in the Favre formulation. The density-velocity
correlation subgrid term is defined as FρUj = ρUj − ρUj in the Velocity formulation and
GUj/ρ = Ũj/ρ− Ũj/ρ in the Favre formulation. The two formulations are related by the
relation

FρUj

ρ
= −ρGUj/ρ. (11)

The fluid is air. We use Sutherland’s law [61] to compute the viscosity,

µ(T ) = µ0

(
T

T0

) 3
2 T0 + S

T + S
, (12)

with µ0 = 1.716·10−5 Pa s, S = 110.4 K and T0 = 273.15 K. We assume a constant Prandtl
number Pr = 0.76 and heat capacity at constant pressure Cp = 1005 J kg−1 K−1. The
conductivity is deduced from the Prandlt number, the heat capacity at constant pressure
and the viscosity,

λ(T ) =
Cp
Pr

µ(T ). (13)

The ideal gas specific constant is r = 287 J kg−1 K−1.

3 Subgrid-scale models

In order to express the models for the momentum convection subgrid term and the
density-velocity correlation subgrid term in the Velocity and Favre formulations, it is useful
to introduce the following formalism:

FUjUi ≈ τmod
ij (U ,∆), (14)
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GUjUi ≈ τmod
ij (Ũ ,∆), (15)

FρUj ≈ πmod
j (U , ρ,∆), (16)

GUj/ρ ≈ π
mod
j (Ũ , 1/ρ,∆), (17)

where the functions τmod
ij (U ,∆) and πmod

j (U , φ,∆) are model-dependent but do not de-
pend on the formulation. For the momentum convection subgrid term, the same set of
subgrid-scale models as described in Dupuy et al. [22] is compared. This includes func-
tional models, structural models and tensorial models. In this section, we briefly present
each type of modelling and give the construction of corresponding models for the density-
velocity correlation subgrid term.

The functional eddy-viscosity models investigated are the Smagorinsky model [59],
the wall-adapting local eddy-viscosity (WALE) model [42], the Sigma model [43], the
anisotropic minimum-dissipation (AMD) model [50], and the Kobayashi model [30]. For
each of these models, the momentum convection subgrid term is modelled by analogy with
molecular diffusion,

τmod
ij (U ,∆) = − 2νmod

e (g,∆)Sij , (18)

where Sij = 1
2 (gij + gji) is the rate of deformation tensor, g the velocity gradient, de-

fined by gij = ∂jUi, and νmod
e the subgrid-scale viscosity, which depends on the model.

The expressions of the subgrid-scale viscosity for the investigated models are given in ap-
pendix A. Eddy-diffusivity models for the density-velocity correlation subgrid term can be
constructed using the constant subgrid-scale Prandtl or Schmidt number assumption,

πmod
j (U , φ,∆) = − νmod

e (g,d,∆)

Prt
dj , (19)

where d is the scalar gradient, defined by dj = ∂jφ, and Prt the subgrid-scale Prandtl or
Schmidt number. In addition to the Smagorinsky, WALE, Sigma, AMD and Kobayashi
models, we consider the scalar anisotropic minimum-dissipation (SAMD) model [2] for the
subgrid-scale diffusivity. Besides, an anisotropic version of the Smagorinsky model [20] is
constructed using a scaled velocity gradient ga, defined by gaij = Σj(∆j/∆)∂jUi, and a
scaled scalar gradient da, defined by daj = Σj(∆j/∆)∂jφ, to involve one filter length scale
per direction instead of a single filter length scale. Namely, it is expressed for the two
subgrid terms as

τAn.mod
ij (U ,∆) = − 2νmod

e (ga,∆)Saij , (20)

πAn.mod
j (U , φ,∆) = − νmod

e (ga,da,∆)

Prt
daj , (21)

with Saij = 1
2

(
gaij + gaji

)
the scaled rate of deformation tensor. Numerically, the divergence-

related part of the deviatoric rate of deformation tensor is neglected to compute eddy-
viscosity models. In other words, we make the hypothesis

τmod
ij (U ,∆) = −2νmod

e

(
Sij − 1

3Skk
)
≈ −2νmod

e Sij . (22)

which is exact in the incompressible isothermal case and an approximation in the aniso-
thermal case. We verified that this approximation does not affect significantly the results
of the large-eddy simulations.
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The structural subgrid-scale models investigated are the gradient model [33], defined
as

τGrad.
ij (U ,∆) = 1

12C
Grad.Gij(U ,∆) = 1

12C
Grad.∆

2
kgikgjk, (23)

πGrad.
j (U , φ,∆) = 1

12C
Grad.Dj(U ,∆) = 1

12C
Grad.∆

2
kgikdk, (24)

and the scale-similarity model [5], defined as

τSimil.
ij (U ,∆) = CSimil.

(
ÛjUi − Ûj Ûi

)
, (25)

πSimil.
j (U , φ,∆) = CSimil.

(
Ûjφ− Ûj φ̂

)
, (26)

where ·̂ is a test filter explicitly computed in the large-eddy simulation. The constants
CGrad. and CSimil. are introduced to enable the artificial amplification or the reduction of
the magnitude of the models.

The tensorial eddy-viscosity models investigated are based on the product of an eddy-
viscosity model τmod

ij (U ,∆) and a constant second-order tensor H(k)
ij . Namely, they are

models of the form
τH

(k)mod
ij (U ,∆) = H

(k)
ij τ

mod
ij (U ,∆), (27)

where no implicit summations over i and j are assumed. This formulation allows a differ-
ent weighting to the eddy-viscosity assumption for each component of the subgrid-scale
model, giving more freedom to take into account the anisotropy of the flow. It can
equivalently be rewritten using a tensorial eddy-viscosity H

(k)
ij ν

mod
e . Empirically, inter-

esting results are obtained with the tensor H(4)
ij =

[
χxyij ∨ χxzij

]
[22], where [ · ] are Iverson

brackets, evaluating to 1 if the proposition within bracket is satisfied and 0 otherwise,
∧ the logical conjunction (and), ∨ the logical disjunction (or) and with the notation
χabij = (i = a ∧ j = b) ∨ (i = b ∧ j = a). More explicitly, this corresponds to the matrix

H
(4)
ij =

0 1 1
1 0 0
1 0 0

 . (28)

The generalisation of this procedure to the density-velocity correlation subgrid term, al-
though possible, has not been investigated in this paper.

Dynamic models based on each type of modelling may be constructed using the same
general approach, following Germano et al. [23]. We here give the procedure used for the
density-velocity correlation subgrid term, as the generalisation to the momentum convec-
tion subgrid term is trivial and may be found in Dupuy et al. [22]. The dynamic model
constructed from a constant-parameter model πmod

j (U , ρ,∆) is of the form

πdyn,mod
j (U , ρ,∆) = Cdynπmod

j (U , ρ,∆), (29)

where, following the approach of Lilly [36], the parameter Cdyn is computed to minimise the
variance of the residual Ej(U , ρ,∆) = Lj(U , ρ)− Cdynmj(U , ρ,∆). A different dynamic
parameter for each component of the subgrid term may also be used. We refer to this
method as the tensorial dynamic method for the momentum convection subgrid term and
the vectorial dynamic method for the density-velocity correlation subgrid term. As in the
(scalar) dynamic method, the tensorial parameter of the model is computed dynamically
to minimise for all j the variance of the residual [1], leading to a model of the form

πvec,dyn,mod
j (U , ρ,∆) = Cdyn

j πmod
j (U , ρ,∆), (30)
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Reτ Name Number of grid points Dimension of the domain Cell sizes in wall units
Nx ×Ny ×Nz Lx × Ly × Lz ∆+

x ; ∆+
y (0)–∆+

y (h); ∆+
z

180 48B 48× 50× 48 4πh× 2h× 2πh 68 ; 0.50 – 25 ; 34
180 36C 36× 40× 36 4πh× 2h× 2πh 91 ; 2.0 – 22 ; 45
180 24C 24× 28× 24 4πh× 2h× 2πh 136 ; 2.0 – 35 ; 68

180 DNS 384× 266× 384 4πh× 2h× 2πh 8.5 ; 0.13 – 4.2 ; 4.2

395 96B 96× 100× 64 4πh× 2h× (4/3)πh 73 ; 0.50 – 27 ; 36

395 DNS 768× 512× 512 4πh× 2h× (4/3)πh 9.1 ; 0.25 – 4.1 ; 4.6

Table 1 – Computational domain and grid spacing of the DNS meshes and the LES meshes
used at Reτ = 180 and Reτ = 395. The cell sizes in wall units are computed using the
friction velocity of the direct numerical simulations at the cold side.

where no implicit summation over j is assumed. Notice that the dynamic parameter of
equations 29 and 30 are multiplicative constants in front of the entire model. They may
thus be interpreted as an amplification or reduction factor with regard to the constant-
parameter version of the model. For each dynamic procedure, the average 〈 · 〉 can be
computed as a plane average, that is over the homogeneous directions, or as a global
average [46, 68, 32, 7, 58], that is over the volume of the channel. The parameter of plane-
average dynamic procedures is a function of time and the wall-normal coordinate. The
parameter of global-average dynamic procedures is a function of time.

4 Numerical study configuration

4.1 Channel flow configuration

We investigate the large-eddy simulation of a fully developed three-dimensional tur-
bulent channel flow submitted to a temperature gradient. We denote (x) the streamwise
direction, (z) the spanwise direction and (y) the wall-normal direction (figure 1.). The
temperature of the cold wall (y = 0) is T1 = 293 K and the temperature of the hot wall
(y = 2h) is T2 = 586 K. Large-eddy simulations of the channel are carried out at the
mean friction Reynolds number Reτ = 180 and Reτ = 395, where Reτ is the average of
the friction Reynolds number at the cold and hot sides. At Reτ = 180, the domain size is
4πh× 2h× 2πh. At Reτ = 395, the domain size is 4πh× 2h× 4/3πh.

4.2 Numerical settings

Large-eddy simulations of the channel are performed using a finite difference method
in a staggered grid system [40, 41] and a third-order Runge–Kutta time scheme [67]. A
fourth-order centred scheme is used for momentum convection and a second-order centred
scheme is used for momentum diffusion. Direct numerical simulations of the channel have
been carried out using the same numerical method by Dupuy et al. [19] at Reτ = 180
and Dupuy et al. [21] at Reτ = 395. We use three LES meshes at Reτ = 180, referred
to as “48B”, “36C” and “24C”, and one LES mesh at Reτ = 395, referred to as “96B”. The
meshes are uniform in the homogeneous directions and follow a hyperbolic tangent law in
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Figure 1 – Biperiodic anisothermal channel flow.

the wall-normal coordinate direction. The number of grid points and the cell sizes of the
meshes of the large-eddy simulations and the direct numerical simulations are given in table
1. A streamwise volume force f is added to balance viscous dissipation in the large-eddy
simulations and the direct numerical simulations. The same targeted mass flow rate is used
in both cases. The resulting wall shear stress may however be different. Accordingly, the
mass enclosed in the domain is the same in all simulations but the mean thermodynamical
pressure may be different.

4.3 Filtering process

The direct numerical simulations are filtered at the resolution of the large-eddy simu-
lations using a top-hat filter. Following Dupuy et al. [18, 20], the box filter is computed
using a cubic spline interpolation of the DNS data to allow the convenient use of an ar-
bitrary filter size. We also define two test filters to compute dynamic procedures and the
scale-similarity model. “Filter A” is as an average over three cells in the three directions,
approximating a top-hat filter with a filter width three times larger than the local cell size.
“Filter T”, uses the Taylor series expansion of the box filter using the local cell size as the
filter width.

5 Results and discussion

The large-eddy simulations are used to study the relevance of subgrid-scale models for
the momentum convection subgrid term and the density-velocity correlation subgrid term,
of combinations of subgrid-scale models for the two subgrid terms and of the use of the
Velocity and Favre formulations. Before proceeding to the comparison of the subgrid-scale
models, we briefly discuss the simulation of the channel without subgrid-scale model.

To analyse the results, we define the three following scalings:

• The scaling (+), or classical scaling, based on the friction velocity Uτ , the wall kine-
matic viscosity νω and temperature Tω and the friction temperature Tτ ,

y+ =
yUτ
νω

, U+ =
U

Uτ
, T+ =

T − Tω
Tτ

;

• The scaling (◦), based on the channel half-height, the average kinematic viscosity
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1
2(ν1 + ν2) and the temperature difference T2 − T1,

y◦ =
y

h
, U◦ =

Uh
1
2(ν1 + ν2)

, T ◦ =
T − Tω
T2 − T1

;

• The scaling (×), based on the average friction velocity 1
2(Uτ,1 + Uτ,2), the average

kinematic viscosity 1
2(ν1 + ν2) and the average friction temperature 1

2(Tτ,1 + Tτ,2),

y× = y◦, U× =
U

1
2(Uτ,1 + Uτ,2)

, T× =
T − 1

2(T1 + T2)
1
2(Tτ,1 + Tτ,2)

.

In these expressions, Uτ is the friction velocity, defined as Uτ = νω(∂y 〈Ux〉)0.5ω in which
the subscript ω refers to wall values, and Tτ is the friction temperature, defined as Tτ =
λω(∂y 〈T 〉)ω/(ρωCpUτ )

5.1 Simulation without subgrid-scale models

The results of the simulations without subgrid-scale model are compared to direct nu-
merical simulations filtered at the resolution of the simulation meshes. The filtering is
carried out using the classical filter and the Favre filter. The two filters lead to identical
results for the mean streamwise velocity, the mean temperature, the covariance of stream-
wise and wall-normal velocity and the standard deviation of velocity components and of
temperature (figures 2 and 3). The distinction is only relevant for the mean wall-normal
velocity, which is different in the Velocity and Favre formulations. The mean filtered wall-
normal velocity requires a longer averaging time than the other turbulence statistics and is
not well-converged. We may only guess that the mean filtered wall-normal velocity has a
slightly lower amplitude than the mean nonfiltered wall-normal velocity with the classical
filter and a significantly lower amplitude with the Favre filter. This may be seen in figure 4,
in which the convective heat flux 〈Uy(γP0)/(γ − 1)〉 represents up to a constant the mean
wall-normal velocity 〈Uy〉.

The heat flux at the wall is underestimated by all simulations and by the coarser sim-
ulations in particular. This error directly impacts the mean wall-normal velocity. Indeed,
without subgrid-scale models, the energy conservation equation leads with the low Mach
number hypothesis to a balance between the mean wall-normal velocity and the mean local
conductive heat flux,

γP0

γ − 1
〈Uy〉 = − [〈Qy〉 −Q0] , (31)

where Q0 is the conductive heat flux at y = 0 (cold wall). Since the heat flux at the
center of the channel is well predicted by all simulations, the error on the mean wall-
normal velocity is closely related to the error on the wall heat flux (figure 4). The mean
wall-normal velocity appears underestimated if it is compared to the classical-filtered DNS
data. In all simulations, the mean thermodynamical pressure is larger than in the direct
numerical simulation. The error is however not significant compared to the error on the
heat flux, and does not exceed 4% with the mesh 24C at Reτ = 180.

The asymmetry between the profiles of the turbulence statistics at the hot and cold sides
is not captured correctly by the simulations. The mean streamwise velocity is overestimated
at the cold side and underestimated at the hot side (figures 2(a) and 3(a)). Besides, the
amplitude asymmetry between the profiles of the standard deviation of streamwise velocity
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Figure 2 – (Colour online) Comparison of simulations with no subgrid-scale model with
the meshes 24C, 36C and 48B for the profiles of the mean streamwise velocity 〈Ux〉 (a, b),
the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation
of streamwise velocity

√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f) and the standard

deviation of temperature
√
〈T ′2〉 (g, h) at Reτ = 180.
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Figure 3 – (Colour online) Comparison of simulations with no subgrid-scale model with
the mesh 96B for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance
of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise
velocity

√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f) and the standard deviation of tem-

perature
√
〈T ′2〉 (g, h) at Reτ = 395.
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Figure 4 – (Colour online) Comparison of simulations with no subgrid-scale model for
the profiles of the terms of the energy balance (31), namely the conductive heat flux
〈Uy(γP0)/(γ − 1)〉 (“Convection”) and the conductive heat flux 〈−λ(∂T/∂y)〉 (“Conduc-
tion”) with the meshes 24C, 36C and 48B at Reτ = 180 (a) and with the mesh 96B at
Reτ = 395 (b).

at the hot and cold sides is amplified compared to the direct numerical simulation (figures
2(c) and 3(c)). Conversely, the asymmetry is reduced using the filtered DNS data. This
reduction is due to the lower turbulence intensity level at the hot side, leading, in wall
units, to an asymmetry of filtering resolution. The mean temperature is without scaling
overestimated in the bulk of the channel (figures 2(e) and 3(e)). In other words, the
temperature difference to the wall is underestimated at the hot side and overestimated
at the cold side. With the classical scaling, it is overestimated at both the hot and cold
sides given the error on the wall heat flux (figures 2(f) and 3(f)). For the same reason, the
standard deviation of temperature decreases without scaling with mesh derefinement but
increases at the cold side with mesh derefinement with the classical scaling (figures 2(g, h)
and 3(g, h)).

In the following, we will study the simulation of the anisothermal channels with subgrid-
scale models. We first study the modelling of the subgrid term associated with momentum
convection. We then analyse the modelling of the density-velocity correlation subgrid term
and compare the Velocity and Favre formulations.

5.2 Modelling of the momentum convection subgrid term

In this section, we investigate the effect of subgrid-scale models for the momentum
convection subgrid term in the Velocity and Favre formulations. The simulations of this
section do not model the density-velocity correlation subgrid term. Since the density-
velocity correlation subgrid term is not modelled, the Velocity and Favre formulations are
very similar. With the WALE model for instance, the Velocity and Favre formulations
lead to almost identical results at Reτ = 180 (figure 5) and Reτ = 395. Note however that
the Favre formulation tends to predict a slightly lower thermodynamical pressure and wall
heat flux than the Velocity formulation for a given model.

The asymmetry between the hot and cold sides should correctly be taken into account
by the large-eddy simulation. For instance, a good prediction of the mean streamwise
velocity requires an accurate description of the asymmetry of the velocity profile. Without
model, the streamwise velocity is overestimated at the cold side and underestimated at the
hot side. No functional model or structural model is able to rectify this behaviour (figure 6),
although some aggravate it. The scaled velocity requires in addition an accurate prediction
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of the wall shear stress. The functional eddy-viscosity models investigated lead to an
underestimation of the wall shear stress, which is more accurate without model. As seen
in section 5.1, the symmetric filtering of the asymmetric channel leads, in wall units, to an
asymmetry of filtering resolution between the hot and cold sides. The maximum amplitude
of the standard deviation of streamwise velocity at the cold side should be reduced to
correctly handle the excessive amplitude asymmetry found in no-model simulations. This
is achieved by the gradient and scale-similarity models at Reτ = 180 (figure 6) and Reτ =
395 (figure 10). However, the functional WALE, Sigma and AMD models decrease the
maximum value of the standard deviation of wall-normal and spanwise velocity without
similar decrease for streamwise velocity (figure 8). Thus, the turbulence anisotropy is not
well predicted. A larger decrease of the standard deviation of streamwise velocity at the
cold side can be achieved using tensorial eddy-viscosity models, for instance the tensorial
AMD model based on the H(4) tensor or the tensorial global-average dynamic AMD model
(figure 7). This improvement of the results of the simulation is not obtained using tensorial
models based on the Smagorinsky, WALE, Sigma or Kobayashi models and does not occur
using a plane-average or global-average scalar dynamic procedures.

Besides, the modelling of the momentum convection subgrid term has an effect on the
profile of temperature. Without model, the temperature gradient at the wall is under-
estimated. With all functional model investigated, including dynamic versions of these
models, the subgrid-scale viscosity further decreases the temperature gradient at the wall,
deteriorating the prediction of the wall heat flux further away from the filtered DNS pro-
file. Far from the wall on the other hand, functional models improve the temperature
profile compared to the no-model simulation, provided that the parameter of the model
is not too strong. This holds for the meshes 24C, 36C and 48B at Reτ = 180 (figure 9)
and the mesh 96B at Reτ = 395 (figure 10). This is also achieved by the plane-average
dynamic Smagorinsky model and tensorial eddy-viscosity models. The structural gradient
and scale-similarity models do not have a significant effect on the wall heat flux. The
misprediction of the wall heat flux directly impacts the mean wall-normal velocity. The
structural models investigated decrease the mean wall-normal velocity. The functional
models investigated do not have a large effect on the mean wall-normal velocity with the
mesh 48B at Reτ = 180 but lead to a pronounced decrease with the mesh 24C (figure
9). With or without scaling, functional and structural models increase the standard devi-
ation of temperature at the hot and cold sides. An accurate prediction of the temperature
profile, if possible with the models investigated, should come from the modelling of the
density-velocity correlation subgrid term.

5.3 Modelling of the density-velocity correlation subgrid term

In this section, we investigate the effect of subgrid-scale models for the density-velocity
correlation subgrid term in the Velocity and Favre formulations. The simulations of this
section do not model the momentum convection subgrid term. Modelling the density-
velocity correlation subgrid term primarily affects temperature-related statistics, as the
prediction of the wall heat flux, the mean temperature, the mean wall-normal velocity or
the standard deviation of temperature. They may have a small effect on the covariance of
streamwise and wall-normal velocity or the standard deviation of wall-normal and span-
wise velocity but have, in general, a negligible impact on the mean streamwise velocity
and the prediction of the wall shear stress. The density-velocity correlation subgrid term
does not appear in the same equation in the Velocity and Favre equations. Its modelling
has nevertheless a similar effect on the mean temperature and on the standard deviation
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Figure 5 – (Colour online) Comparison of large-eddy simulations with the WALE model
for the momentum convection subgrid term in the Velocity and Favre formulations for
the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and
wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of spanwise velocity

√
〈u′2z 〉 (d),

the mean temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the standard
deviation of temperature

√
〈T ′2〉 (h) at Reτ = 180 with the mesh 48B.
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Figure 6 – (Colour online) Comparison of large-eddy simulations with the WALE, Sigma,
AMD, gradient (Grad) and scale-similarity (Simil) models for the momentum convection
subgrid term in the Velocity formulation for the profiles of the mean streamwise velocity
〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard
deviation of spanwise velocity

√
〈u′2z 〉 (d), the mean temperature 〈T 〉 (e, f), the mean

wall-normal velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) at

Reτ = 180 with the mesh 48B.
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Figure 7 – (Colour online) Comparison of large-eddy simulations with the AMD model,
the tensorial AMD model based on the H(4) tensor (H(4)AMD) and the global-average
(GDAMD) and tensorial global-average (TGDAMD) dynamic AMD models for the mo-
mentum convection subgrid term in the Velocity formulation for the profiles of the mean
streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity
〈u′xu′y〉 (c), the standard deviation of spanwise velocity

√
〈u′2z 〉 (d), the mean temperature

〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the standard deviation of tempera-
ture

√
〈T ′2〉 (h) at Reτ = 180 with the mesh 48B.
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Figure 8 – (Colour online) Comparison of large-eddy simulations with the WALE, Sigma
and AMD models for the momentum convection subgrid term in the Velocity formulation
with the meshes 24C (left) and 36C (right) for the profiles of the standard deviation of
streamwise velocity

√
〈u′2x 〉 (a, b), wall-normal velocity

√
〈u′2y 〉 (c, d) and spanwise velocity√

〈u′2z 〉 (e, f) at Reτ = 180.

of temperature in the Velocity and Favre formulations (figure 11). The effect of the for-
mulation is the greatest on the mean wall-normal velocity. This is consistent with the
fact that the classical-filtered and Favre-filtered statistics are identical except for the mean
wall-normal velocity.

Every model investigated in figures 11–15 increases the wall heat flux compared to the
no-model simulation. This improves the results of the simulation since the wall heat flux
is underestimated without model. At Reτ = 180, the increase is larger with the mesh 24C
than with the mesh 48B, but not sufficiently. Indeed, the DNS wall heat flux is exceeded
with the mesh 48B while still not attained with the mesh 24C using the WALE model with
the parameter CWALE = 0.95 or the scale-similarity model using filter A. In addition, most
models decrease the standard deviation of temperature at the hot and cold sides (figures
11(f)–15(f)). The decrease occurs in the Velocity and Favre formulations but is slightly
more pronounced in the Velocity formulation. These findings hold for functional and struc-
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Figure 9 – (Colour online) Comparison of large-eddy simulations with the WALE, Sigma
and AMD models for the momentum convection subgrid term in the Velocity formulation
with the meshes 24C (left) and 36C (right) for the profiles of the mean temperature 〈T 〉
(a, b, c, d) and the mean wall-normal velocity 〈Uy〉 (e, f) at Reτ = 180.

tural models. However, the effect of the models on turbulence statistics is not very strong
at Reτ = 180 using the same model parameters as for the momentum convection subgrid
term. Larger parameters are required. For functional models, we study parameters corre-
sponding to a subgrid-scale Prandtl or Schmidt number Prt = 0.3. The larger parameter
improves the temperature profile with the WALE model (figure 11). The results are iden-
tical with the Sigma model. The AMD and scalar AMD models lead to similar results
in the Velocity formulation (figure 12). However, they differ in the Favre formulation. In
particular, the AMD model increases the mean wall-normal velocity compared to the no-
model simulation while the scalar AMD model leads to a decrease. The scalar AMD model
behaves as the other functional models while the AMD model is peculiar. The vectorial
global-average dynamic determination of the parameters of functional models decreases the
spanwise component of the models and increase the streamwise contribution, compared to
the constant-parameter versions (table 2). Similar dynamic parameters are obtained in
the Velocity and Favre formulations. This does not modify significantly the effect of the
model on the turbulence statistics (figure 13). As functional models, the classical gradient
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Figure 10 – (Colour online) Comparison of large-eddy simulations with the WALE, Sigma,
AMD, gradient (Grad) and scale-similarity (Simil) models for the momentum convection
subgrid term in the Velocity formulation for the profiles of the mean streamwise velocity
〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard
deviation of spanwise velocity

√
〈u′2z 〉 (d), the mean temperature 〈T 〉 (e, f), the mean

wall-normal velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) at

Reτ = 395 with the mesh 96B.
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Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

Velocity formulation︷ ︸︸ ︷ Favre formulation︷ ︸︸ ︷
x y z x y z

Smag. 12.976 (0.841) 0.021 (0.001) 0.184 (0.061) 13.405 (0.871) 0.005 (0.000) 0.165 (0.065)
WALE −0.737 (0.230) 0.609 (0.028) 0.165 (0.026) −0.785 (0.289) 0.606 (0.029) 0.167 (0.027)
Sigma 2.348 (0.413) 0.840 (0.028) 0.372 (0.050) 2.415 (0.429) 0.834 (0.030) 0.366 (0.050)
AMD 2.101 (0.200) 0.356 (0.018) 0.167 (0.031) 2.237 (0.232) 0.360 (0.019) 0.156 (0.031)
SAMD 1.571 (0.262) 0.563 (0.019) 0.226 (0.029) 1.692 (0.281) 0.549 (0.020) 0.220 (0.031)
Kobayashi 5.067 (0.433) 0.747 (0.037) 0.565 (0.070) 5.125 (0.452) 0.752 (0.037) 0.561 (0.071)
An. Smag. 8.233 (0.671) 2.609 (0.126) 0.462 (0.119) 8.585 (0.729) 2.548 (0.158) 0.396 (0.129)

Table 2 – Average and normalised standard deviation of the dynamic parameters of the
large-eddy simulations with the vectorial global-average dynamic Smagorinsky (Smag.),
WALE, Sigma, AMD, Scalar AMD (SAMD), Kobayashi and Anisotropic Smagorinsky
(An. Smag.) models in the Velocity and Favre formulations at Reτ = 180 with the mesh
48B.

model (figure 14) and scale-similarity model (figure 15) have a limited impact on the flow.
To amplify the models, we study the scale-similarity model using filter A and the gradient
model using CGrad. = 2 and using CGrad. = 9, filtered to improve the stability of the
simulation. We obtain large increase of the wall heat flux and decrease of the standard
deviation of temperature. The covariance of streamwise and wall-normal velocity and the
standard deviation of wall-normal velocity are also affected. While the amplification of
a functional model can be justified using a low subgrid-scale Prandtl or Schmidt number
assumption, the amplification of structural models is theoretically not founded.

The above observations suggest that the model for the density-velocity correlation
subgrid term is useful and necessary for an accurate prediction of the temperature field. On
the other hand, it cannot improve significantly the deficiencies of the section 5.2 regarding
statistics not directly related to temperature.

5.4 Modelling of the momentum convection subgrid term and the density-
velocity subgrid term

In this section, we investigate large-eddy simulation combining models for the momen-
tum convection subgrid term and models for the density-velocity correlation subgrid term.
Two sets of simulations are carried out. In the first set of simulations, the two subgrid
terms use the same model. In the second set of simulations, the momentum convection
subgrid term is the tensorial AMD model based on the H(4) tensor (H(4)AMD model) and
another model is used for the density-velocity correlation subgrid term.

As suggested by the separate study of the two subgrid terms in section 5.2 and 5.3, the
modelling of the two subgrid terms with a functional model is not appropriate. The WALE
model for instance underestimates the wall shear stress and heat flux and overestimates the
standard deviation of streamwise velocity and of temperature with the meshes 24C, 36C
and 48B at Reτ = 180 (figure 17) or with the mesh 96B at Reτ = 395. The predictions are
in this regard less accurate than with a no-model simulation. These unsatisfactory results
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can mainly be attributed to the functional modelling of the momentum convection subgrid
term. The functional modelling of the density-velocity correlation subgrid term decreases
the mean temperature and the standard deviation of temperature, bringing the results
closer to those of the filtered direct numerical simulation. This holds in the Velocity and
Favre formulations. The formulation has a small effect on most turbulence statistics but
has a large influence on the mean wall-normal velocity, which is different in the Velocity
and Favre formulations. The global-average dynamic procedure provides a less arbitrary
determination of the model parameters but the local behaviour of the model is not modi-
fied. The plane-average dynamic procedure is only applicable to the Smagorinsky model.
The tensorial global-average dynamic procedure is applicable to all functional models in-
vestigated and may alter favorably the behaviour of the model. In particular, significant
improvements are observed for all turbulence statistics using the tensorial global-average
dynamic AMD model for the momentum convection subgrid term and the density-velocity
correlation subgrid term compared to the constant-parameter or global-average versions
(figure 18).

The H(4)AMD model is one of the most satisfactory models for the momentum con-
vection subgrid term. This model is combined with several models for the density-velocity
correlation subgrid term. As expected, the modelling of the density-velocity correlation
subgrid term increases the wall heat flux and reduces the standard deviation of tempera-
ture. The effect of the model is lower than in simulation without model for the momentum
convection subgrid term. At Reτ = 180, the H(4)AMD model decreases the prediction of
the wall heat flux compared to the no-model simulation. A strong increase from the density-
velocity correlation subgrid term is thus required. This may for instance be achieved with
the AMD or scalar AMD model using CSAMD = 0.90 or with the scale-similarity model
using filter A. With these two models, the wall heat flux and the mean wall-normal velocity
is in the Velocity formulation increased significantly up to the level of the direct numeri-
cal simulation with the meshes 48B (figure 19) and 36C (figure 20). With the mesh 24C
(figure 21), the effect of the models is no longer sufficient to obtain an accurate prediction
of the wall heat flux. At Reτ = 395, the H(4)AMD model increases the prediction of the
wall heat flux compared to the no-model simulation. The heat flux increase provided by
the AMD or scalar AMD model using CSAMD = 0.90 or the scale-similarity model using
filter A is now excessive (figure 22). In other words, a lower parameter is preferable at
Reτ = 395 compared to Reτ = 180. This has been repeatedly seen in the literature [see
for instance 43, 24]. To address this issue, the subgrid-scale model for the momentum
convection subgrid term should be less dependent on the friction Reynolds number. The
modelling of the density-velocity correlation subgrid term affects more heavily the temper-
ature profile at the cold side in the Favre formulation than in the Velocity formulation,
while the opposite is true at the hot side. Since the scaled profile of temperature is without
model more accurate at the hot side than at the cold side for all simulations, the Favre
formulation gives a more accurate scaled temperature profile than the Velocity formula-
tion. In addition, the streamwise velocity is less overestimated at the cold side in the Favre
formulation than in the Velocity formulation, the profile of the covariance of streamwise
and wall-normal velocity is closer to the DNS profile at the center of the channel and
the predicted mean thermodynamical pressure less overestimated. In both formulations,
the standard deviation of temperature is decreased excessively to a lower level than the
filtered DNS profile. The isotemperature suface given in figure 16 show that the filtered
direct numerical simulation and the large-eddy simulation both have a much lower number
of small scales than the direct numerical simulation. However, the isosurface is clearly
less irregular in the large-eddy simulation than in the filtered direct numerical simulation.
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Similar results are obtained with most subgrid-scale models.

All in all, while none of the model combinations investigated is able to properly re-
produce the asymmetry between the hot and cold sides, some improvements are achieved
compared to the no-model case. For the momentum convection subgrid term, interest-
ing results are obtained with the scale-similarity model and the constant-parameter or
dynamic tensorial AMD model. Most models investigated seem suitable for the density-
velocity correlation subgrid term. For instance, the AMD model or the scale-similarity
models can be used. We recommend the use of the Favre formulation rather than the
Velocity formulation.

6 Conclusion

The large-eddy simulation of a turbulent anisothermal channel flow shows the challenge
presented by the subgrid-scale modelling of shear flows. In this study, the subgrid-scale
modelling is addressed from the filtering of the low Mach number equations in two formu-
lations, the Velocity formulation and the Favre formulation. Only the two most significant
subgrid terms are considered, the momentum convection subgrid term and the density-
velocity correlation subgrid term. Within the Reynolds number range investigated, the
functional modelling of the momentum convection subgrid term do not properly reproduce
the asymmetry between the hot and cold sides. Besides, the heat flux at the wall is under-
estimated and the turbulence anisotropy is misrepresented because the models do not have
the same effect on the standard deviation of streamwise velocity as on the wall-normal
and spanwise components. Alternative modelling approaches, such as structural models,
tensorial models and tensorial global-average dynamic functional models, can improve the
results. However, the effect of these models is not in full accord with the filtered direct
numerical simulations and is not amplified as expected upon mesh derefinement. The mod-
elling of the other subgrid terms seems necessary for an accurate prediction of the flow.
In particular, the modelling of the density-velocity correlation subgrid term is useful and
beneficial for the prediction of temperature-related statistics, although it does not signif-
icantly alter the velocity field. It has a smaller impact on the flow than the momentum
convection subgrid term. Functional models propose a relevant modelling approach for the
density-velocity correlation subgrid term since it influences the turbulence statistics pos-
itively. Structural models are also relevant. A subgrid-scale Prandtl or Schmidt number
lower than 0.9 was found advisable in order to intensify sufficiently the effect of the model,
especially at low Reynolds number. However, the accurate prediction of the flow requires
the agreement of the strength of the model with the effect of the model for the momen-
tum convection subgrid term. The Velocity and Favre formulations give almost identical
results if only the momentum convection subgrid term is modelled. If the density-velocity
correlation subgrid term is taken into account, the formulations primarily affects the mean
wall-normal velocity. The results suggest that the Favre formulation is preferable to the
Velocity formulation for an accurate prediction of the mean temperature.
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A Expressions of the subgrid-scale viscosity

This appendix gives the subgrid-scale viscosity for the investigated functional models,

Smagorinsky model [59]:

νSmag.
e (g,∆) =

(
CSmag.∆

)2 |S| , (32)

Wall-adapting local eddy-viscosity (WALE) model [42]:

νWALE
e (g,∆) =

(
CWALE∆

)2 (
SdijSdij

)3
2

(SmnSmn)
5
2 + (SdmnSdmn)

5
4

, (33)

Sigma model [43]:

νSigma
e (g,∆) =

(
CSigma∆

)2 σ3 (σ1 − σ2) (σ2 − σ3)
σ21

, (34)

Anisotropic minimum-dissipation (AMD) model [50]:

νAMD
e (g,∆) = CAMDmax(0,−GijSij)

gmngmn
, (35)

Scalar anisotropic minimum-dissipation (SAMD) model [2]:

νSAMD
e (g,d,∆) = CSAMDmax(0,−Djdj)

dmdm
, (36)

Kobayashi model [30]:

νKoba.
e (g,∆) = CKoba.∆

2 |Fg|
3
2 (1− Fg) |S| , (37)

where |S| =
√

2SijSij is a norm of S, Sdij = 1
2 (gikgkj + gjkgki) − 1

3gkpgpkδij the traceless
symmetric part of the squared velocity gradient tensor, σ1 ≥ σ2 ≥ σ3 the three singular
values of g, Gij = ∆

2
kgikgjk the gradient model for the subgrid term associated with mo-

mentum convection, IIG = 1
2

(
tr2 (G)− tr

(
G2
))

its second invariant, Dj = ∆
2
kgjkdk the

gradient model for the density-velocity correlation subgrid term, Rij = βigjj the volumetric
strain-stretching, with β = (S23, S13, S12), and Fg = (ΩijΩij − SijSij) / (ΩmnΩmn + SmnSmn)
the coherent structure function, with Ωij = 1

2 (gij − gji) the spin tensor or rate of rotation
tensor. Unless stated otherwise, we implicitly use the model parameters CSmag. = 0.10,
CWALE = 0.55, CSigma = 1.5, CAMD = 0.3 and CKoba. = 0.045 and a subgrid-scale Prandtl
or Schmidt number Prt = 0.9. The filter length scale is computed following Deardorff [12]
as ∆ = (∆x∆y∆z)

1/3.
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Figure 11 – (Colour online) Comparison of large-eddy simulations with the WALE model
for the density-velocity correlation subgrid term in the Velocity and Favre formulations
for the profiles of the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (a), the
standard deviation of spanwise velocity

√
〈u′2z 〉 (b), the mean temperature 〈T 〉 (c, d), the

mean wall-normal velocity 〈Uy〉 (e) and the standard deviation of temperature
√
〈T ′2〉 (f)

at Reτ = 180 with the mesh 48B.
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Figure 12 – (Colour online) Comparison of large-eddy simulations with the AMD and scalar
AMD (SAMD) model for the density-velocity correlation subgrid term in the Velocity
and Favre formulations for the profiles of the covariance of streamwise and wall-normal
velocity 〈u′xu′y〉 (a), the standard deviation of spanwise velocity

√
〈u′2z 〉 (b), the mean

temperature 〈T 〉 (c, d), the mean wall-normal velocity 〈Uy〉 (e) and the standard deviation
of temperature

√
〈T ′2〉 (f) at Reτ = 180 with the mesh 48B. For clarity, the profiles are

presented as differences from the baseline nonfiltered direct numerical simulation.
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Figure 13 – (Colour online) Comparison of large-eddy simulations with the vectorial global-
average dynamic Smagorinsky (TGDSmag), WALE (TGDWALE), Sigma (TGDSigma),
AMD (TGDAMD), Kobayashi (TGDKoba) and Anisotropic Smagorinsky (TGDAnSmag)
models for the density-velocity correlation subgrid term in the Velocity formulation for the
profiles of the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (a), the standard
deviation of spanwise velocity

√
〈u′2z 〉 (b), the mean temperature 〈T 〉 (c, d), the mean

wall-normal velocity 〈Uy〉 (e) and the standard deviation of temperature
√
〈T ′2〉 (f) at

Reτ = 180 with the mesh 48B. For clarity, the profiles are presented as differences from
the baseline nonfiltered direct numerical simulation.
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Figure 14 – (Colour online) Comparison of large-eddy simulations with the gradient model
using CGrad. = 1 and CGrad. = 2 and the filtered gradient model using CGrad. = 2 and
CGrad. = 9 for the density-velocity correlation subgrid term in the Velocity formulation
for the profiles of the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (a), the
standard deviation of spanwise velocity

√
〈u′2z 〉 (b), the mean temperature 〈T 〉 (c, d), the

mean wall-normal velocity 〈Uy〉 (e) and the standard deviation of temperature
√
〈T ′2〉 (f)

at Reτ = 180 with the mesh 48B. For clarity, the profiles are presented as differences from
the baseline nonfiltered direct numerical simulation.
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Figure 15 – (Colour online) Comparison of large-eddy simulations with the scale-similarity
model using filter T and filter A for the density-velocity correlation subgrid term in the Ve-
locity formulation for the profiles of the covariance of streamwise and wall-normal velocity
〈u′xu′y〉 (a), the standard deviation of spanwise velocity

√
〈u′2z 〉 (b), the mean temperature

〈T 〉 (c, d), the mean wall-normal velocity 〈Uy〉 (e) and the standard deviation of tempera-
ture

√
〈T ′2〉 (f) at Reτ = 180 with the mesh 48B. For clarity, the profiles are presented as

differences from the baseline nonfiltered direct numerical simulation.
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(a)

(b)

(c)

Figure 16 – Isosurface of the temperature 400 K for the nonfiltered direct numerical simula-
tion (a), the filtered direct numerical simulation (b) and the large-eddy simulation with the
H(4)AMDmodel for the momentum convection subgrid term and the scale-similarity model
for the density-velocity correlation subgrid term in the Velocity formulation at Reτ = 180
(c). Note that in this figure the filtered direct numerical simulation is sampled at the same
resolution as the nonfiltered direct numerical simulation.
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Figure 17 – (Colour online) Comparison of large-eddy simulations with the WALE model
for the momentum convection subgrid term and the density-velocity correlation subgrid
term with the meshes 24C, 36C and 48B in the Velocity formulation for the profiles of
the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-normal
velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d), the mean

temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the standard deviation
of temperature

√
〈T ′2〉 (h) at Reτ = 180.
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Figure 18 – (Colour online) Comparison of large-eddy simulations with the tensorial/vec-
torial global-average dynamic AMD (TGDAMD) model for either the momentum convec-
tion subgrid term alone or both the momentum convection subgrid term and the density-
velocity correlation subgrid term in the Velocity and Favre formulations for the profiles of
the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-normal
velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d), the mean

temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the standard deviation
of temperature

√
〈T ′2〉 (h) at Reτ = 180 with the mesh 48B.
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Figure 19 – (Colour online) Comparison of large-eddy simulations with the tensorial AMD
model based on the H(4) tensor (H(4)AMD) for the momentum convection subgrid term
and the scalar AMD model (SAMD) or the scale-similarity model (Simil) using filter A
for the density-velocity correlation subgrid term in the Velocity and Favre formulations for
the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and
wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d),

the mean temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the standard
deviation of temperature

√
〈T ′2〉 (h) at Reτ = 180 with the mesh 48B.
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Figure 20 – (Colour online) Comparison of large-eddy simulations with the tensorial AMD
model based on the H(4) tensor (H(4)AMD) for the momentum convection subgrid term
and the scalar AMD model (SAMD) or the scale-similarity model (Simil) using filter A
for the density-velocity correlation subgrid term in the Velocity and Favre formulations
for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise
and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉

(d), the mean temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the
standard deviation of temperature

√
〈T ′2〉 (h) at Reτ = 180 with the mesh 36C. For clarity,

the profiles are presented as differences from the baseline nonfiltered direct numerical
simulation.
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Figure 21 – (Colour online) Comparison of large-eddy simulations with the tensorial AMD
model based on the H(4) tensor (H(4)AMD) for the momentum convection subgrid term
and the scalar AMD model (SAMD) or the scale-similarity model (Simil) using filter A
for the density-velocity correlation subgrid term in the Velocity and Favre formulations
for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise
and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉

(d), the mean temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the
standard deviation of temperature

√
〈T ′2〉 (h) at Reτ = 180 with the mesh 24C. For clarity,

the profiles are presented as differences from the baseline nonfiltered direct numerical
simulation.
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Figure 22 – (Colour online) Comparison of large-eddy simulations with the tensorial AMD
model based on the H(4) tensor (H(4)AMD) for the momentum convection subgrid term
and the scalar AMD model (SAMD) or the scale-similarity model (Simil) using filter A
for the density-velocity correlation subgrid term in the Velocity and Favre formulations
for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise
and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉

(d), the mean temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the
standard deviation of temperature

√
〈T ′2〉 (h) at Reτ = 395 with the mesh 96B. For clarity,

the profiles are presented as differences from the baseline nonfiltered direct numerical
simulation.
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