
HAL Id: hal-02783261
https://hal.science/hal-02783261v1

Submitted on 4 Jun 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Creep behavior identification of an environmental
barrier coating using full-field measurements

Thibaut Archer, Myriam Berny, Pierre Beauchêne, François Hild

To cite this version:
Thibaut Archer, Myriam Berny, Pierre Beauchêne, François Hild. Creep behavior identification of
an environmental barrier coating using full-field measurements. Journal of the European Ceramic
Society, 2020, 40 (15), pp.5704-5718. �10.1016/j.jeurceramsoc.2020.06.009�. �hal-02783261�

https://hal.science/hal-02783261v1
https://hal.archives-ouvertes.fr


 1 

Creep behavior identification of an 

environmental barrier coating using full-field 

measurements 

 

Thibaut ARCHERabc, Myriam BERNYac, Pierre BEAUCHÊNEb, 

François HILDc 

 

aSAFRAN Ceramics, a technology platform of Safran Tech, 

Mérignac, France 

bONERA, 29 avenue de la Division Leclerc, 92320 

Châtillon, France 

cUniversité Paris-Saclay, ENS Paris-Saclay, CNRS,  

LMT – Laboratoire de Mécanique et Technologie, 

Cachan, France 

 

Abstract: For the use of thermal and environmental barrier 

coating (T/EBC) with ceramic matrix composites, it is 

crucial to master the behavior under (extreme) environments 

representative of the hot section of engine turbines. An 

experimental setup to simulate such thermal loading has been 

developed with various diagnostics enabling for kinematic 

and thermal field measurements, which are used to drive a 

finite element model and estimate thermomechanical 

properties such as creep parameters. 
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1 Introduction 

Environmental barrier coatings (EBCs) have been developed 

for challenging environments such as gas turbine engines to 

improve fuel efficiency [1], [2]. Substantial gains may 

still be achieved with increasing operating temperatures in 

the high-pressure turbine section but require new 

generations of materials to replace the current, internally 

cooled, superalloy structures. Among various candidates, 

ceramic matrix composites (CMCs) are currently considered 

as an attractive option due to their high temperature 

resistance and low density [3]–[5]. However, the presence 

of water vapor leads to rapid surface recession [6]–[8], 

hence the development of protective coatings not only to 

withstand higher temperatures but also to ensure 

environmental stability with a low recession rate [9], [10]. 

Another concern about EBCs is about both quasi-static 

and time-dependent mechanical properties, which are crucial 

to understand failure modes and develop reliable systems. 

Thermal cycling at high temperatures induces creep and 

sintering, thereby resulting in through-thickness cracking 

during cooling [11], [12], which may accelerate coating 

failure. It is therefore essential to know the 

thermomechanical behavior of EBCs. Among existing 

techniques, Zhu and Miller [13] have determined sintering 

and low-stress creep parameters using a dilatometer in 

isothermal conditions on self-supported ceramic coatings. 

The results appeared to be similar to those obtained with 

laser creep/sintering tests [12], where the system was 

uniformly heated on the coating surface, and high 

temperature mechanical tests [14], [15]. 

In all those cases, in order to identify and validate 

constitutive laws, comparisons between experiments and 

modeling are required, hence the development of various 

identification methods [16], some of them based on full-
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field measurements [17]. Among these techniques, Finite 

Element Model Updating (FEMU) is widely used [18]–[21]. It 

is an iterative method based on the minimization of the norm 

of residuals between numerical and experimental data that 

can be displacement fields (FEMU-U), load levels (FEMU-F) 

or combinations of both (FEMU-UF) for instance [17]. Last, 

in addition to using measured displacement fields as raw 

data, some works [20]–[22] have proposed weighted FEMU based 

on the covariance matrix of measurement errors, which is 

considered in this study as well.  

In the following, a high temperature test on an 

environmental barrier coated CMC is first presented. Full-

field measurement techniques at high temperature are then 

introduced with infrared thermography and Digital Image 

Correlation (DIC). Last, the calibration of creep parameters 

is proposed using sequentially FEMU based on displacement 

and temperature fields. 

2 Materials and experimental set-up 

2.1 Tested materials 

The tested sample is a ca. 3 mm thick CERASEP® A600 SiC/SiC 

composite made by SAFRAN Ceramics, whose length and width 

are respectively 95 and 20 mm. The substrate is then coated 

with a thin layer of (Si) bond coat, and finally with an 

EBC made of rare earth silicate. The length of the coated 

surface is 86 mm. The system is then heated in a furnace to 

stabilize the coating. 

As mentioned before, the nonlinear behavior of the 

coating is essential to understand and quantify failure 

modes. In order to describe primary creep, a Norton-Bailey 

law is commonly used [11], [12], [14] 

 



 4 

𝜀̅̇𝑐𝑟 = 𝐴𝑟0 ∙  𝑒−
𝐸𝑎
𝑅𝑇   ∙ �̃�𝑛  ∙ 𝑡𝑚 

(1) 

with 

𝜀̅̇𝑐𝑟 = √
2

3
�̇�𝑐𝑟: �̇�𝑐𝑟 

(2) 

where 𝜀̅̇𝑐𝑟 is the equivalent creep strain rate, �̇�𝑐𝑟 the creep 

strain tensor, 𝐴𝑟0 the pre-exponential factor, 𝐸𝑎 the creep 

activation energy, 𝑅 the gas constant, 𝑇 the absolute 

temperature, �̃� the Von mises equivalent stress, 𝑛 the creep 

stress exponent, 𝑡 time and 𝑚 the creep time exponent. 

In the following, the initial value of the creep stress 

exponent 𝑛 and time exponent 𝑚 were taken from Ref. [23] 

for a similar material (i.e., 𝑛 = 0.9 and 𝑚 = 0.78). Over the 

investigated temperature range, the creep activation energy 

was provided by Safran and is equal to 272 ± 27 kJ/mol. 

2.2 Experimental set-up and performed test 

Figure 1 displays a high power (3kW) high heat flux CO2 

laser locally heating the sample described in Section 2.1. 

This thermal loading induces multiaxial (in-plane and 

through-thickness) thermal gradients. Under such 

conditions, the material expands and deflects. To measure 

the thermomechanical fields of the sample, the top surface 

is monitored using a middle-wave infrared (IR) camera (FLIR 

X6580sc) for temperature fields, a visible light camera (AVT 

Pike-421 with 4/80 lens and 41 mm extension ring) is 

positioned to measure the edge motion of the sample thanks 

to LED lighting (GS VITEC Multiled PT). The backside is 

monitored using bichromatic (IGAR6, Lumasens) and 

monochromatic (MI3, Raytek) pyrometers. 
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FIGURE 1: High temperature test monitored with infrared and 

visible light cameras 

The test consists of three heating steps, each applied 

for 1 h. The maximum temperature is limited to 1350°C in 

order to avoid sintering of the coating, the latter would 

induce variations in Young’s modulus [24]. During the test, 

thermal and visible light images were continuously acquired 

with a period of 2s. Figure 2 shows the laser power, 

dimensionless front and backside temperature profiles.  

 

FIGURE 2: Laser power in green, dimensionless temperature profiles 

measured by the infrared camera in red and by the pyrometer in blue 

during the test 

Hardware parameters of the optical and infrared systems 

are summarized in Table 1 and Table 2. 
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TABLE 1: DIC hardware parameters 

Camera 
AVT PIKE F-421 (monochrome 

detector) 

Camera definition 2048 x 2048 pixels 

Filter 
Schneider Kreuznach Band pass 

Filter, BP 540-70 HT 

Grey Levels 

amplitude 
8 bits 

Lens Schneider Kreuznach 2.8/50 

Field of view see text 

Image scale see text 

Image acquisition 

rate 
0.5 fps 

Exposure time 25 ms 

 

TABLE 2: IR hardware parameters 

Camera FLIR X6580SC 

Camera definition 640 x 512 pixels 

Digital Levels 

amplitude 
14 bits 

Field of view see text 

Pixel size 200 µm 

Image acquisition 

rate 
0.5 fps 

Integration time 30 µs 

3 Full field measurements at high temperature 

In this section, measurement of temperature and displacement 

fields are first detailed in a generic way, and then applied 

to the test described in the previous section.  
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3.1 Temperature field measurement 

3.1.1 Calibration 

Accurate temperature field measurement is essential not only 

to control the maximum temperature but also to estimate 

thermal gradients (i.e. the stress level). In quantitative 

monochromatic thermography, the knowledge of the emissivity 

is required to assess the true temperature 

𝐿𝜆(𝑇) = 𝐿𝜆
0(𝑇𝑅) = 𝜀𝜆(𝑇) 𝐿𝜆

0(𝑇) (3) 

 

where 𝐿𝜆 is the spectral radiance, 𝑇 the true absolute 

temperature, 𝐿𝜆
0
 the blackbody spectral radiance, 𝑇𝑅 the 

radiance or blackbody temperature, and 𝜀𝜆 the spectral 

emissivity. As the device used to measure temperature fields 

is a middle wavelength infrared camera [3 µm ; 5 µm] with a 

band-pass filter at 4 µm, the emissivity has been measured 

by CEMHTI (Orléans, France) [25], [26] and is shown in 

Figure 3, at this wavelength, from a few hundred degrees 

Celsius to the same maximum temperature as in Figure 2. The 

measured total emissivity is also plotted and will be used 

in Section 4.1.1. 

 

FIGURE 3: Spectral emissivity at 4 µm and total emissivity measured 

on the environmental barrier coating 
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The sensor is sensitive to the radiant flux coming from the 

thermal scene, which is converted into digital levels (DL) 

and then translated into temperature with the emissivity of 

the observed surface. Digital levels are expressed with a 

calibration law [27] as 

𝑈 = 𝑠 [𝜑𝑜(𝑇) + 𝜑𝑒(𝑇) + 𝑘(𝑇𝑐𝑎𝑚
4 − 𝑇𝑑

4) ] 𝐼𝑇 + 𝑈0 (4) 

 

where 𝑈 is the measured tension, 𝑠 the sensitivity of the 

sensor, 𝜑𝑜(𝑇) the radiant flux coming from the object, 𝜑𝑒(𝑇) 

the radiant flux coming from the environment, 𝑘(𝑇𝑐𝑎𝑚
4 − 𝑇𝑑

4) the 

radiant flux coming from the camera housing, 𝐼𝑇 the 

integration time, and 𝑈0 a digital offset.  

The global radiant flux is expressed in Equation (4) 

as the sum of three contributions. In this case, given the 

range of temperature, the radiant flux from the object is 

prevalent. In addition, because of the band-pass filter, 

the camera is monochromatic and the radiant flux from the 

object can be directly related with Planck’s law for a 

blackbody. These assumptions lead to some simplifications 

of Equation (4)  

𝑈 = 𝑝 ∙ [
𝐶1𝜆−5

𝑒
(

𝐶2
𝜆𝑇

)
− 1

 ] ∙ 𝐼𝑇 + 𝑈0 (5) 

 

with 𝑝 and 𝑈0 constants to identify, 𝐶1 and 𝐶2 parameters of 

Planck’s equation. This calibration expression is then 

identified with the manufacturer data on a blackbody for 

several integration times as shown in Figure 4. The good 

agreement enables for the use of Equation (5) on the real 

material. 
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FIGURE 4: Calibration data by FLIR® manufacturer and estimation 

for several integration times 

Last, for a tested sample the emissivity of which is 

known in the same conditions, depending on the temperature 

and at the wavelength of the band-pass filter, Equation (5) 

becomes 

𝑈 = 𝑝 ∗ [ 𝜖(𝑇, 𝜆) ∗
C1λ−5

e
(

C2
λT

)
− 1

 ] ∗ 𝐼𝑇 + 𝑈0 (6) 

 

To check all these assumptions, residuals between a 

temperature field rebuilt using Equation (6) and the built-

in calibration data for an emissivity of 0.5, and an 

integration time of 25 µs are shown in Figure 5(b) for a 

heating with high thermal gradients (Figure 5(a)). 

heterogeneous residuals are observed with maximum values at 

both highest and lowest DLs, which is explained for low 

temperatures by getting close to the lower bound of the 

calibration range.  
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(a) (b) 

FIGURE 5: (a) DL field measured on the studied EBC, 

and (b) residuals (°C) between Equation (6) and  

the manufacturer calibration data 

3.1.2 Application to the test 

Figure 6 shows the three average temperature fields during 

the steady state heating steps. This range of temperatures 

is included in the calibration range described in the 

previous section. It is also worth noting that the laser 

beam is smaller than the width of the sample, thereby 

generating high surface thermal gradients and 

thermomechanical stresses different from isothermal 

conditions. 
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FIGURE 6: Average dimensionless temperature fields at the three 

stabilized heating steps 

3.2 Digital image correlation at high temperatures 

DIC was used numerous times as a non-contacting full-field 

measurement technique [17] at room temperature [28]. It has 

been proven to be efficient in high temperature tests since 

the pioneering work of Lyons et al. [29] where the authors 

tested samples up to 650°C. Tests were then performed at 

higher temperatures with DIC. Pan et al. [30], Grant et al. 

[30] reached temperatures as high as 1200°C, Leplay et al. 

reached 1350°C [32], Novak and Zok [33] 1500°C. These works 

highlighted some challenges:  

- Gray level conservation may be violated. To circumvent 

this issue, filtering thermal radiations via lighting 

with band-pass filters is one possible experimental 

solution [30], [31], [33]. Brighness and contrast 

corrections during the DIC procedure is another route, 

be it for local DIC [28] or global approaches [34]–

[36]. 

- Fluctuations due to heat haze effects impact the 

measurement by creating artifacts of the optical path. 

Using forced air flux [29], [33], or spatiotemporal 

DIC [37], [38] are two possible solutions to mitigate 

these effects. 
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- For stability, high temperature speckles are required. 

Various coatings made of nitride and aluminum oxides 

[29], or cobalt oxide mixed with inorganic adhesive 

[30] have been used. High temperature powders are 

another potentially durable solution [39], [40]. 

3.2.1 Global DIC framework 

Global DIC considers the minimization of the gray level 

residuals over the whole region of interest (ROI). It 

ensures continuity of the displacement fields, which is 

assumed to be true in this work. The gray level conservation 

at any pixel location reads 

 

𝑔(𝒙 + 𝒖(𝒙)) = 𝑓(𝒙) (7) 

 

where 𝑓 is the gray level image in the reference 

configuration, 𝑔 in the deformed configuration, 𝒙 any pixel 

in the ROI, 𝒖(𝒙) the sought displacement field. The 

correlation procedure aims to find 𝑢 that minimize the L2-

norm of the gray level residual 𝜂 defined as 

 

𝜂(𝒙) = 𝑓(𝒙) − 𝑔(𝒙 + 𝒖(𝒙)) (8) 

 

As the minimization of the squared norm of 𝜂 over the whole 

region of interest Ω is an ill-posed problem, the 

displacement field is decomposed as  

 

𝒖(𝒙) = ∑ 𝑢𝑖  𝜽𝒊(𝒙)

𝒊

 (9) 

 

where 𝜽𝒊 are chosen shape functions and 𝑢𝑖 the associated 

nodal displacements to determine. The Gauss-Newton 

iterative procedure [21] that solves linear systems written 

in terms of displacement corrections {𝛿𝒖} reads 
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[𝑴𝑫𝑰𝑪]{𝜹𝒖} = {𝒃} (10) 

 

where [𝑴𝑫𝑰𝑪] is the Hessian matrix, {𝜹𝒖} the vector gathering 

all the amplitude corrections and {𝒃} the residual column 

vector. In this work, mechanical regularization [41] is also 

used to enforce mechanical admissibility to the displacement 

fields. Table 3 summarizes the DIC parameters used 

hereafter. 

TABLE 3: DIC analysed parameters 

DIC software Correli 3.0 [42] 

Image filtering none 

Element length 20 px 

Regularization length 200 px 

Shape functions linear (T3) 

Mesh regular 

Interpolant cubic 

Displacement noise-

floor 
0.02 px 

3.2.2 Application to the test 

Figure 7 shows the reference image of the monitored edge of 

the sample during the test. To get a homogeneous background, 

a high temperature black paint (AREMCO® 840-M) was applied 

first, followed by a boron nitride white paint to obtain a 

random pattern. During the test, the left part of the sample 

was held in grips.  
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FIGURE 7: Reference image of the coated CMC with its speckle 

pattern. The red dot on the right side of the sample corresponds to 

the location of the point for which temporal profiles are plotted 

hereafter. 

The displacement fields are shown in Figure 8 after 200s 

of heating. First, the benefit of mechanical regularization 

[41] is visible and suitable with continuous displacement 

fields in both directions, which is assumed to be true in 

this case. It is also worth noting that the magnitude of 

the displacements, particularly in the Y direction, does 

not exceed 0.5 px (or 28 µm).  

 

  

(a) 

  

(b) 

FIGURE 8: Displacement fields at 𝑡 = 200 𝑠 in (a) the X and (b) Y-

directions expressed in pixel (1 pixel is equal to 55 µm) 

Given the range of temperatures reached on the edge of 

the sample, LED lighting and an optical filter are enough 

to avoid large gray level changes due to high temperatures 

[29], [33]. This assumption is confirmed in Figure 9 in 

which the gray level residuals are plotted between the first 

image and an image in the middle of the last step. It is 

observed that the mean residual on the black coated surfaces 
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is close to 0 (Root Mean Square residual is equal to 6 GL) 

whereas dots appear where there are white speckles. This is 

due to a darkening of the boron nitride coating, which is 

visible after the test.  

 

 

FIGURE 9: Gray level residuals (GL) between the first image and an 

image in the middle of the last step 

In Figure 10, displacements are plotted for the red dot 

shown in Figure 7 at the end of the sample. Rigid body 

motions of the grips have been removed to obtain relative 

displacements and plot a deflection. The elongation curve 

clearly shows the three heating levels. There is no large 

variation between each step (i.e. from ~1.5 to ~2 px) as 

only a small part of the EBC is heated in this test (Figure 

6). The deflection profile shows nonlinearities at the 

beginning of each step. More explanations are given 

hereafter. 

 

FIGURE 10: Displacements of the red dot (Figure 7) during the test 

(1 pixel is equal to 55 µm) 

The next section will introduce the FE model used with 

various hypotheses on the coating behavior, and first 
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comparisons between measured and computed displacements are 

carried out. 

4 Identification strategy 

4.1 Thermomechanical modeling 

This part describes the finite element model (FEM) used 

herein to describe the test and the choices and hypotheses 

made to estimate thermomechanical parameters. 

4.1.1 Thermal model 

The tested sample is modeled as an assembly of two parts, 

one representing the SiC/SiC composite and one the EBC 

(Figure 11). Neither the Si bond coat layer nor the grips 

are accounted for. In the following analysis, the 

thermomechanical parameters of the CMC part are assumed to 

be known and will not be calibrated.  

 

FIGURE 11: Thermomechanical model with thermal loads (green 

arrows) from the laser heating and heat loss in the grips (red 

arrows) 

Let us consider the first heating level (both transient 

and steady states) of the experiment presented in Section 

2.1. The thermal load induced by the laser beam is 

parameterized as a heat flux applied to the top surface of 
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the sample (downward green arrows on the EBC surface in 

Figure 11). This flux ϕ is assumed to be super Gaussian and 

is modeled with six parameters 

 

ϕ = 𝐴 𝑒
−[(

𝑥−𝑋𝑐
𝐵𝑥

)
𝑘

+ (
𝑦−𝑌𝑐

𝐵𝑦
)

𝑘

]
 

(11) 

  

where 𝐴 denotes the laser power, 𝐵𝑥 and 𝐵𝑦 the widths of the 

laser beam (respectively, along the 𝑥-axis and 𝑦-axis), 𝑘 

the power of the super Gaussian, 𝑋𝑐 and 𝑌𝑐 the center 

coordinates of the laser beam.  

The effect of the grips is modeled as heat losses on 

the top and bottom areas of the CMC material (depicted by 

red arrows in Figure 11), with a constant amplitude ϕ0. 

Thermal exchanges are also considered in the heat 

transfer model. Given the high temperatures, radiation 

exchanges are prevalent. The total emissivity measured on 

the EBC and plotted in Figure 3, is used for the top white 

surface. For all the other surfaces, since they are coated 

with black paint, the total emissivity provided by the 

manufacturer is considered. Last, convection is also 

accounted for with an exchange coefficient depending on the 

temperature and whether it is the top or bottom 

surface [43]. 

4.1.2 Thermomechanical model 

The initial hypothesis made on the coating behavior is 

thermoelasticity, with temperature-dependent 

thermomechanical parameters. A qualitative comparison is 

made between measured displacements (elongation and 

deflection profiles) and computed displacements (Figure 12) 

for the first heating step. For all further analyses, the 

computed displacements (in metric units) are expressed in 

DIC units (i.e., pixels). 
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(a) (b) 

FIGURE 12: (a) Elongation (in blue) and (b) deflection (in 

orange) at the end of the sample obtained by DIC (solid line) and 

thermoelastic computation (dashed line), 1 pixel is equal to 55 µm 

Two conclusions can be drawn from Figure 12. First, the 

difference of amplitudes between measured and computed 

displacements highlights the need for adjusting the 

thermomechanical parameters by updating the FE model. 

Second, as seen on the deflection results and expected from 

the results of Section 2.1, the nonlinear response of the 

sample (measured by DIC) cannot be described by 

thermoelasticity. Therefore, creep parameters, taken from 

Ref. [23] and the EBC maker, are added to the model. Figure 

13 compares the measured elongation (in blue) and deflection 

profiles (in orange) and the computed quantities with the 

creep parameters introduced previously. 

 



 19 

  

(a) (b) 

FIGURE 13: (a) Elongation (in blue) and (b) deflection (in 

orange) at the end of the sample obtained by DIC (solid line) and 

computed (dashed line). The FE computation uses the creep law 

identified using TMA tests. 

Measured and computed displacements are now qualitatively 

comparable. The nonlinear behavior of the coating expresses 

itself on the deflection profile for about 200 s, which is 

due to to the activation of coating creep. Further, in the 

computation (between 1,500 s and 3,600 s), creep brings the 

sample to an equilibrium position as observed on the 

measurements. However, the computed values are far from the 

measured ones, especially creep activation that is faster 

experimentally. These variations are mainly due to 

differences in composition of the processed air plasma 

sprayed EBC but also in the deposition parameters. Besides, 

it may also be due to (1) an asymmetric creep behavior 

between tension and compression of the coating, which has 

already been observed in ceramics [32], [44], [45], 

(2) change of creep parameters for higher stress levels as 

the maximum loading of TMA tests is 40 MPa whereas the 

compressive stresses reached by the reported test are 

greater than 150 MPa. Thus, the creep stress and time 

exponents and the thermomechanical parameters will be 

updated in the following section. 

To complete the thermomechanical model of the experiment, 

the mechanical boundary conditions are assessed. In the best 



 20 

case, mechanical boundary conditions would correspond to 

clamping in the grips. However, the analysis of 

displacements close to the grips (left part of the green 

mesh in Figure 14) shows significant motions, compared to 

those plotted in Figure 10 in both directions. For this 

reason, boundary conditions applied to the FE model are 

those measured, spatially interpolated on the FE mesh and 

applied to the left vertical line on the red mesh shown in 

Figure 14.  

 

FIGURE 14: Focus on the area close to the grips with both DIC (in 

green) and FE (in red) meshes 

The next section will introduce the identification 

procedure chosen to assess the parameters of the described 

thermomechanical model. 

4.2 Identification procedure 

In this section, notations [𝑿] and {𝑿} refer to 

spatiotemporal matrix or vector. 

4.2.1 Finite Element Model Updating 

The FEMU-TU identification procedure [18], [19] aims to 

calibrate the sought parameters {𝒑} of an FE model by 

minimizing the global functional 𝜒𝑇𝑈
2  on thermal (𝑇) and 

displacement (𝑈) fields 
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𝜒𝑇𝑈
2 ({𝒑}) = 𝜔 𝜒𝑇

2({𝒑}) + (1 − 𝜔)𝜒𝑈
2 ({𝒑}) (12) 

 

where 𝜒𝑇 is the thermal cost function, 𝜒𝑈 the kinematic cost 

function, and 𝜔 the weighting factor between thermal and 

kinematic contributions.  

The FEMU-TU procedure relies on a simultaneously 

weighted [20]–[22] least squares minimization of thermal 

and displacement residuals. The residuals for a field 𝑋 

(where 𝑋 denotes the temperatures 𝑇 or nodal displacements 

𝑼) is defined as the difference between the measured data 

{𝑿𝒎} and the computed ones {𝑿𝒄({𝒑})}, where the latter ones 

are projected in space on the measurement mesh and in time 

on the experimental time basis. The weighting of each cost 

function is made by considering the number of data acquired 

and used for the minimization (in space 𝑁𝑋 and in time 𝑁𝑡,𝑋), 

and by the associated uncertainties on measurements of the 

field 𝑋 (through the covariance matrix [𝑪𝑿] discussed in the 

following section). Therefore, the thermal and kinematic 

cost functions are written as 

 

𝜒𝑇
2({𝒑}) =

1

𝑁𝑇𝑁𝑡,𝑇
({𝑻𝒎} − {𝑻𝒄({𝒑})})

𝑡
[𝑪𝑻]

−1
({𝑻𝒎} − {𝑻𝒄({𝒑})}) (13) 

and 

𝜒𝑈
2 ({𝒑}) =

1

𝑁𝑈𝑁𝑡,𝑈
({𝑼𝒎} − {𝑼𝒄({𝒑})})

𝑡
[𝑪𝑼]

−1
({𝑼𝒎} − {𝑼𝒄({𝒑})}) (14) 

 

The FEMU-TU algorithm iteratively updates the parameters by 

minimizing thermal and kinematic spatiotemporal residuals 

(gathered in the weighted right-handside vectors {𝑩𝑿}) 

 

{𝜹𝒑} = (𝜔[𝑯𝑻] + (1 − 𝜔)[𝑯𝑼])
−1

(𝜔{𝑩𝑻} + (1 − 𝜔){𝑩𝑼}) (15) 
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The search direction is given by the global Hessian matrix 

[𝑯], defined as the weighted sum of thermal and kinematic 

Hessians 

 

[𝑯] = 𝜔[𝑯𝑻] + (1 − 𝜔)[𝑯𝑼] (16) 

 

In a Bayesian approach, the weighting factor between the 

thermal and kinematic parts (introduced in Equation (12)) 

reads [46] 

 

𝜔 =
𝑁𝑇𝑁𝑡,𝑇

𝑁𝑇𝑁𝑡,𝑇 + 𝑁𝑈𝑁𝑡,𝑈
 (17) 

 

A relevant way to assess the sensitivity of the sought 

parameters is to analyze the Hessian matrices [47]. The 

Hessian matrix of a field 𝑋 depends on the sensitivity 

matrix [𝑺𝑿] (gathering the sensitivity vectors {𝑺𝑿,𝒑𝒊
} of the 

measured data with respect to an independent variation of 

each parameter 𝑝𝑖) 

 

[𝑯𝑋] =
[𝑺𝑋]

𝑡
[𝑪𝑋]

−1
[𝑺𝑋]

𝑁𝑋𝑁𝑡,𝑋
 (18) 

 

with 

 

{𝑺𝑿,𝒑𝒊
} =

{𝑿𝒄({𝒑𝒅𝒊𝒔𝒕,𝒊})} − {𝑿𝒄({𝒑𝒓𝒆𝒇})}

𝜀
 (19) 

 

The set of reference parameters is denoted {𝒑𝒓𝒆𝒇} and the set 

of perturbed parameters used to compute {𝑺𝑿,𝒑𝒊
} is denoted 

{𝒑𝒅𝒊𝒔𝒕,𝒊} and is equal to the reference set with the 𝑖th 

parameter 𝑝𝑖 varied with an offset 𝜀 (taken here equal to 5% 

of reference value for all parameters, except for those 

corresponding to a position where the perturbation is made 
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proportionally to the length of the coating). Thus, the 

sensitivity analysis consists in computing the solution with 

the initial set of parameters (reference thermal and 

kinematic fields) then comparing it with solutions from 

computations with perturbed parameters. 

In the following section, the results of such analysis 

are presented to assess which parameters of the previously 

described model (Section 4.1) can be calibrated with regards 

to uncertainties on thermal and kinematic measurements, and 

the corresponding identification strategy. 

4.2.2 Sensitivity analysis 

The following sensitivity analysis is performed by computing 

only one level of heating close to the first heating step, 

with both transient and steady states. For the sensitivity 

analysis, the selected thermal parameters {𝒑𝒕𝒉} are the six 

parameters describing the thermal load ϕ (𝐴, 𝐵𝑥, 𝐵𝑦, 𝑘, 𝑋𝑐, 

𝑌𝑐), and the amplitude of bottom surface heat losses ϕ0. 

Regarding the thermomechanical parameters {𝒑𝒕𝒉𝒎}, two 

material properties are analysed, namely the in-plane 

thermal expansion 𝛼𝑥 (equal to 𝛼𝑦) and creep. The first one 

is parameterized as a first order transformation of the 

initial law (i.e., 𝛼𝑥,𝑢𝑝𝑑𝑎𝑡𝑒 = 𝛼𝑥,𝑖𝑛𝑖𝑡  (𝑎 𝑇 + 𝑏)). The second one is 

described by the two powers 𝑛 and 𝑚, leading to a total of 

12 parameters for the sensitivity analysis. 

In the sequel, the effect of the weighting factor 𝜔 

between thermal and kinematic data is analyzed. The results 

are compared to a Bayesian approach, with a value of 𝜔 

expressed by Equation (17) (and here equal to 0.73, i.e. 

the global functional is mostly dependent on thermal data), 

and for different arbitrary values of 𝜔, prescribed by the 

user. In the last case, the value of 𝜔 ranges from 0 (pure 

FEMU-U analysis) to 1 (pure FEMU-T analysis). 
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The different global Hessian matrices are reported in 

Figure 15. The Hessian is represented as a square matrix of 

size the number of parameters, where the values of the 

absolute components are expressed in logarithmic scale (base 

10) and where the sign of the components (plus or minus) of 

the matrix is plotted for each component. Thus, a high value 

of the component of the diagonal of the Hessian matrix 

corresponds to a high sensitivity of such parameter. 

Couplings between parameters are quantified by the off-

diagonal components and can also be assessed with the 

eigenvectors of the diagonalized Hessian matrix.  
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(a) 𝜔 = 0 (b) 𝜔 = 0.25 

  

(c) 𝜔 = 0.5 (d) 𝜔 = 0.75 

  

(e) 𝜔 = 1 (f) Bayesian weighting 

Figure 15: Global Hessian matrix in log-10 scale with different 

weighting factors 𝜔 
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First, it can be noticed that for all values of the 

weighting factor 𝜔, the term H77 is very small, which means 

that the heat loss parameter ϕ0 cannot be calibrated. 

Conversely, its effect is completely negligible in 

comparison with all the other parameters. Therefore, it will 

not be considered in the final identification procedure. 

Second, a Bayesian approach for the FEMU-TU functional 

(i.e 𝜔 = 0.73) leads to a high sensitivity of the thermal 

parameters and makes the identification of the 

thermomechanical properties of the coating more difficult. 

The analysis of the eigenvalues and eigenvectors of the 

Bayesian Hessian matrix (Figure 16) highlights its bad 

conditioning. It can be seen that there are 3 to 4 orders 

of magnitude between the first eigenvalues (whose associated 

eigenvectors are driven by thermal loading parameters) and 

the eigenvalues associated with creep and thermal expansion 

contributions. 

 

  

(a) (b) 

FIGURE 16: Dimensionless (a) eigenvalues and (b) eigenvectors of 

the global Bayesian Hessian matrix (𝜔 = 0.73) 

The analysis of Hessian matrices is conducted with 

prescribed weighting factors (especially 𝜔 < 0.73) to improve 

the sensitivity to thermomechanical parameters. Figure 17 
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and Figure 18 (representing the eigenvalues and eigenvectors 

of the Hessian matrix) show that even for a small value of 

𝜔 (e.g., 0.25), the contribution of thermal parameters 

reduces considerably the sensitivity of the 

thermomechanical properties, with a ratio of 2 to 3 orders 

between the first eigenvalue and the fourth one. 

 

  

(a) (b) 

FIGURE 17: Dimensionless (a) eigenvalues and (b) eigenvectors of 

the global Hessian matrix computed with 𝜔 = 0.25 

Thus, to avoid this effect, the weighting factor should 

be set to 0, i.e. using only kinematic data to calibrate 

both thermal and thermomechanical properties at once. In 

that case, the Hessian matrix shows that all parameters have 

similar sensitivities, with a high level with respect to 

acquisition noise on DIC measurements. The eigenvector 

associated with the first eigenvalue of the Hessian matrix 

(Figure 18) highlights the contribution of the parameters 

describing thermal expansion and creep, along with three 

out of six parameters of thermal loading. 
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(a) (b) 

FIGURE 18: Dimensionless (a) eigenvalues and (b) eigenvectors of 

global Hessian matrix computed with 𝜔 = 0 

However, performing a single identification through FEMU-

U does not appear as a good choice since it will exclude 

from the analysis 73% of the total amount of data of the 

experiment (thermal data), leading to higher uncertainties 

on thermal loading (parameters 𝐴, 𝐵𝑥 and 𝐵𝑦). 

Therefore, it is concluded from this sensitivity analysis 

that a good identification strategy is to perform two 

uncoupled FEMU steps. It is beneficial to run first a FEMU-

T analysis to calibrate the six thermal parameters (𝐴, 𝐵𝑥, 

𝐵𝑦, 𝑘, 𝑋𝑐, 𝑌𝑐), using only IR camera data, then to perform a 

FEMU-U calibration of the five thermomechanical parameters 

describing creep and thermal expansion. 

4.2.3 Implemented schemes 

As concluded for the previous section, the calibration 

strategy is a two-step uncoupled FEMU-T/FEMU-U procedure. 

The algorithm first runs and calibrates the thermal loading 

parameters {𝒑𝒕𝒉} = {𝐴, 𝐵𝑥 , 𝐵𝑦 , 𝑘, 𝑋𝑐, 𝑌𝑐}𝑡, for each temperature level, 

independently, by minimizing the residuals between measured 

and computed temperatures. Thus, from one step to another, 

besides its amplitude, the shape of the super-Gaussian 
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(position of laser center, width, and shape) may evolve. 

For each step, only the steady state part is considered to 

get a first (and fast) estimate of the loading parameters. 

The algorithm iteratively updates the thermal parameters 

{𝒑𝒕𝒉} (according to functional 𝜒𝑇
2({𝒑𝒕𝒉} ) by determining the new 

correction vector {𝜹𝒑𝒕𝒉} 

 

{𝜹𝒑𝒕𝒉} = [𝑯𝑻]
−1

{𝑩𝑻} (20) 

 

with [𝑯𝑻] defined in Equation (18) and 

 

{𝑩𝑻} =
1

𝑁𝑇𝑁𝑡,𝑇
[𝑺𝑇]

𝑡
[𝑪𝑇]

−1
({𝑻𝒎} − {𝑻𝒄({𝒑𝒕𝒉} )}) (21) 

 

where [𝑪𝑇] is a diagonal matrix with a variance depending on 

the temperature level to weight temperatures according to 

their uncertainties. The values of the standard deviation 

were identified in other tests. The minimization stops once 

the magnitude of the new correction {𝜹𝒑𝒕𝒉} is less than 1%. 

Once the thermal loading parameters are calibrated for 

the three temperature levels, the entire experiment is 

considered, with transient and steady states, for the FEMU-

U identification. Thermal boundary conditions are set and 

the FEMU-U procedure runs, according to Equation (14), to 

calibrate the thermomechanical parameters {𝒑𝒕𝒉𝒎} =

{𝛼𝑥
1, 𝛼𝑥

2, 𝛼𝑥
3, 𝑛, 𝑚}𝑡 by iteratively computing the corrections 

{𝜹𝒑𝒕𝒉𝒎} 

 

{𝜹𝒑𝒕𝒉𝒎} = [𝑯𝑼]
−1

{𝑩𝑼} (22) 

 

with [𝑯𝑼] defined in Equation (18) and, considering that 

[𝑪𝑼] = 2𝜎𝑓
2[𝑴𝐷𝐼𝐶]

−1
 [48], [49] 
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{𝑩𝑼} =
1

2𝜎𝑓
2𝑁𝑈𝑁𝑡,𝑈

[𝑺𝑈]
𝑡
[𝑴𝐷𝐼𝐶]({𝑼𝒎} − {𝑼𝒄({𝒑𝒕𝒉𝒎} )}) (23) 

 

where [𝑴𝐷𝐼𝐶] is a block diagonal matrix constructed with the 

DIC Hessian matrix [𝑴𝐷𝐼𝐶] introduced in Section 3.2.1, and 𝜎𝑓 

the standard deviation of acquisition noise. 

Moreover, to help convergence of each algorithm, an 

additional Tikhonov regularization is introduced [22], with 

 

[𝑯𝑻𝒊𝒌𝒉,𝑿] = 𝜆𝑇𝑖𝑘ℎ,𝑋[𝑰] (24) 

 

and 

 

{𝑩𝑻𝒊𝒌𝒉,𝑿} = 𝜆𝑇𝑖𝑘ℎ,𝑋({𝒑𝟎} − {𝒑})./{𝒑𝟎} (25) 

 

where [𝑰] is the identity matrix, {𝒑} the set of current 

parameters (i.e. {𝒑𝒕𝒉} or {𝒑𝒕𝒉𝒎} depending on the FEMU-X 

procedure), {𝒑𝟎} the initialization of {𝒑} and 𝜆𝑇𝑖𝑘ℎ,𝑋 the 

Tikhonov factor, computed here with respect to the largest 

eigenvalue 𝜆𝑚𝑎𝑥,𝑋 of the Hessian matrix [𝑯𝑋] (i.e. 𝜆𝑇𝑖𝑘ℎ,𝑋 =

𝜆𝑚𝑎𝑥,𝑋 10𝑖𝑡𝑖𝑘). This regularization leads to a slight 

modification of each FEMU-X system 

 

{𝜹𝒑} = ([𝑯𝑿] + [𝑯𝑻𝒊𝒌𝒉,𝑿])
−1

({𝑩𝑿} + {𝑩𝑻𝒊𝒌𝒉,𝑿}) (26) 

 

The Tikhonov regularization is relaxed step by step, by 

reducing the value of 𝑖𝑡𝑖𝑘 (i.e., decreasing 𝜆𝑇𝑖𝑘ℎ,𝑋) until it 

possibly reaches the lower eigenvalues of the Hessian 

matrix [𝑯𝑋]. 

The following section presents the results obtained with 

the proposed identification strategy. 
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5 Discussion of the results 

5.1 Thermal identification 

The results are first presented and detailed for the first 

heating level. As mentioned in Section 4.1.1, the parameters 

to be determined are the laser loading, meaning that only 

results on the stabilized heating steps are analyzed. Figure 

19 shows the Root Mean Square (RMS) residual during the 

minimization procedure. The RMS residual decreases from 66°C 

to 20°C, thereby showing the efficiency of the procedure 

(i.e a three-fold reduction). It is also worth noting that 

for the first two Tikhonov relaxations, the residuals 

decrease immediately and are stable. This is not the case 

for the third one. 

 

FIGURE 19: Root mean square residual (°C) history over the entire 

sample for the first heating step 

Figure 20 shows the change of parameters during the 

procedure. As seen in Figure 15(e), the position of the 

center of the laser beam is the most sensitive parameter 

meaning that it is calibrated during the first Tikhonov 

relaxation (Figure 20(a)). In this case, it is even stable 

after one iteration. On the other hand, the amplitude of 

the laser beam, which is less sensitive, changes after the 

first Tikhonov relaxation. Oscillations during the third 
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relaxation are due to the coupling of the amplitude with 

the width of the laser as indicated on the Hessian matrix 

in Figure 15(e). 

  

(a) (b) 

FIGURE 20: Change of (a) Y position and (b) the amplitude of the 

laser loading during the iterative procedure for the first loading 

step 

 

Residual fields at convergence are plotted in Figure 21 

for the three heating steps. If the first step exhibits low 

residuals over the entire sample surface, the second and 

third steps show higher residuals in the center of the laser 

beam as the maximum temperature is underestimated and in 

the neighboring zone the temperature is overestimated (the 

dark ring around the red dot). Even if the relative 

difference is globally low, Figure 21(b) and (c) suggest 

that the residuals can be lowered in the central area, 

assuming this pattern is not only due to modeling errors. 

It is worth noting that the center of the sample is the most 

important area, as it will have consequences on the 

thermomechanical identification, particularly on the creep 

parameters. For this reason, the minimization has been 

conducted only on the central area (indicated by the box in 

Figure 21(b)) for the last two steps.  
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(a) (b) (c) 

FIGURE 21: Residual fields (°C) considering minimization on the 

entire sample for (a) the first, (b) second and (c) last step. The 

blue box shows the central area where a second FEMU analysis will 

be run 

 

Residual fields are plotted for these same steps in Figure 

22. Even if there still is a similar pattern on the heated 

area, the maximum computed temperature is very close to the 

measured data (see Figure 23 in which the temporal evolution 

of five points located on and around the maximum temperature 

are plotted). Residuals are now lower in the heated area 

and acceptable given the range of temperature. However, it 

is recognized that there still are nonuniform residuals in 

the central area, which may be due to model errors. 
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(a) (b) 

FIGURE 22: Residual fields (°C) considering the minimization on 

the central area (see Figure 21(b)) for (a) the second and (b) 

last steps 

 

 
 

FIGURE 23: Comparison of thermal histories between computation 

and experiment for five points located in the central zone  

5.2 Mechanical identification 

In this section, the mechanical identification procedure is 

conducted for the two cases described in the previous 

section; first, the thermal identification has been 

performed on the entire sample, and second on the central 

area. For the first case, the change of the RMS residual is 
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plotted in Figure 24(a) with a decrease of 8%. It is worth 

noting that only the first two Tikhonov relaxations were 

considered because the increment of parameter vector did 

not converge during the third relaxation (Figure 24(b)). 

Although the RMS residual decreases afterward, the results 

are considered more trustworthy after the second relaxation. 

 

  

(a) (b) 

FIGURE 24: Root mean square (a) displacement residual (px) and 

(b) increment of parameter history during the minimization 

procedure 

An example of parameter change is shown in Figure 25 with 

the coefficient of the thermal expansion (CTE) and the creep 

stress exponent 𝑛. As for the thermal identification and 

according to the Hessian matrix (Figure 15(a)), the most 

sensitive parameter (the offset to the CTE) is adjusted 

first and, in this case, does not change hereafter. The 

creep stress exponent remains almost constant at the end of 

the first Tikhonov relaxation but increases at the end of 

the second relaxation. The reached value is consistent with 

high stress conditions, particularly at high temperatures 

[50]. 
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(a) (b) 

FIGURE 25: Change of (a) coefficient of thermal expansion law 

and (b) creep stress exponent 𝒏 with the iteration number and 

Tikhonov relaxation 

The mechanical identification is conducted again, but 

this time with the temperature identification made on the 

central area. The RMS residual (Figure 26(a)) decrease is 

very close to the previous one with a lower final value (0.33 

vs. 0.35 𝑝𝑥). For the same reason (Figure 26(b)), the results 

are also taken after the second Tikhonov relaxation. 
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(a) (b) 

FIGURE 26: Root mean square (a) displacement residual (px) and 

(b) increment of parameter history 

Figure 27 shows the change of the same parameters 

during the calibration procedure on the central area. Both 

take very close values during the whole identification even 

if the calibrated creep stress exponent 𝑛 is slightly closer 

to 1. This result proves the robustness of the procedure as 

the number of iterations is very close to the first case 

and the identified values too. Because the RMS residual is 

lower and the maximum computed temperatures are closer to 

the measured ones, comparisons on the displacements fields 

are made for the second case in the sequel. 
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(a) (b) 

FIGURE 27: Change of (a) coefficient of thermal expansion law 

and (b) creep law stress exponent 𝒏 

This case is interesting as the two sought parameters 

each have a major influence on one displacement component. 

As show in Figure 12(a) and Figure 13(a), creep parameters 

have very little influence on the elongation, which is 

however directly linked to the CTE. Conversely, Figure 12(b) 

and Figure 13(b) prove creep to be significantly influent 

on the deflection fields. Therefore, discussions on creep 

parameters are only made on the transerve displacements.  

Figure 28 shows the deflection at the end of the sample 

before and after identification compared to DIC 

measurements. The updated creep parameters reduce the gap 

between measurements and modeling, with different values as 

those calibrated during TMA tests. The small remaining 

difference concerns the beginning of the step, when the 

temperature field is not stabilized. It can be linked with 

temperature differences in the transient stage. However, 

the thermal calibration procedure could also take into 

account material properties such as diffusivity, which are 

relevant when trying to reduce the gap in transient stages.  
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FIGURE 28: Deflection at the end of the sample obtained by DIC 

(solid line), for the initial and calibrated computation 

Figure 29 shows the residual fields during the three 

stabilized heating steps. First, the RMS value of the 

residuals is respectively 0.12, 0.13 and 0.12 𝑝𝑥 for the three 

heating steps, which is very low given the range of 

temperatures. As shown in Figure 8(b), most of the 

transverse displacement is on the right side of the sample, 

after the laser beam (located about 𝑥 = 1000 𝑝𝑥). In this 

part, the residual levels are quite low for every step, 

about 0.2 𝑝𝑥, which is also acceptable. 
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(a) RMS = 0.12 px 

 

(b) RMS = 0.13 px 

 

(c) RMS = 0.12 px 

FIGURE 29: Residual displacement fields after identification in 

the transverse direction for the three stabilized heating steps 

Table 4 summarizes the creep parameters used for 

initialization and obtained using FEMU. The time exponent 

𝑚 remains almost constant despite several differences in 

materials but also testing conditions, namely the loading, 

which is either tensile or compressive, and the stress 

level, which is higher using the laser test. Further, the 

stress exponent 𝑛 calibrated with both FEMU cases tends to 

increase but remains close to 1, which is usually attributed 

to diffusion creep in ceramics [50], possibly with 

diffusional mass transport along the grain boundaries [51] 

that could be consistent with the microstructure of the 

coating. 
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TABLE 4: Creep parameters before and after the FEMU-T, FEMU-U 

procedures 

Creep 

parameters 
Initialization 

FEMU-T on 

the entire 

surface 

FEMU-T on 

the central 

zone 

n 0.9 1.32 1.22 

m 0.78 0.8 0.79 

 

To assess the CTE change, Figure 30 shows the deflection 

at the end of the sample before and after identification 

compared to the DIC measurement for the first step. As 

already shown in Figure 25(a), in which the CTE increased 

after identification, residuals are slightly higher after 

the procedure, which was not expected. To explain this 

result, two hypotheses are proposed. First, the CTE 

sensitivity is too low to be properly identified with this 

procedure and this test. As only a small part of the sample 

is heated and only three heating steps are performed, it is 

the best case to identify a law written over a very large 

temperature range, particularly for ceramic materials whose 

CTE is low. Second, the uncoupled identification procedure 

may not be optimal, especially for this parameter, which is 

directly dependent on the temperature field. One possible 

solution would be to use a FEMU-TU procedure for this 

parameter and then a FEMU-U for the creep parameters. 

Uncertainties on the measured temperature field may also 

explain this result, especially for lower temperatures for 

which the IR camera is less sensitive. 
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FIGURE 30: Elongation at the end of the sample obtained by DIC 

(solid line), for the initial and updated computation 

6 Conclusion and perspectives 

This paper proposed an experimental set-up to evaluate the 

thermomechanical behavior of an environmental barrier 

coating in conditions representative of turbine engine 

environments (i.e with thermal gradients). First, full-

field measurements were conducted in challenging 

conditions, namely (1) true temperature fields with large 

thermal gradients required the knowledge of the emissivity 

and were essential to assess the thermal loading, (2) DIC 

measurements were successfully performed to measure small 

displacements (from 200 µm down to only a few tens of 

micrometers) at high temperatures with low uncertainties 

(about 1 µm). 

These measurements were then compared to finite 

element models of the test to confirm that thermoelasticity 

was not sufficient to describe the material behavior. 

Moreover, the accuracy of the measurements allowed the 

investigated test to be sensitive to creep as there were 

large residuals between measured and computed deflections 

with the initial set of creep parameters. 

In order to calibrate these parameters, an uncoupled 

weighted FEMU-T/FEMU-U framework was followed. The 

identication strategy was selected using a sensitivity 
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analysis and the study of the Hessian matrix, which revealed 

to be a valuable tool for test/computation correlations. 

Thus, the approach aimed to minimize weighted least squares 

residuals between measured and computed fields, first 

regarding temperatures to identify the thermal boundary 

conditions then kinematic data to assess thermomechanical 

parameters. 

Furthermore, the results after thermal identification 

showed low residuals on the temperature fields and different 

results depending on the area of minimization. In both 

cases, the mechanical identification ended up with creep 

parameters in which the stress exponent was close to 1, 

which is consistent with diffusional creep observed in 

ceramic materials [50]. This observation shows the 

possibility to assess the creep behavior of the coating 

using full-field measurements combined with laser heating, 

which has the advantage of being sensitive to a range of 

temperatures and loadings with only one test. However, 

because of a globally low sensitivity given the challenging 

environment, thermomechanical parameters such as the 

coefficient of thermal expansion were not successfully 

identified with the chosen procedure and set of parameters. 

Concerning the creep parameter identification, other 

constitutive postulates could be tested. For instance, creep 

stress and time exponents were considered independent of 

the temperature. In some cases at high temperatures, this 

choice may not be valid [14]. Thus, more tests would be 

required to assess this dependence. 

Regarding the full identification procedure, the first 

step would be to increase the amplitude of displacements. 

In that case, it could be performed at the two endpoints of 

the sample by multiscale image correlation [52]. The right 

side because it is the most sensitive area for both 

elongation and deflection, and the left side because the 

kinematic boundary conditions close to the grips should be 
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measured as accurately as possible. Another possible route 

to improve the calibration could be to perform more tests 

with only one heating step at the same temperature but with 

several laser beam shapes to assess the effect of thermal 

loading and temperature level separately on the creep 

properties. The sensitivity analysis performed herein would 

help to design the best (i.e., most sensitive) loading 

history. 
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