
HAL Id: hal-02780559
https://hal.science/hal-02780559

Submitted on 11 Mar 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Fracture and Cohesive Parameter Identification of
Refractories by Digital Image Correlation Up to 1200°C

Aurélien Doitrand, R. Estevez, M. Thibault, P. Leplay

To cite this version:
Aurélien Doitrand, R. Estevez, M. Thibault, P. Leplay. Fracture and Cohesive Parameter Identification
of Refractories by Digital Image Correlation Up to 1200°C. Experimental Mechanics, 2020, pp.577-590.
�10.1007/s11340-020-00584-7�. �hal-02780559�

https://hal.science/hal-02780559
https://hal.archives-ouvertes.fr


Experimental Mechanics manuscript No.
(will be inserted by the editor)

Fracture and cohesive parameter identification of refractories by Digital

Image Correlation up to 1200◦C

A. Doitrand · R. Estevez · M. Thibault · P. Leplay

Received: 2019 / Accepted: date

Abstract The mechanical and fracture properties of refractory ceramics are determined by means of an inverse

identification procedure between experimental data and numerical simulations. An experimental set-up is proposed

to perform Wedge Splitting Tests (WST) at elevated temperature with Digital Image Correlation (DIC) to assess

the crack propagation. The ceramic Young’s Modulus, fracture energy and strength are determined by indirect

confrontation to Finite Element simulations of crack propagation in WST specimens employing Cohesive Zone

Modeling (CZM). The variations of the force and crack length are used to set an inverse problem for estimating

the material parameters for various temperatures. The method, illustrated through the analysis of an industrial

refractory ceramic from 25◦C to 1200◦C, combines experimental and numerical approaches to understand and

optimize the fracture behaviour of refractories in application.

Keywords Cohesive Zone Model · Refractories · Fracture · Digital Image Correlation · Wedge Splitting Test ·

High Temperature

1 Introduction

Refractory ceramics are widely employed in parts that are used in high temperature environments such as, e.g.,

glass furnaces, steel ladles or blast furnaces. These parts are subjected to severe thermal gradients that may provoke

the initiation and propagation of cracks. The presence of such cracks is critical since they may weaken the whole

structure and locally enhance the corrosion effects, leading to a lifetime reduction of the furnaces.

A major challenge thus consists in predicting the initiation and propagation of such cracks. To this end,

modeling the temperature distribution within the part as well as providing realistic description of failure can help

in the definition of a robust design. These models require some essential parameters such as the refractory fracture

properties (critical energy release rate and strength) and also their variations from room temperature to really

high temperature (up to 1500◦C).
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Fig. 1 Scheme of a Wedge Splitting Test

The Wedge Splitting Test (WST) is commonly employed to study failure of ceramic materials, especially in

case of coarse microstructures [1–3].

A notched specimen placed on a support is subjected to a vertical force which is transformed to a horizontal

force through load transmission equipment (wedge and cylinders) (Fig. 1), which induces stable crack propagation

in specimens with sufficiently large dimensions [4]. More details about the WST are given, e.g., in [5–7]. The

WST allows the specimen fracture energy to be measured based on the load-displacement curve and the crack

surface at the end of the test [4,5,8,9]. In practice, the test has to be stopped at a certain percentage threshold

of the maximum force in order to avoid any contact between the wedge and the sample [9]. However, the validity

of this method is limited to cases for which the results do not depend on the choice of this final threshold. The

material fracture parameters can also be determined through inverse identification [10–16], which exploits the

whole test data instead of only data extracted from a state at the end of the test. These identifications may be

based either on analytical [10,12–14] or Finite Element (FE) [11,15–17] models. For instance, Vargas et al. recently

proposed a Finite Element Model Updating (FEMU) approach for the identification of the fracture parameters

of a refractory castable at room temperature [15,16]. Except for the latter references, these approaches usually

concern the macroscopic force-displacement response but do not account for crack length variation as a function

of the prescribed loading.

A convenient tool to capture the kinematics of the crack propagation during the test is Digital Image Corre-

lation (DIC) [8,15,18,19] which is an in-situ full-field displacement method [20–22]. DIC was already used as an

instrumentation of WST. Belrhiti et al. [8] used DIC so as to track the development of a network of micro-cracks

and its influence on the force-displacement response depending on the material microstructure. Dai et al. [18]

employed DIC in order to observe and quantify the fracture process zone of magnesia refractories. In some cases

they observed crack branching that increases the specific fracture energy. The same authors showed that the crack

growth resistance is almost independent of the crack length as long as the fracture process zone does not interact

with the edge of the specimen [9]. Crack detection in WST using adapted DIC that take into account displacement

discontinuities at cracks was also performed by Dupré et al. [23]. Some crack branching phenomena leading to a

longer crack network were highlighted and linked to a higher energy dissipation. Vargas et al. [15] compared two
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Fig. 2 Load-displacement response depending on the temperature
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Fig. 3 Experimental set-up to run WST test with Digital Image Correlation up to 1200◦C

full-field identification methods, namely finite element model updating and integrated-DIC. Both methods allowed

the crack tip location to be estimated, which appears to be a key feature in such procedures.

In the aforementioned references, WST were performed employing DIC at room temperature. However, the

development of lifetime prediction models of industrial furnaces requires the characterization of the material

properties at several elevated temperatures. This work is focused on the experimental characterization of refractory

fracture properties at high temperature. The paper is organized as follows: The experimental set-up with DIC up

to 1200◦C is described in Section 2. An inverse identification procedure for WST that allows the material fracture

parameters to be identified is presented in Section 3. In Section 4, this procedure is applied to an industrial

refractory in order to quantify its increasing fracture resistance from 25◦C to 1200◦C.
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2 Experimental set-up of the wedge splitting test with DIC

2.1 Mechanical test

The studied material is a refractory ceramic made by Saint-Gobain SefPro for glass furnace application. This

material, made with several oxide ceramics, has a heterogeneous microstructure with some millimetric grains. The

size of the studied specimens which contain an initial notch is 75mm×70mm×65mm. These WST specimens do not

have a lateral groove to guide the crack propagation so that the fracture process zone is free to expand in 3D as in

application. An electrical furnace is used to heat the sample at a rate of 200◦C per hour. The final temperature (up

to 1200◦C) homogeneity around the sample is controlled with three thermocouples, the temperature measurerement

uncertainty being ±5◦C. The crosshead speed is set at 0.1mm/min and the load is transferred to the sample through

a wedge with an angle of β=20◦. The test is conducted until the load drops to 15% of the maximal reached load.

From 25◦C to 1200◦C, one can observe the different load-displacement responses depending on the temperature

(Fig. 2). The area under the force-displacement curve, which is related to the material critical energy release rate,

increases with the temperature so as to limit the propagation of the crack towards the interior of the specimen.

2.2 DIC at high temperature

The central zone of the sample is observed using a digital single-lens reflex camera and a 300mm telelens (Fig. 3).

Given the sensor parameters (22.3mm × 14.9 mm, 4.5M pixel), it results in a 28.3µm/pixel physical resolution.

The images are acquired with a 0.2Hz frequency. To be able to run DIC at high temperature, three main challenges

must be addressed as explained in literature [21,22,24,25]:

o First, a speckle pattern must be added on the sample surface to enhance the contrast [26] and perform DIC

measurements. Laser speckle can be used [27] but the most direct approach consists in using a paint pattern

which has to resist at high temperature and must not chemically interact with the oxide ceramic. Since most

of the standard paints cannot withstand the range of temperature under consideration, a white solution based

on zirconium oxide is made and spread on the samples, leading to a speckle pattern correlation radius about

4 pixels (i.e. about 113 µm).

o Second, the black-body radiation must be addressed to ensure a sufficient optical contrast above 800◦C when

the radiation level increases dramatically. A solution consists in using a blue light associated to a blue filter

[22,51]. In these wavelengths smaller than 500nm, the radiation intensity remains quite reasonable so that a

15W blue LED is sufficient to lighten correctly our samples.

o Third, severe optical distortions appear on the camera during the heat haze effect that might be quite important

in such closed furnaces. One can try to reduce these distortions with fans or air knifes [28], with a very well

insulated furnace associated to a slight gas sweeping [29] or to a partial vacuum [30]. Another solution consists

in taking hundreds of pictures to construct averaged images [31] that can be analyzed using a DIC method

based on an a priori spatial and temporal regularization [32–34]. It is also possible to a posteriori remove the

noise brought by the heat haze [27,35]. We choose here to use neutral density filters to increase the exposure

duration so that each image is directly an average of hundreds of instants. In previous studies, it was shown
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Fig. 4 DIC at 1200◦C: from the raw image (a) to the horizontal displacement (b) and the first principal strain (c) fields.

that an exposure duration of at least few seconds was sufficient to decrease the measurement uncertainty due

to heat haze [21,36]. We choose an exposure duration of 4 seconds, which is long enough to minimize the heat

haze effect and short enough to well capture the crack propagation that will last around 10 minutes in our

case.

The recorded images are analyzed with a global approach of DIC based on finite-element shape function [20]

using a software developed by EikoSimTM. Some specific DIC methods have been developed for brittle failure

[37,38] or quasi-brittle failure [23,39,40]. A T3 mesh is chosen with small enough elements (about 20 pixels in

this case) ensuring a satisfactory crack detection and reasonable uncertainties which respectively vary from 0.05

to 0.5 pixel for the displacements and from 0.05% to 0.15% for the strains from room to high temperature. The

maximal principal strain is extracted plotted element by element to avoid any smoothing around the crack path.

Strain fields are given at three different temperatures in Figure 5. One can notice that the crack is almost straight

at 25◦C, which is typical for a brittle behavior. At 800◦C, the material becomes a little bit more quasi-brittle but

the crack path obtained using DIC remains quite straight. At the largest temperature, 1200◦C, the material is

definitely quasi-brittle due to the evolution of its microstructure so that a very complex crack path is observed with

many branching in the fracture process zone. The tortuosity of the cracks can be explained by the microstructure

heterogeneity of the studied material and does not originate from loading asymmetry since the cracks remains

quite vertical. WST tests associated to DIC enable well to distinguish and understand the variation of the fracture

behavior of refractory with temperature. To be able to quantify the material response for this fracture test, several

quantities can be extracted from DIC results as detailed in next section.

2.3 Horizontal opening measurement

The horizontal displacement of the two rollers can be determined analytically from the wedge angle β and the

magnitude of the crosshead vertical displacement. However, this value is not reliable due to the stiffness of the

whole column and the numerous plays in the crosshead. The relative displacement of the rollers may be directly
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Fig. 5 First principal strain fields measured at different load steps for 25◦C (a), 800◦C (b) and 1200◦C (c)
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(a) (b)

Fig. 6 Horizontal displacement of the rollers as a function of the vertical displacement either of the crosshead or obtained from
DIC (a) Horizontal load versus horizontal displacement at 800◦C.

measured at room temperature with a LVDT apparatus, at high temperature with laser extensometer, or based on

edge detection method [52]. In the present work, we use the DIC fields on the sample to estimate the displacement

of the rollers by extracting the average displacement of two zones located near the two top angles of the region of

interest (Fig. 4). In the elastic part of the force-displacement curve, the crosshead displacement is four times larger

than the displacement measured by DIC. The difference decreases as the test continues so that the load decreases

and the roller displacement increases. As already reported in the literature, this illustrates again how DIC allows

the real displacements and thus boundary conditions to be captured [15,41].

2.4 Crack length measurement

The extent of a crack or of a crack process zone can be estimated from the strain field distribution (Fig. 5) by

considering a threshold value above which the local strain is so large that it corresponds to a given displacement

jump. This provides a rough estimate of the crack extent but has many drawbacks from an identification point

of view. First, the crack length might be quite dependent on the chosen strain threshold. Second, the estimated

length does not necessarily correspond to the location where a real crack is created (i.e. traction-free surfaces),

because of a possible fracture process zone that can be up to few cm long in refractory materials. Therefore, a

cohesive zone model (CZM) (cf., e.g., [42]) is used to capture the transition from an undamaged bulk to a crack

with full account for the displacement jump and non-zero tractions in the process zone. In the case of CZM, a crack

nucleates locally at the end of the cohesive process zone for a critical displacement jump δc between two surfaces.

This critical displacement jump is related to the material critical energy release rate Gc and strength σc (which

corresponds to the magnitude of the tractions at the onset of debonding) as well as the traction-separation profile

of the CZM. In the case of a bilinear model, it is given by δc = 2Gc

σc
. However the fracture parameters Gc and

σc are not known a priori but are identified by comparison between numerical prediction and experimental data.

Therefore, to be consistent with the CZM crack definition and allow the comparison of the experimental data with

numerical predictions using several couples (Gc,σc), the full displacement jump profile has to be measured along

the crack path to be able afterwards to follow the point for which the displacement jump corresponds to the one

identified. Hence, the identification will be based on numerical and experimental data that share the same definition
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(a) (b)

Fig. 7 Variation of the displacement jump profile (a) and crack length depending on the critical displacement jump (b)

(a) (b)x

y

Fig. 8 Typical finite element mesh employed for the numerical calculations of force and crack length variations in the case of (a)
a straight and (b) a tortuous crack. The cohesive zone elements are highlighted in red.

of a crack regarding a given value of displacement jump. The displacement jump profile is extracted from the DIC

displacement fields knowing a posteriori the final main crack path. This is done by computing the displacement

difference between each side of the crack (which path is initially guessed based on strain maps shown in Fig. 5). The

measured crack length thus depends on the critical displacement jump δc chosen in the identification procedure. An

example of displacement jump and crack length measurement for several critical displacement jumps is presented

in Fig. 7. Fig. 7a shows the position along the crack (vertical coordinate Y ) as a function of the corresponding

horizontal displacement jump δ for several loading levels. Fig. 7b shows the corresponding crack lengths as a

function of the horizontal displacement of the cylinders obtained for several critical displacement jumps. It is

clear that for a given horizontal displacement, the crack length measured experimentally depends on the critical

displacement jump. This ensures that the crack lengths measured experimentally and obtained numerically share

the same definition.
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3 Numerical modeling and identification procedure

3.1 Finite element model of the WST

The inverse identification procedure presented in Section 3.2 requires the computation of the force and crack length

variations as a function of the prescribed displacement. This is done by means of 2D quasi-static FE calculations

in AbaqusTM. The specimen is discretized using 2D plane strain 4 nodes linear elements. Spans are modeled as

analytical rigid body on which displacements are prescribed. A hard contact is modeled between the spans and the

lateral wedges as well as between the lateral wedges and the specimen. The crack is modeled using cohesive zone

elements along a predefined path. The employed cohesive zone model (CZM) describes the traction-separation

relation between two surfaces. It consists of a first part corresponding to an elastic undamaged behavior for which

the traction increases up to a value σc corresponding to a characteristic displacement jump δ0. In practice, δ0 is

small enough to ensure both a work of separation close to the critical energy release rate and the continuity of the

displacement field up to the critical traction σc. This latter condition implies that the artificially introduced stiffness

KCZM = σc

δ0
is high enough so that the overall rigidity of the model is not altered [43]. Following recommendations

given in [43,49], we employ KCZM = 107MPa/mm. Debonding of the two surfaces occurs when the traction has

reached σc until a critical opening displacement δc for which the traction becomes null, thus corresponding to the

nucleation of a crack locally. The area under the traction-separation profile corresponds to the work for separation

and creation of free surfaces, equal to Gc for an elastic material with no dissipation effects. The zone for which

debonding is occurring but does not attain the critical opening displacement is the fracture process zone. Using

CZM, it is mandatory to refine enough the FE mesh in order to properly capture this process zone. The process

zone length is generally a fraction of the material characteristic length EGc

σ2
c

[42,43]. Sufficient mesh refinement

along the crack path is ensured so that the fracture process zone is well described. Fig. 8a shows a typical mesh in

the case of a straight crack. The FE models include around 100000 degrees of freedom and the typical calculation

time is around 10 minutes.

3.2 Material and fracture parameter estimation procedure

Inverse procedures for material parameter identification applied to WST often solely concern the macroscopic

force-displacement response [10–14,16,17]. However, the uniqueness of the solution in the inverse identification

procedure is not guaranteed. Indeed, several set of parameters can possibly describe the same macroscopic force-

displacement curve. For instance, an example of force-displacement response obtained from two FE calculations

using the same model excepted for the sets of material and fracture parameters (either a bilinear cohesive zone

model with Gc = 0.2MPa.mm, σc =10MPa, E = 15GPa, or a trilinear cohesive zone model with Gc = 0.2MPa.mm,

σc = 17MPa, E = 14GPa) is presented in Fig. 9. From this example, it is clear that the sole force-displacement

macroscopic response does not discriminate the local failure process. In addition, a local information such as the

crack length variation can be taken into account for a better fracture parameter identification. To this aim, the

crack propagation has to be tracked during the test in order to determine the crack length variation, which can

be achieved experimentally using DIC [15,18,23].
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(a) (b)

Fig. 9 (a) Force-displacement responses and (b) crack length variations obtained numerically with two different sets of material
and fracture parameters (Set-1: trilinear CZM, E = 14GPa, Gc = 0.2MPa.mm, σc = 17MPa; Set-2: bilinear CZM, E = 15GPa,
Gc = 0.2MPa.mm, σc = 10MPa)

The proposed identification procedure consists in determining the material and fracture parameters (Young’s

Modulus E, critical energy release rate Gc and strength σc, the material behavior being considered as isotropic

linear elastic) that best fit both the force-displacement response and the crack length variation during the test.

Note that Poisson’s ratio is not included in the procedure since it has been checked numerically that it has almost

no influence on both force and crack length variations. The following problem of minimizing the residuals RT with

respect to the material parameters (E,Gc, σc) has to be solved:

R∗
T = min

E,Gc,σc

RT(E,Gc, σc), (1)

where the total residuals RT is defined as the weighted sum of the force (RF) and crack length (RL) residuals:


R2

T = ωR2
L + (1 − ω)R2

F,

R2
F = 1

γ2
F
NF

∫
(F exp(u) − F num(u,E,Gc, σc))

2du,

R2
L = 1

γ2
L
NL

∫
(Lexp(u) − Lnum(u,E,Gc, σc))

2du.

(2)

In practice, RT and RL are computed on the discrete basis of the number of load (NF) and crack length

(NL) data. The force (F num) and crack length (Lnum) predicted numerically are interpolated on the basis of the

experimental measurements of the force (F exp) and crack length (Lexp). γF and γL respectively are the standard

deviations of the load measurement and of the DIC noise. The pre-factors 1
γ2
F
NF

and 1
γ2
L
NL

are chosen so that the

expectation value of RT and RL are unity when only noise is at play [41]. The weight ω is chosen equal to 1/2

so that the balance between both residuals is determined by the measure uncertainty on each quantity. A more

detailed discussion on the choice of this parameter is proposed in [41]. In the present work, rather than using a

gradient descent algorithm to solve the minimization problem, we made the choice to compute the residuals for a

given range of parameters. The reasons for this strategy are:

o It is possible to execute several calculations simultaneously, so that the approach is not slower than a gradient

descent approach which requires less calculations but that can only be performed successively.



Fracture and cohesive parameter identification of refractories by Digital Image Correlation up to 1200◦C 11

(a) (b)

Fig. 10 (a) Force and (b) crack length variations as a function of prescribed displacement for several Young’s modulus values
(Other parameters are kept constant).

(a) (b)

Fig. 11 (a) Force and (b) crack length variations as a function of prescribed displacement for several critical energy release rate
values (Other parameters are kept constant).

o This strategy allows creating a database of calculations, which appears to be really convenient if a lot of

specimens have to be tested since it avoids doing the same calculations twice.

o It is less likely to fall in a local minimum than using a gradient descent approach.

3.3 Sensitivity to material parameters

The sensitivity to the different material parameters at stake is studied in this section. To this end, the force-

displacement response and the crack length variations as a function of the prescribed displacement are computed

by varying only one parameter among E, Gc and σc (Fig. 10-12). First, it can be seen from Fig. 10-12 that

the slope of the force displacement curve prior to crack nucleation is mainly governed by the material Young’s

modulus, except near the force maximum value around which a slight nonlinearity appears corresponding to the

process zone development prior to crack initiation. Therefore, the material Young’s modulus E can be identified

separately from the other parameters using only the elastic part of the force-displacement curve. The material

critical energy release rate Gc influences the crack length variation and the force maximum. It is also related to the

area under the force displacement curve contrary to the material strength σc that has an influence on the crack
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(a) (b)

Fig. 12 (a) Force and (b) crack length variations as a function of imposed displacement for several strength values (Other
parameters are kept constant).

(a) (b) (c)

T
(M

P
a)

δ (mm)

Fig. 13 (a) Force and (b) crack length variations as a function of imposed displacement for several CZM profiles with constant
fracture parameters Gc and σc.

length variation, the force maximum and the force-displacement profile. Since the material Young’s modulus can

be identified separately from the other parameters, for a given CZM profile, the residuals only have to be computed

as a function of two parameters (Gc and σc), which leads to a reasonable number of calculations to perform in

order to solve the minimization problem.

3.4 Sensitivity to cohesive zone profile

In addition to Gc and σc, the profile of the traction-separation law of the cohesive zone model can be varied.

Classical profiles that are usually employed are, e.g., Dudgale’s model [42], exponential laws [44,45], bilinear [46]

or trilinear softening. Park et al. [47,48] proposed a versatile CZM formulation which allows different traction

separation profiles to be modeled by adjusting a single shape parameter α (for fixed fracture parameters σc and

Gc). The mathematical definition of α is given in [47,48]. Dudgale model is retrieved when α tends towards 1, a

bilinear model is obtained if α = 2 and α > 2 results in a trilinear-like model. Fig. 13 shows the influence of the

CZM profile on the force-displacement response and crack length variation. On the one hand, the CZM profile
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(a) (b)

Fig. 14 (a) Force and (b) crack length (projected along (Oy) axis, cf. Fig. 8) variations as a function of imposed displacement for
a straight or a tortuous crack.

seems to have a rather small influence on the force-displacement response, except around the force maximum which

corresponds to crack initiation. Similar results were found in [16,46,49], which is consistent with the conclusion of

Acary and Monerie [50] who showed that all the CZM are equivalent for stable rectilinear crack propagation (in

an infinite medium) but not for initiation and branching. On the other hand, it can be observed that the CZM

profile has a strong influence on the crack length variation as a function of the imposed displacement. This results

also motivates the combination of both a residuals on force and a residuals on crack length in the case the CZM

profile is not known a priori. In the following, we choose to adopt a bilinear CZM profile. The traction separation

profile thus reads:

T =


KCZMδ if δ ≤ σc

KCZM
,

( δc−δ
δc− σc

KCZM

)σc if σc
KCZM

≤ δ ≤ δc,

0 if δ ≥ δc.

(3)

3.5 Sensitivity to crack tortuosity

Experimentally, the studied specimens do not present any groove to guide the crack, as it is the case, e.g., in

[11,15]. Therefore, a non rectilinear crack propagation might be observed because of microstructure effects or a

slight asymmetry in the loading. The crack tortuosity can be taken into account in the numerical model. The crack

path observed experimentally is computed by thresholding the strain fields obtained using DIC. This crack path

is then taken into account during the meshing step of the specimen (cf. Fig. 8b). Of course, since only surface

observations using DIC were performed experimentally, this is only a 2D representation of the crack path observed

on the surface of the specimen. Taking into account the real crack path would require volume observations such

as tomography and a 3D FE model. The force and crack length variations in the case of a straight or tortuous

crack are presented in Fig. 14. Both configurations lead to similar profiles of crack length variation and force-

displacement, the latter being slightly underestimated if a straight crack is modeled. Modeling a straight crack

instead of a meandering one, of course, an approximation in the numerical model. In the present case, the same

force-displacement response as in the case of a tortuous crack could be retrieved with a straight crack by raising
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Residuals minimum

(a) (b) (c)

Fig. 15 (a) Force, (b) crack length, and (c) total residuals as a function of the fracture parameters Gc and σc.

the value of Gc by around 10%. If a straight crack is modeled rather than the actual 2D crack path observed on

the specimen surface, the identified values of the fracture parameters thus account for the possible crack deviation

from a straight path as well as micro-cracks that may be present near the main crack [9,18]. As stated in the

introduction, one of the objectives of the fracture parameter identification is to perform structure calculations at

the scale of a glass furnace subjected to high thermal gradient. Therefore, the approximation of a straight crack

seems reasonable in the sense that features such as local deviation of the crack or microcracks around a main crack

would not be modeled at such a scale.

4 Identification of fracture parameters

In this section, the proposed identification procedure is applied to :

o A virtual experiment for which a FE calculation is used to generate data so as to validate the proposed method.

o Three real experiments on an industrial refractory from 25◦C to 1200◦C.

4.1 Inverse identification on a virtual WST experiment

The reliability of the method is first studied by generating virtual experiment data from a numerical calculation.

The chosen parameters are E = 12.35GPa, Gc = 0.455MPa.mm and σc = 9.1MPa. Some noise is independently

added to the computed force and crack length variations as a function of the prescribed displacement so as to

obtain data representative of a real test. The identification procedure presented in Section 3.2 is applied to this

test case. Fig. 15 shows the force, crack length and total residuals variation as a function of the fracture parameters

Gc and σc. It can be observed that both the force and crack length residuals present a valley corresponding to

different parameter couples, the combination of both residuals leading to the determination of the parameter couple

that best fit the virtual experiment data. The identified parameters are E = 12.4GPa, Gc = 0.448MPa.mm and

σc = 8.7MPa, which are close to the input parameters used to generate the virtual experiment. Fig. 16 shows the

force and crack length variation as a function of the prescribed displacement obtained using the set of identified

parameters together with the generated virtual experimental data. A good agreement is obtained between the

generated virtual data and the predictions obtained with the identified parameters.
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(a) (b)

Fig. 16 (a) Force and (b) crack length variations as a function of imposed displacement generated by adding some noise to reference
calculation results (virtual experiments) and obtained numerically using the parameters determined by the inverse identification
procedure.

4.2 Inverse identification on an industrial refractory from 25◦C to 1200◦C

The identification procedure is now applied to the tests already presented with the industrial refractory from 25◦C

to 1200◦C (Section 2). Fig. 17 shows the force and crack length variation as a function of the imposed displacement

obtained experimentally for the specimen tested at 800 ◦C and numerically with the set of parameters obtained

from the inverse identification procedure. The property estimates that best fit experimental data are E = 38GPa,

Gc = 0.107MPa.mm and σc = 5.2MPa. It can be noted that the material under investigation is a refractory

ceramic containing oxides that is used for glass furnace. This is similar to the materials studied, for instance, in

[6,9,11,18,23] exhibiting Young’s modulus in the same order of magnitude as the one obtained herein. A reasonable

agreement is obtained between experimental and numerical force and crack length variations, even if the predicted

force slightly deviates from experimental results from a certain imposed displacement. A possible explanation to

this difference is that in the calculation, the crack is allowed to break the specimen into two parts so that the force

decreases to zero. However, in the experiments, the crack does not propagate until the specimen end so that such a

decrease of the force is not observed. This is likely to originate from 3D branching of the main crack or microcrack

creation in the process zone around the main crack that are energetically more favorable than the propagation of

the main crack. Taking into account such phenomena would require a 3D characterization of the specimen using,

for instance, tomography and also 3D modeling of crack propagation. From a phenomenological point of view, it

is possible to retrieve the same force-displacement response as in the experiments by artificially raising the critical

energy release rate (from 0.107MPa.mm to 0.175MPa.mm in the present case) in the bottom part of a specimen.

The same identification procedure is applied at 25◦C and 1200◦C, the property estimates are gathered in Table

1 and the corresponding CZM profiles are plotted in Fig. 18. One can notice how the material fracture energy

increases with increasing temperature, so that the material becomes more resistant to propagation as the crack is

closed from the hot zones in application. Based on these properties, an estimate of the FPZ size can be computed

based on the so-called Hillerborg value lH = EGc

σ2
c

(the FPZ size usually being a fraction of this length [43]) showing

that the FPZ at high temperature is probably not fully developed given the size of these WST samples. Using
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(a) (b)

Fig. 17 (a) Force and (b) crack length variations as a function of imposed displacement measured experimentally at 800◦C and
obtained numerically using the parameters determined by the inverse identification procedure.
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Fig. 18 Identified CZM laws depending on the temperature

larger samples would enable a full development of the process zone and thus of the toughening mechanisms during

the fracture of the refractory.

T (◦C) 25 800 1200

E (GPa) 28 38 22
Gc (MPa.mm) 0.057 0.107 0.506
σc (MPa) 7.5 5.2 7.5

lH (mm) 28 150 197

δc (mm) 0.015 0.041 0.135

Table 1 Identified CZM properties depending on the temperature

5 Conclusion

Ceramic refractory fracture parameter identification based on a WST at high temperature brings experimental

challenges, especially employing DIC but it allows the crack propagation to be tracked during the test, which

brings a supplementary local information to the macroscopic force-displacement response usually employed in WST
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analysis. Combining both force and crack length residuals in an inverse identification procedure allows a better

discrimination of some material parameter configurations leading to the same force-displacement response. The

definition of the crack length measured experimentally has to be coincident with that used in the numerical model.

In the case where cohesive zone models are employed, the displacement jump along the presupposed crack path

has to be measured by DIC in order to define the crack as the zone for which the displacement jump overcomes a

critical value. Based on these data, the material Young’s modulus may be identified separately using the elastic part

of the force-displacement curve before the two fracture parameters can be determined by indirect confrontation

to experimental data as the parameters minimizing the combination of force and crack length residuals. The

method has been validated with virtual experiment data generated by adding some noise to a calculation result.

Reasonable agreements are obtained in the case of a WST on a ceramic refractory from 25◦C to 1200◦C, including

some differences probably due to 3D effects such as crack branching not accounted for in the present model. The

identified properties demonstrate the increasing resistance of this material to crack propagation with increasing

temperature, a key property for industrial applications. The use of this method coupling several experimental and

numerical tools represents a significant advantage to understand and optimize the fracture behaviour of industrial

refractories.
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