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Abstract

Atomization of liquid jets is a key feature of many propulsion systems, such as jet engines, internal

combustion engines or liquid-propellant rocket engines (LRE). As it controls the characteristics of the spray,

atomization has a great influence on the complex interaction between phenomena such as evaporation, tur-

bulence, acoustics and combustion. In this context, Computational Fluid Dynamics is a promising way

to bring better understanding of dynamic phenomena involving atomization, such as e.g. high-frequency

combustion instabilities in LRE. However the unsteady simulation of primary atomization in reactive com-

pressible two-phase flows is very challenging, due to the variety of the spatial and temporal scales, as well as

to the high density, velocity and temperature gradients which require robust and efficient numerical methods.

To address this issue, a numerical strategy is proposed in this paper, which is able to describe the dynamics

of the whole chain of mechanisms from the liquid injection to its atomization and combustion. Primary

atomization is modeled by a coupling between a homogeneous diffuse interface model and a kinetic-based

Eulerian model for the spray. This strategy is successfully applied to the unsteady simulation of an operating

point of the Onera’s Mascotte test bench, representative of one coaxial injector of LRE operating under

subcritical conditions. The dynamics of the liquid core is retrieved and the flame shape as well as Sauter

mean diameters are in good agreement with experimental results. These results demonstrate the ability of

the strategy to deal with the harsh conditions of cryogenic combustion, and provide a promising framework

for future studies of combustion instabilities in LRE.
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1. Introduction

High-pressure reactive two-phase flows (TPF) are present in a large variety of propulsion systems and

Computational Fluid Dynamics (CFD) is more and more used to better understand and manage them, in jet
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engines [1], internal combustion engines [2, 3], or liquid-propellant rocket engines (LRE) [4, 5]. Realistic and

accurate numerical simulation of full-scale devices remains a challenge for CFD, as large ranges of spatial

and temporal scales are involved, along with numerous physical phenomena and strong gradients of physical

properties (e.g. density, temperature or velocity). Specific frameworks, such as the one proposed in this

paper, have to be designed in order to predict the dynamic behavior of all phenomena at play in such flows.

In the context of LRE, CFD is a promising way to better understand High Frequency (HF) combustion

instabilities, which still remain poorly understood, and to formulate reduced-order models for industrial

design. HF combustion instabilities are high-amplitude pressure oscillations that can lead to the destruction

of the rocket engine and the failure of the mission. They involve strongly coupled unsteady phenomena that

are challenging to model accurately, especially in real engines [6].

Recent Large Eddy Simulations (LES) have brought a new level of understanding in the case of oxidizer

injected either in the gaseous state [7, 8] or in transcritical conditions [4, 9]. But CFD has not reached the

same level of maturity in the case of oxidizer injected in subcritical conditions (i.e. in liquid phase), while

such conditions are involved in transient and low thrust operating phases in which HF instabilities may

be triggered. Even though a few numerical studies [5, 10] addressed this issue in the past, LES methods

do not yet seem to be used to investigate HF instabilities in subcritical conditions, mainly because specific

strategy and modeling are required. This paper is then focused on the unsteady simulation of high-pressure

reactive TPF encountered in LRE operating at subcritical conditions. In this case, the liquid flow is subject

to large changes in its topology, as mapped in Fig. 1: downstream the coaxial injector, liquid oxygen (LOX)

LOX

GH2

Separated phases Mixed zone Dispersed phase

Figure 1: Schematic representation of the two-phase flow at the exit of a coaxial cryogenic injector in subcritical conditions.

(Color online.)

is sheared by the high-velocity co-flowing gas flow, e.g. gaseous hydrogen (GH2) as in Fig. 1, or gaseous

methane (GCH4). This entails a TPF of complex topology [11] in which three areas can be highlighted:
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• a “separated phases” TPF near the injector exit where the interface remains rather stable,

• a “mixed” TPF where primary atomization takes place: interface is wrinkled and ligaments are de-

tached from the main liquid core,

• a “dispersed phase” TPF once secondary break-up has given rise to a spray of small LOX droplets,

dispersed by the turbulent gas flow and vaporized to feed the combustion with the fuel.

Understanding the interactions between all physical phenomena (propellant injection, atomization, evap-

oration, combustion, turbulence and acoustics) is of major importance to predict and mitigate HF insta-

bilities. In particular, the dynamics of the dense liquid core and its subsequent atomization are known

to be strongly coupled to acoustics [12], and also to the flame behavior [13]. In order to reach a better

understanding and control of these complex phenomena, it is therefore necessary to develop, together with

experimental devices, CFD tools able to accurately and efficiently describe all the TPF topologies and

dynamics in a reactive context.

To achieve this goal, DNS tools combined with interface tracking or capturing methods, such as Level

Set and Volume Of Fluid methods, have provided very promising results [14–20]. Nevertheless, despite the

continuous increase in computational resources, it seems that such DNS approaches are still too expensive

to tackle industrial configurations, especially when considering atomization of the jet combined with the

combustion of the spray and acoustics. Leaving DNS aside, the seminal work of Vallet et al. [21] has initiated

the effort to include primary atomization modeling within the RANS formalism together with diffuse interface

methods. It was pursued afterwards by many studies, mostly applied to internal combustion engines but

also sometimes to cryogenic rocket engines [5, 22, 23]. All these works include a transport equation for the

liquid-gas surface density area. Dedicated source terms describe both interface creation and destruction,

and are closed by means of subgrid models derived from theoretical, experimental or DNS results [19]. The

surface density equation strategy has also been employed in the LES context coupled with interface tracking

methods [24].

As a sequel to the above-mentioned works, the idea arose of coupling the surface density equation strategy

with a dedicated Lagrangian description of the dispersed phase, as employed for instance by Lebas et al.

[2]. The objective was then to reach a better overall accuracy by allowing the spray to be described with

its own variables and equations, rather than describing it only through the surface density equation and

the mean properties of the whole subgrid liquid-gas mixture. However, operating the transition towards the

Lagrangian formalism to account for the spray formation is not without difficulties [25]. On the other hand,

a fully Eulerian formalism could well offer a more natural and robust coupling framework when describing

primary atomization.

The objective of the present work is thus to introduce a very new fully Eulerian coupling strategy for

the simulation of unsteady compressible multiphase reacting flows, involving the primary atomization of
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liquid jets. The numerical framework is described in section 2 in terms of governing equations. It requires

the development of an original modeling accounting for primary atomization, which is introduced in section

3. Finally, the simulation of a cryogenic flame in subcritical conditions is presented in section 4. This last

section illustrates how the methodology works, gives some insights of the TPF features and dynamics in such

applications, and provides some comparisons with experimental measurements. Through this section and

associated discussions, the capacity of the novel methodology proposed in this paper to simulate realistic

cryogenic flows with representative results is demonstrated.

2. Eulerian-Eulerian coupling strategy

2.1. General description

The modeling strategy implemented in Onera’s Cedre simulation platform [26], is illustrated in Fig.

2 when applied to the case of LOX-GH2 combustion. A Separated Phases Solver (SPS), called Charme,

solves the compressible Navier-Stokes equations in a LES context for a flow that may locally comprise a

turbulent reactive multi-species gas phase, a liquid phase made up with only the LOX species, or a two-phase

homogeneous mixture with a diffuse interface approach. When equipped with a sufficiently refined mesh for

LES, the SPS is able to describe the dynamics of the dense liquid core downstream of the injector exit, the

triggering of interfacial instabilities at its surface, as well as the peeling of some ligaments and large droplets.

However, as the atomization process produces smaller and smaller droplets, these become far too small to

be captured by a reasonable mesh. This is why the choice is then made to operate a transfer towards a

Dispersed Phase Solver (DPS), called Spiree, which is a kinetic-based Eulerian solver for the spray. Indeed,

rather than pursuing the description of the spray at the subgrid scale level with the SPS, the DPS provides

a more accurate framework by solving appropriate conservation equations on dedicated variables for the

spray. It also includes a description of the droplet size polydispersion thanks to the sectional method with

affine reconstruction [27, 28]. A reverse transfer towards the SPS accounts for evaporation, thereby feeding

the gas phase with GO2 and enabling combustion. Both solvers are thus coupled by exchanging with one

another source terms that depend on the local features of the flow. This means that the exact location of the

coupling phenomena depicted in Fig. 2 is not prescribed, but naturally evolves throughout the computation.

2.2. Governing equations for the separated phases

The compressible Navier-Stokes equations solved by the SPS for a multi-species homogeneous mixture

can be written in vector form as

∂tQ + ∇. (F −ϕ) = S , (1)
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Figure 2: Schematic view of the coupling strategy between the SPS and the DPS. (Color online.)

where Q = (ρY1 ... ρYNg ρYl ρu ρet)
t is the vector of the conservative variables, comprising the partial

densities, momentum and total energy of the mixture, while ρ =
∑
i(ρYi) is the density of the whole mixture.

From Q, one can derive a set of primitive variables U = (Y1 ... YNg
Yl u P T )t, i.e. the mass fractions of

the Ng gas species plus that of the liquid, as well as the mixture mean velocity, pressure and temperature.

The vector of the convective fluxes F is that of the standard compressible Euler equations, which can

be written in the form

F = Q ⊗ u + P (0 ... 0 0 I3 u)t , (2)

with I3 the 3D unit tensor. The vector of the diffusive fluxes ϕ may include laminar and turbulent diffusion

fluxes. For instance, Fourier’s and Fick’s laws are classically used to describe the laminar diffusion of heat

and species respectively, while the divergence of the viscous stress tensor accounts for the laminar diffusion

of momentum. In a LES context, additional diffusion terms can be added to account for the dissipation

of the turbulent kinetic energy at the subgrid scale level (for instance through the Boussinesq’s concept of

eddy-viscosity together with the Smagorinsky model), although this point is not so easy a task when it comes

to compressible reactive two-phase flows [29]. If significant capillary effects are expected, then a modeling

of the surface tension forces can also be included, e.g. by means of the CSF approach [30]. This must be

considered on a case-by-case basis, depending on the Weber numbers involved. Furthermore, the vector S

includes all source terms relevant to the configuration to simulate. In the context of the paper, this means

at least chemical combustion rates and coupling terms with the dispersed phase, as detailed in section 2.4.

The thermodynamic closure of the system is based on the assumption of thermal and mechanical equi-

librium between phases [31, 32], together with dedicated equations of state for each phase. The gas phase
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is then modeled as an ideal gas mixture, leading to

ρg(P, T ) =
P

RT

(
Ng∑
i=1

Yi/Wi

)−1
, (3)

with ρg the density of the gas phase, R the ideal gas constant and Wi the molar mass of a given gaseous

species i. The equation of state for the liquid phase is a barotropic (isothermal) linearised equation of

state, already used for instance in [33], which reads

ρl(P ) = ρ0 [1 + β0(P − P0)] , (4)

with ρl the density of the liquid phase and β0 its isothermal compressibility at a given reference state (ρ0, P0),

or similarly

P (ρl) = P0 + c2l (ρl − ρ0) , (5)

where cl = (β0ρ0)
−1/2

is the constant sound speed of the liquid phase. This equation of state is accurate

in the limit of small variations around the reference state (ρ0, P0), and restricted to the pure liquid area

of the phase diagram. Next, mass-fraction-weighted average values of density and internal energy can be

computed for the two-phase mixture, and used in an iterative process to recover the updated equilibrium

pressure and temperature. In addition, the liquid phase volume fraction αl can be introduced as well. Due

to the thermal and mechanical equilibrium assumption, this is not an independent transported variable of

system (1), but can be straightforwardly obtained from the liquid mass fraction and the densities of pure

phases as follows:

αl =
ρYl
ρl

=
ρgYl

ρgYl + ρl(1− Yl)
. (6)

Note that in the terminology of TPF models, the SPS solves a diffuse interface model very similar to

the homogeneous relaxation model (sometimes referred to as the 4-equation model) [31, 34], but without

considering any mass transfer between phases at this level. Evaporation is then only considered in the DPS,

once the liquid is in the form of droplets. Also note that the homogeneous relaxation model can be formally

obtained by a relaxation of the more general 7-equation diffuse interface model, by means of an asymptotic

analysis based on the Chapman-Enskog theory [11, 35–37]. Finally, it should be stressed that the use of

this 4-equation model for the SPS has both advantages and drawbacks. As this model is nothing else than

the multi-species compressible Navier-Stokes equations, it is widely used in classical CFD codes based on

the finite volume method, which more easily include the whole complexity required for an application to

HF instabilities in LRE than specialized codes solving accurate diffuse interface models. Indeed, the former

are more likely to include e.g. turbulent combustion modeling, complex thermodynamics and advanced

numerical methods than the latter. Nevertheless, it is clear that the eventual use of these more accurate

diffuse interface models, giving locally access e.g. to the temperature and the velocity of each phase, as well

as to some geometrical variables describing the interface topology at the subgrid scale level, will provide
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the necessary matter for an important step forward in the modeling of the primary atomization. However,

a significant work is required to bring these models to the level of maturity that would make them fully

compatible with real simulations in a reactive context. This means for instance defining proper modeling

closures to the system and dedicated numerical schemes, which is a work in progress (see [38–40]).

2.3. Governing equations for the dispersed phase

The Eulerian system of conservation equations for the spray can be formally derived from the kinetic

level. Indeed, at the highest level of description, the modeling of dispersed two-phase flows is based on a

mesoscopic description provided by the Williams-Boltzmann kinetic equation (WBKE) [41]. This equation

gives the evolution of the probability density function f for the number of droplets per unit volume, also

called the number density function (NDF). Assuming the particles spherical and fully characterized at a

given time t by a set of variables on which the NDF depends, for instance their position x, their size s (radius,

diameter, surface...), their velocity v and their temperature θ, then the WBKE expressing the conservation

of the NDF f (t,x,v, s, θ) in the phase space reads in

∂tf +∇x · (vf) +∇v · (Ff) + ∂s (Kf) + ∂θ (Rf) = Γ . (7)

The left-hand-side of the WBKE describes the transport of the particles in the phase space (F , K and

R respectively correspond to the force acting on a particle, the evaporation rate and the heat exchange

rate), while Γ on the right-hand-side stands for the fragmentation phenomenon, which is a non-conservative

contribution to the NDF evolution. The direct resolution of the WBKE is however out of reach for practical

applications because of the highly dimensional phase space. This is why in practice, the Eulerian methods

rather solve transport equations for some particular moments of the NDF, thereby proceeding to a reduction

of the phase space (see [42] for a comprehensive review on Eulerian moment methods).

An important part of this reduction process consists in discretizing the particle size distribution. To

do so, several approaches have been developed in the framework of Eulerian moment methods. Of these,

the sectional method [43–45] has been selected here for its natural ability to account for phenomena that

generate polydispersion, such as secondary break-up and evaporation. In the sectional approach, the size

space [0,+∞[ is discretized into Ns contiguous intervals [sk−1, sk[ called sections, and the mathematical

shape of the particle size distribution within each section k has to be postulated. Among the several options

available in the literature for that purpose, the affine-TSM (Two Size Moment) method has been retained

in this paper because it seems to offer the best compromise between accuracy and computational cost, as

well as the advantage of satisfying some realizability and positivity constraints [27, 28]. In the affine-TSM

method, the number size distribution φkn,S(S) in each section k is given by

φkn,S(S) =

 ak + (bk − ak)(S − Ska)/(Skb − Ska) if S ∈
]
Ska , S

k
b

[
0 otherwise

, (8)
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where the size variable s is characterized here by the surface S of the droplets. Three different cases may be

encountered within a given section as depicted in Fig. 3, the four parameters ak, bk, Ska and Skb depending

on both time and position, unlike the sections’ lower and upper bounds sk−1 and sk which are predetermined

and unchanged through the entire computation process.

... ... ... ... ... ...

Figure 3: Shape of the affine-TSM reconstruction within one section of the particle size distribution [27, 28].

Finally, thanks to a mathematical derivation of the WBKE (7) not reproduced here (see [42, 45]), and in

the framework of the sectional approach described above, one can obtain the following system of Eulerian

equations written in vector form for the dispersed phase:

∂tQk + ∇. (Qk ⊗ vk) = Sk , k ∈ J1, NsK . (9)

In this system, Qk = (ρk ρkvk ρkek nk)t is the vector of the transported moments of the NDF for a

given section k, namely the bulk mass density, the momentum, the internal energy and the number density,

vk and ek being respectively the velocity vector and the specific internal energy, while Sk may include any

relevant source term for the configuration to be treated, as detailed in the next section. The corresponding

primitive variables uk = (αk vk θk Dk)t are the volume fraction and mean velocity, temperature and

diameter of the section. They are bijectively related to the transported moments according to

αk =
ρk

ρ0 (θk)
, vk =

ρk vk

ρk
, Dk =

(
6αk

πnk

)1/3

, ek = eref +

∫ θk

θref

cv(θ
k) dθk , (10)

where ρ0
(
θk
)

and cv
(
θk
)

are the density and specific heat capacity of the pure liquid medium, both depend-

ing on the droplets temperature θk, while eref is the internal energy at a reference temperature θref . Note

that according to its above definition from the volume fraction and the number density, the mean diameter

Dk is actually a volume mean diameter (D30). Also note that by definition, the particle number density nk

is directly related to the integral of the particle number size distribution in section k:

nk =

∫ Sk

Sk−1

φkn,S(S) dS . (11)

Another relation links the bulk mass density ρk to an equivalent integral form of the particle number size

distribution, namely

ρk =
ρ0
(
θk
)

6
√
π

∫ Sk

Sk−1

S3/2φkn,S(S) dS . (12)
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In practice, this means that whenever necessary (for instance when evaluating the source terms), the four

affine-TSM parameters ak, bk, Ska and Skb can be obtained from nk and ρk, and vice versa (see details about

the numerical inversion procedure given by Doisneau [46] for instance).

To conclude, let us make a comment on the fact that the mean droplet diameter Dk can be actually

comparable or even larger than the size of the mesh elements in practical simulations, such as the one

presented in section 4. Indeed, one might wonder how the DPS approach handles it. It must be kept in

mind that the modeling of the dispersed phase is primarily based on a statistical description, namely the

WBKE giving the evolution of the NDF in the phase space. The mesh resolution is nothing else than the

discretization of some particular dimensions of the phase space, namely that of the physical space. Using

a very fine mesh size, potentially smaller than the particle diameter, is therefore not problematic. The

combined data of a mean droplet diameter Dk and a number density nk in a given mesh cell of volume Vc

must be interpreted as the probability of finding, at a given time t, a spray whose mean diameter is Dk in

that volume Vc, regardless of its size. More detailed information on these statistical considerations can be

found e.g. in [5, 47, 48].

2.4. Coupled system of equations and source terms

The coupled system of equations for both SPS and DPS can be finally written in vector form as ∂tQ + ∇. (F −ϕ) = G + L + C

∂tQk + ∇. (Qk ⊗ vk) = Gk + Lk + Bk + Ek , k ∈ J1, NsK
, (13)

where it is recalled that Q and Qk denote the conservative variables in the SPS and in the DPS respectively,

F and ϕ are the convective and diffusive fluxes in the SPS, while Ns is the number of sections used in the

DPS to discretize the droplet size distribution. In system (13) above, the source terms S and Sk have been

recast according to the phenomena involved in the envisioned applications, which means at least primary

atomization and secondary break-up, evaporation and combustion reactions. Thus, the source terms are

broken down as follows:

• G =
(
GM1 ... GMNg

0 GV GE

)t
and Gk =

(
GkM GkV GkE GkN

)t
comprise the mass, momentum and

heat exchange source terms between the gas phase and the spray. Regarding applications in the

field of LRE, these exchange terms are mostly due to drag force, evaporation and heating, for which

state-of-the-art models are available in the literature. Furthermore, when considering evaporation as

the only mass transfer between the dispersed phase and the gas phase, source terms in both solvers

are related to one another according to:

GMv
= −

Ns∑
k=1

GkM , GMi
= 0 if i 6= v , GV = −

Ns∑
k=1

GkV , GE = −
Ns∑
k=1

(
GkE +Xk

g

)
, (14)
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where the index v refers to the vapor species within the gas mixture (for example gaseous oxygen in

the case of LOX droplets). Besides, Xk
g gathers additional terms that arise in the SPS but are not

present in the DPS, because the former solves an equation on the total energy whereas the latter solves

an equation on the internal energy only. These additional terms include for instance the work of body

forces and the transfer of kinetic energy associated to the evaporation mass transfer.

• L = (0 ... 0 LM LV LE)
t

and Lk =
(
LkM LkV LkE LkN

)t
gather the mass, momentum and heat

exchange source terms between the dense liquid phase and the spray, which are linked together

as follows:

LM = −
Ns∑
k=1

LkM , LV = −
Ns∑
k=1

LkV , LE = −
Ns∑
k=1

(
LkE +Xk

l

)
, (15)

Xk
l containing the additional terms due to the total energy formulation in the SPS. These exchanges

may occur both ways: from the SPS to the DPS they stand for the primary atomization of the dense

liquid core, while from the DPS to the SPS they are due to the impingement of liquid droplets onto

the dense liquid core. The modeling of these source terms is a novel contribution within the overall

strategy proposed in this paper, and as such will be exposed specifically in section 3.

• C =
(
ω̇1 ... ω̇Ng

0 0 0
)t

includes the combustion reaction source terms which potentially con-

cern all gaseous species in the SPS, and whose modeling must be adapted to the actual combustion

regime. See for instance the modeling adopted in section 4 for the simulation of the Mascotte

configuration.

• Bk =
(
BkM BkV BkE BkN

)t
contains exchange source terms between the current section k and potentially

all other sections, due to secondary break-up [49]. Indeed, droplets belonging to any superior section

are prone to break-up into smaller droplets whose size fall into the range of section k, while droplets

of section k may also break-up into smaller droplets belonging to any inferior section.

• Ek =
(
EkM EkV EkE EkN

)t
gathers exchange source terms between consecutive sections only, resulting

from the evaporation process that make the size distribution move towards increasingly smaller sizes

[28].

In the sectional formalism, the effective computation of any source term related to the spray evaporation

or break-up involves the following procedure:

(i) select an appropriate model describing the phenomenon at the scale of one single isolated droplet,

(ii) as soon as this model depends on the droplet size, integrate the source term expression over the size

interval of each section k (this may be done either analytically or numerically),
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(iii) use dedicated robust and efficient schemes for the numerical integration of the source term. This issue

has been addressed in the works of Sibra et al. [28] and Dufour [50].

Note that integrating the size-dependent source terms over each size section requires the prior computation

of the coefficients Ska , Skb , ak and bk which define the number size distribution φkn,S in the affine-TSM

method, as previously explained. Incidentally, an interesting feature of the affine-TSM reconstruction when

compared to other sectional reconstructions is that it facilitates the evaluation of size-integrated source

terms, in particular by enabling analytical computations of some integrals [27, 28].

3. Primary atomization modeling

3.1. Recasting of the liquid-liquid coupling source terms

As described in Table 1, the source terms L and Lk related to the coupling between the dense liquid

phase and the spray are first broken down into two separate contributions, each one corresponding to a

one-way transfer only:

• terms with index A refer to a transfer strictly from the liquid phase in the SPS towards the dispersed

phase in the DPS, which indicates the actual primary atomization phenomenon.

• terms with index C refer to a transfer strictly in the opposite way, namely from the dispersed phase

in the DPS towards the liquid phase in the SPS. This is to account for the possible coalescence of

droplets with the dense liquid phase1, which may occur for instance when the liquid core is flapping

and captures droplets on its way, or because droplets are trapped in vortices that make them impinge

onto the liquid core.

Hence, the mass transfer terms with indices MA
and MC

in Table 1 are nonnegative by definition. Also

note that Xk
l = Xk

lA
−Xk

lC
includes the additional energy terms arising in the SPS due to the total energy

formulation, as previously explained in section 2.4.

Only some of the terms in Table 1 need to be modeled, the other ones being easily inferred afterwards

from conservation principles. Indeed, as illustrated in Fig. 4, a modeling is required for LMA
, the primary

atomization mass flow rate in the SPS. Together with a modeling for the properties of the atomized droplets

(for instance in terms of mean diameter DA, velocity vA and temperature θA), one can then deduce LkMA
,

the atomization mass flow rates dispatched accross the sections of the DPS, as well as LkVA
, LkEA

and LkNA
,

the contributions to the momentum, internal energy and number density equations of each section, and

eventually LVA
and LEA

, the corresponding terms in the momentum and total energy equations of the SPS.

Similarly, a modeling is required for LkMC
, the coalescence mass flow rate in a given section of the DPS.

1Not to be confused with the coalescence between droplets, which is not considered in the present paper.
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Table 1: Recasting of the liquid-liquid coupling source terms.

Net flux Atomization Coalescence

DPS LkM = + LkMA
− LkMC

LkV = + LkVA
− LkVC

LkE = + LkEA
− LkEC

LkN = + LkNA
− LkNC

SPS LM = − LMA
+ LMC

= −
∑
k LkMA

+
∑
k LkMC

= −
∑
k LkM

LV = − LVA
+ LVC

= −
∑
k LkVA

+
∑
k LkVC

= −
∑
k LkV

LE = − LEA
+ LEC

= −
∑
k

(
LkEA

+Xk
lA

)
+
∑
k

(
LkEC

+Xk
lC

)
= −

∑
k

(
LkE +Xk

l

)
Combined with the properties of the spray in that section (Dk, vk and θk), which are transported quantities,

this provides LkVC
, LkEC

and LkNC
, the contributions to the momentum, internal energy and number density

equations of each section, as well as LMC
, LVC

and LEC
, the respective source terms in the SPS.

Modeled

Transported

Inferred from 
conserva�on 
principles

Figure 4: Layout of the computation procedure of liquid-liquid coupling source terms. (Color online.)
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3.2. Modeling of the primary atomization mass flow rate and properties of the atomized droplets

The modeling proposed for the primary atomization mass flow rate LMA
reads in

LMA
= ρYlfAλA , (16)

where fA is a characteristic frequency, which has to be primarily related to the local velocity difference

between both phases, as this is what mainly drives the atomization process downstream of coaxial injectors.

This information is unfortunately not available in the homogeneous mixture model, comprising only one

mean velocity. However the local velocity gradient can still be used as an estimate, for instance by means

of the turbulent frequency fT . The latter is classically defined in the context of compressible LES as [24]:

fT = (2D :D)
1/2

, (17)

with D the deviator of the resolved symmetric strain rate tensor. This deviator reads

D =
1

2

[
∇⊗ u + (∇⊗ u)t

]
− 1

3
(∇ · u)I3 , (18)

with (∇ ⊗ u)t the velocity gradient tensor. The atomization characteristic frequency fA is thus supposed

to be directly related to this turbulent frequency fT , which simply means here that we take fA = fT .

Moreover, λA = 1 − tanh
(
4Y 2

l

)
is an activation function whose shape has been chosen in a pragmatic

and empirical way, so as to localize the interface, as this is where primary atomization is likely to occur,

but also for numerical stability reasons. Indeed, it is important that the transfer operates on the gaseous

side of the diffuse interface, i.e. in mesh elements in which the volume occupied by the liquid in the SPS is

negligible. Otherwise the low compressibility of the liquid would bring about significant spurious pressure

oscillations.

Once transferred to the DPS, the liquid phase is supposed to be in the form of spherical droplets.

Ideally, an appropriate modeling based on the local flow features should provide the properties of these

atomized droplets, for instance in the form of their local mean diameter DA, velocity vA and temperature

θA. However, such a modeling seems out of reach within the framework of the homogeneous mixture diffuse

interface model, which provides no information on the local disequilibria between both phases. Consequently,

this issue has not been addressed yet, which means that case-specific uniform values have to be assumed for

each simulation (see section 4). Assuming then that DA, vA and θA are constant throughout a given entire

computation, one can easily derive the other source terms. With only one possible value of the diameter

DA, then the mass transfer from the SPS is inevitably operated towards only one single section of the DPS,

which is on top of that the last one (comprising the biggest diameters), i.e. such that k = Ns. Indeed, when

coalescence between droplets is not considered, the droplet size is maximum just after primary atomization
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and can only decrease afterwards due to break-up and evaporation. Therefore one can write:

k < Ns



LkMA
= 0

LkVA
= 0

LkEA
= 0

LkNA
= 0

, k = Ns



LkMA
= LMA

LkVA
= LkMA

vA

LkEA
= LkMA

e(θA)

LkNA
= LkMA

/m (DA, θA)

, (19)

where m(DA, θA) = ρ0(θA)πD3
A/6 is the mass of one droplet of diameter DA and temperature θA. In the

same way as for the section mean diameters Dk, DA has to be interpreted as the volume mean diameter

(D30) of the atomized droplets. Finally, LVA
and LEA

can be straightforwadly obtained as exposed in Table

1.

3.3. Modeling of the coalescence mass flow rate

The modeling proposed for the coalescence mass flow rate LkMC
reads in

LkMC
= ρkfCλ

k
C , (20)

with fC = (NC∆t)
−1

a characteristic frequency, ∆t the simulation time step and NC a relaxation parameter.

Note that the rate at which the impingement occurs at the subgrid scale level should be rigorously modelled.

However, the main purpose of this impingement source term is to avoid having spray in the dense core,

otherwise leading to modeling peculiarities (like liquid droplets surrounded by a purely liquid carrier phase,

which would make no sense). Therefore, capturing the accurate dynamics of the impingement mechanism

is not of major importance as long as we make sure that no droplets can cross the diffuse interface zone

towards the liquid core without being transfered to the SPS. This is why fC is here a numerical frequency

but not a physical one. The activation function is expressed as λkC = 1− tanh (−2 logαl), with αl the liquid

phase volume fraction in the SPS, defined by Eq. (6). In the same way as for the function λA, its shape

has been chosen for practical reasons, namely to make sure that the transfer be operated when the liquid

volume fraction in the SPS is high, indicating the vicinity of dense liquid.

From Dk, vk and θk, the properties of the spray in section k, one can easily derive afterwards the

corresponding source terms in the momentum, total energy and number density equations. These are given

by

1 ≤ k ≤ Ns


LkVC

= LkMC
vk

LkEC
= LkMC

e(θk)

LkNC
= LkMC

/m (Dk, θk)

, (21)

where m(Dk, θk) = ρ0(θk)πDk3/6 is the mass of one droplet of diameter Dk and temperature θk. Further-

more, LMC
, LVC

and LEC
, the opposite source terms in the SPS, are obtained as sums of the above source

terms on all sections, as written in Table 1.
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4. Simulation of a cryogenic subcritical flame

4.1. Parameters and numerical methods

In order to evaluate the ability of the numerical strategy to deal with cryogenic rocket engine operating

conditions, it has been applied to the simulation of the A10 fire test on the Mascotte test bench, docu-

mented in [51–53]. The chamber is a 458 mm-long tube closed by an axisymmetric nozzle. A single coaxial

injector is used to inject LOX through the central tube and GH2 through the annular tube. Helium is

injected through two rows of holes in order to protect side windows against hot gas flow inside the chamber.

Geometric specifications are given in Fig. 5. The chamber pressure of 10 bar implies subcritical conditions

for injected LOX. Mass flow rates and temperatures are respectively 50 g s−1 and 85 K for LOX, 23.7 g s−1

and 280 K for GH2 and 10 g s−1 and 280 K for He, which gives a mixture ratio around 2 and a momentum

ratio around 15. The simulation is performed on a 3D mesh of the full chamber geometry, from the injector

to the nozzle outlet. The mesh is made up of 9.8 million cells, 19.6 million faces and 1.7 million vertices.

Except for prism layers near the walls of the injectors, all mesh cells are tetrahedral elements. Fig. 5 shows

the mesh in the upstream half part of the chamber, in the vicinity of the injector, where Dl = 5 mm is the

LOX post diameter at the injector exit. On this figure, ∆ stands for the averaged value of 6V/A, where V is

the cell volume and A is the total area of the cell faces. For regular tetrahedra, this parameter corresponds

to the circumscribed sphere diameter. Inside the injector and along 8Dl, a box is meshed with an averaged

element size ∆1 chosen in order to meet certain criteria. First, the mesh must be able to capture the biggest

liquid structures downstream the liquid core, but also the main instabilities propagating at its surface due

to shear stresses and resulting in its atomization. In the particular conditions simulated in this paper, the

physical analysis proposed by Marmottant and Villermaux [54] predicts wavelengths for longitudinal and

tranverse instabilities of λ� = 2.5 mm and λ⊥ = 250µm respectively. Secondly, it is generally accepted that

at least 80 % of the turbulent kinetic energy must be resolved when dealing with LES [55]. In this case, the

ratio between the cell size ∆ and the integral scale length Lt is estimated by ∆/Lt = 0.083. When applying

this criterion to the LOX post, for which Lt can be estimated as the diameter upstream the post chamfer

Di = 3.6 mm, the maximum suitable cell size appears to be ∆ = 300µm. As concerns the annular coaxial

duct, Lt can be estimated as the thickness of the channel e = 3.2 mm, leading to a maximum suitable cell

size of ∆ = 270µm. To comply with these three conditions, the averaged element size ∆1 is set to 100µm. In

addition, two tetrahedra are considered along the 300µm injector lip thickness. As seen in Fig. 5, two other

boxes are meshed with averaged element sizes ∆2 and ∆3 respectively, also set to resolve at least 80 % of the

turbulent kinetic energy. In their work, Ko and Au [56] state that eddies formed upstream in the gaseous

co-current flow around the liquid jet join beyond a certain distance to form a fully-merged jet. According

to the authors, this reattachment point is located at a distance of approximately 5 to 6Dg (or equivalently

12 to 15Dl in the present study) from the injection plane, whatever the mean velocity ratio. On the basis
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of this observation, it is then possible to consider that the biggest vortices downstream the reattachment

point have a size included between the external annular channel diameter Dg = 12 mm and the height of the

chamber h = 50 mm. This leads to a maximum suitable cell size of ∆ = 1 mm to ∆ = 4 mm. As a result,

∆2 and ∆3 are set to averaged values of 500µm and 1.5 mm respectively. Finally, the downstream half of

the chamber, not shown in Fig. 5 and starting from 40Dl, is a coarse region with 3 mm-high elements. As

for boundary conditions, inlet mass flows and associated temperatures are imposed at injector inlets, 10 mm

upstream the injection plane. Adiabatic no-slip condition is imposed at chamber and injector walls.

Figure 5: Left: front view of the injection plane (dimensions in mm); Right: mesh cut in the median plane.

Regarding numerical methods, both solvers use a cell-centered Finite Volume approach on general un-

structured meshes. They also use upwind numerical schemes, namely the classical HLLC scheme of Toro

et al. [57] for the SPS and a Godunov-like scheme for the DPS, adapted to the weak hyperbolicity of the

system. These numerical fluxes are computed from reconstructed values at the faces centroids, which are ob-

tained by means of the multislope MUSCL method developed in a previous work [58]. This is a second-order

accurate and robust reconstruction method, adapted to general unstructured meshes, able to cope with the

strong gradients, high density ratios and discontinuous solutions inherent to two-phase flow simulations. As

exposed by Buffard and Clain [59], the principle of multislope methods is to compute the reconstructed val-

ues on the faces by an appropriate combination of backward and upward scalar slopes relative to each face,

by means of limitation procedures inherited from the classical monodimensional MUSCL technique of van

Leer [60]. Furthermore, an operator splitting technique is used with dedicated second-order time-stepping

schemes for each operator, either explicit for the coupling source terms operator and the convective operator

of the DPS, or implicit for the convective operator of the SPS.

After reaching steady-state conditions, the calculation was averaged over 17 ms of physical time, which

was sufficient to compute about 7 convective times of the dense LOX core and 2.5 convective times of

burnt gases along the whole chamber. This computation stage required 900 000 hCPU on Intel Ivy Bridge

processors, with typical runs involving 500 to 1500 MPI processes. It is worth noting that this quite large

CPU cost is mainly due to the low amplitude of LOX injection velocity, and to the large total length of the
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chamber. Because of these two characteristics, a considerable physical time had to be computed in order to

converge time averages.

4.2. Physical modeling

As previously explained in section 2.4, classical state-of-the-art models are selected to describe the

physical phenomena acting at the scale of a single LOX droplet. Thus, Schiller and Naumann’s correlation

[61] accounts for the drag force, and Abramzon and Sirignano’s model [62] is used to describe evaporation

and heating. When computing the evaporation mass flow rate, we need to calculate some properties of

the liquid-vapor equilibrium, such as Pvap(T ) and lvap(T ), the equilibrium vapor pressure and latent heat

of vaporization at a given temperature T , or Tsat(P ) the saturation temperature (boiling point) at a given

pressure P . These properties are obtained by classical correlations, such as the Antoine equation:

lnPvap = A− B

T + C
, (22)

Tsat =
B

A lnP
− C , (23)

lvap = α

(
1− T

Tc

)β
, (24)

where Tc is the temperature at the critical point, whereas A, B, C, α and β are parameters depending on

the substance. In the case of oxygen, these parameters have the following values: Tc = 154.58 K, A = 20.662,

B = 787.247, C = −4.00948, α = 291342 and β = 0.3608. This evaporation modeling is then converted

so as to comply with the sectional formalism, especially by allowing fluxes between consecutive sections, as

described in [27, 28].

In the same way, secondary break-up is rendered by means of coupling source terms between all sections

of the size distribution. Their formulation in the sectional formalism is due to Dufour et al. [49], from Pilch

and Erdman’s modeling of the break-up time of a single droplet [63], and Wert’s model for the mean size of

the resulting fragments [64]. Primary atomization is modeled as explained in section 3, with properties of

the atomized droplets postulated from the physical analysis proposed by Marmottant and Villermaux [54].

That gives for the mean diameter and velocity: DA = 250µm and ||vA|| = 16 m s−1 with the direction of vA

being that of u, the local velocity vector in the SPS. For the configuration adressed in this study, in which

the liquid-phase flow is surrounded by a high-velocity coflow, simple test cases have shown that the drag

force induced by the gaseous coflow on liquid droplets rapidly changes the size and velocity distributions

of the spray, mainly by the secondary break-up phenomenon. Then the results presented below are weakly

dependent on the values chosen for DA and vA, provided that they have the good order of magnitude,

estimated by the physical analysis mentionned above. The droplet temperature θA is assumed to be that of

the LOX at the injector inlet. The spray size distribution is discretized into Ns = 3 sections, as this number

appeared sufficient to ensure a good statistical convergence in terms of mean spray diameter. Section upper
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bounds are respectively 40µm, 120µm and 280µm. They were chosen based on the expected distribution

shape: the last one is chosen close to the mean diameter of atomized droplets, as they are not allowed to grow

further, whereas the first one is chosen sufficiently small to well describe the numerous droplets resulting

from secondary break-up and evaporation. Due to a very high injection Weber number (higher than 104), the

surface tension can be considered negligible at the resolved scales, and no model is then used. In addition,

an implicit LES approach is adopted for this simulation. Note that this is not an inherent feature of the

coupling framework introduced in this paper. The latter is just waiting to be improved with appropriate

subgrid turbulent dissipation models accounting for compressible two-phase flows effects. However, this is a

work on its own (see e.g. [29]), that has been left to future works.

In high-pressure cryogenic H2-O2 flames, chemical reactions can be assumed to be faster than other

processes due to the high reactivity of pure hydrogen [65]. A simple time-scale combustion model, similar

to [66, 67], is then used. Chemical species are supposed to relax towards local chemical equilibrium with a

time scale linked to the driving process, i.e. turbulent mixing. Gas species reaction source terms then write

ω̇i =

min (fC , fM ) ρ (Y eq
i (Z)− Yi) if T > Tinf

0 otherwise,

(25)

where fC , the characteristic frequency of the chemical reaction in the assumption of infinitely fast chemistry,

is supposed to be driven by the turbulent frequency fT defined by equation (17). This means that fC = CfT ,

where C = 1.5 is a model parameter. In addition, fM = 105 s−1 is a limit frequency to prevent overestimation

of reaction rates in highly strained regions for specific applications, Y eq
i (Z) the equilibrium mass-fraction

of species i computed at the local mixture fraction Z at fixed enthalpy and pressure, Yi the local mass

fraction of species i and Tinf = 350 K a limit temperature of inflammability. In order to recover proper

thermodynamic conditions in the chamber, the minimum set of six species (H2, GO2, H2O, OH, H, O) was

considered [68]. The heat release rate ω̇T can be computed according to

ω̇T =

Ng∑
i=1

ω̇i∆H
0
fi , (26)

where ∆H0
fi

are the enthalpies of formation of the Ng gas species. More details regarding the physical

properties used for the different chemical species are given in Appendix A.

The choice of the main parameters of the combustion model, namely C and fM , is expected to have

a limited impact on the results for the configuration simulated in this study. First, because combustion

mostly takes place in the propellant mixing layer, where the turbulent frequency is sufficiently high to

entail reaction source terms that are limited by locally available amount of reactants rather than by the

characteristic frequency fC . Secondly, because H2/O2 combustion is known as extremely fast combustion.

In such conditions, the turbulent characteristic time will always remain higher than the combustion one,

and the value of fM is chosen in such a way that it does not have any influence on reaction source terms.

18



Figure 6: Isocontours of dense phase volume fraction (blue), heat release rate (yellow) and volume rendering of spray phase

volume fraction (red). (Color online.)

Figure 7: LOX reactive jet in the Mascotte chamber: vertical center plane coloured by temperature on the top picture, and

by velocity on the bottom picture, and velocity isocontours at 10 m s−1 and 150 m s−1. (Color online.)

To conclude, it is worth noting that both the implicit LES approach and the combustion model used here

are not state-of-the-art, however they can be replaced by any other, more refined models. The present work

focuses on the coupling and overall integration, not on the individual components. As a first realistic attempt

to use the numerical strategy proposed in this work, models were primarily chosen for their robustness.

4.3. Simulation results

4.3.1. Overall flow dynamics

A snapshot of the LOX flow is shown in Fig. 6: the dense LOX core is highlighted by an isosurface of

liquid volume fraction (αl = 0.5) resulting from the SPS. It is strongly convoluted because of the shear with

the fast hydrogen flow and large chunks of liquid are detached at the tip of the dense core. The spray of

LOX droplets, created by the atomization model from the dense phase, is represented by a volume rendering

of the volume fraction of the dispersed phase computed by the DPS (all sections considered). This cloud of

droplets surrounds the dense core as a thin layer close to the injector lip. It then forms a larger cloud further
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downstream under gas-phase driving force, which is surrounded by the flame represented by an isosurface of

heat release rate (ω̇T = 8× 1010 W m−3). Figure 7 shows a longitudinal cut of instantaneous temperature

and velocity fields. A layer of burnt gases is sandwiched between the LOX core and the fuel stream. Further

downstream, large pockets of burnt gases are convected to the nozzle. Regarding the velocity field, it is

typical of coaxial injectors with a slow central jet surrounded by a fast stream, which expands radially

because of the heat release. Figure 8 shows the dense core near the injector, together with H2 and GO2

mass fractions and an isocontour of heat release rate at 2× 1010 W m−3. Oxygen vapor is created very close

to the injector lip by means of the atomization of dense LOX and evaporation of LOX spray droplets. These

phenomena occur in the high turbulent-level mixing layer between LOX jet and H2 coaxial jet. It highlights

the quite low characteristic time associated to this chain of phenomena. Despite the presence of gaseous

oxygen near the injector lip, the main heat release rate area is located at almost one injector-diameter

length downstream, that indicates a lifted flame. As evaporation of the dense liquid phase is neglected in

this study, oxygen vapor concentration may be underestimated in this particular area where liquid droplets

are convected downstream before completely evaporating. A specific dense phase evaporation model could

bring the lacking oxygen concentration needed to allow the flame to stabilize on the injector lip. Such a

model, potentially based on the interface area density at subgrid level, remains to be formulated for the

specific case of assisted coaxial atomization (see e.g. the recent work of [32] that brings a contribution to

that effort). In addition, the grid size may affect the resolution of large-scale vortices in this particular area,

leading to a bias on residence times of gas and droplets and preventing the flame from going upstream.

To go further in describing the liquid phase, Fig. 9 shows the LOX mass fraction field with two isolines

of the net atomization rate defined as LM = LMC
− LMA

, namely an isoline of positive net atomization

rate LM = 1000 kg m−3 s−1, and an isoline of negative net atomization rate LM = −1000 kg m−3 s−1. The

atomization area (LM < 0) is seen to be located in the diffused interface area where the LOX mass fraction

is sufficiently low. This is due to the combination of activation function λA and frequency fA which are part

of the atomization mass rate (see eq. (16)). As for the reverse transfer (LM > 0), namely coalescence, it

takes place at the dense core rim, enabling the droplets not to be trapped by the liquid core flappening. It

would be interesting to analyze in more details the effect of this coalescence term, for instance by running

extra simulations with this term deactivated, but this is a task that goes beyond the scope of the present

paper. The net atomization mass transfer, as well as the associated momentum and energy transfers, lead

to the formation of a spray whose volume fraction fields are represented in Fig. 10 for each section, together

with an isoline of evaporation rate at 5000 kg m−3 s−1.

Several notable zones can be highlighted. Close to the injector, inside the mixing layer, droplets of section

1 (diameter smaller than 40µm) appear dominant in volume. In this area, the turbulent shear intensity is

sufficient to mostly transfer droplets of section 3 to section 1 under secondary break-up effect. From 2Dl

downstream the injector, shear intensity decreases and secondary break-up feeds section 1 and 2. Further
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downstream, as diffuse interface thickness increases, secondary break-up intensity decreases and droplets

stay in section 3. Areas of strong evaporation, located in Fig. 10 thanks to the isoline, are correlated with

the presence of droplets of section 1 that induce a high evaporation surface area. They lead to the presence

of oxygen vapor as highlighted in Fig. 8.

In addition, the fields related to the liquid phase in Fig. 9 and 10 can be compared to shadow imag-

ing acquisitions of Fdida et al. [69] for similar operating conditions (see e.g. Fig. 7 in [69]). Although

shadow imaging does not discriminate between liquid core and small droplets, at least without involving

dedicated image processing, it can be observed that the topology of the whole liquid-phase flow depicted

on experimental images is similar to that of the whole liquid-phase flow numerically simulated, namely the

overlay of the dense phase mass fraction and the volume fraction of spray droplets. In both numerical and

experimental images, it can be seen that the liquid-gaz interface is highly wrinkled by the surrounding flame

and gaseous coflow. Moreover, when going downstream the liquid phase flow expands radially, while ejecting

small droplets.

4.3.2. Spray dynamics

In order to better quantify the droplets repartition across the sections, one can easily compute the local

number size distribution φkn,S(S) from ρk and nk, the mass and number density of section k in any given

mesh element, as explained in 2.3 and thoroughly described by Laurent et al. [27]. To provide more useful

information on the overall flow features, this distribution can be expressed in diameter variable rather than

surface variable

φkn,D(D) =
dS

dD
φkn,S(S) = 2πDφkn,S(S) , (27)

then translated to a volume size distribution

φkv,D(D) =
π(Dk)3

6
φkn,D(D) , (28)

namely the volume fraction occupied by all droplets of diameter D (expressed in m3 m−3 m−1), and finally

averaged over space (i.e. over some set of mesh elements). Note that when expressed in diameter rather than

surface, the distribution is obviously not affine anymore. Thus, Fig. 11 plots the volume size distribution

of each spray section, expressed in diameter variable and computed by means of space averaged ρk and

nk, namely over four transverse layers of thickness 2Dl along the injector axis, as well as over the full

chamber volume. These distributions are computed from an instantaneous field during the steady-state

regime, namely the same as that depicted in Fig. 8–10. Compared to Fig. 10, same trends can be observed:

in layer [0, 2Dl], section 1 is predominantly populated due to high secondary break-up, compared to sections

2 and 3. These latter are more and more populated as the distance from the injector increases. All

considered distributions show a similar shape: section 1 ([0, 40µm[) and section 2 ([40µm, 120µm[) contain

droplets resulting from secondary break-up and evaporation, while section 3 ([120µm, 280µm[) shows a
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larger distribution shape that results from primary atomization at a 250µm D30 diameter. The same idea

remains for the full chamber spray where, for this instant picture, sections 1 and 2 involve nearly 20 % of

spray volume (or mass) whereas 80 % are involved in section 3.

Note that the shape of the volume size distributions shown in Fig. 11 cannot be compared directly

to the experimental ones. This is due to the particular assumptions made for the shape of the numerical

distribution in each section (affine in surface variable), which tends to generate a discontinuous overall

distribution when the number of sections is low. A way to improve the overall shape of the distribution, and

make it converge towards a more representative droplet size distribution, is therefore to increase the number

of sections, as shown in [27]. However, the number of three sections here is a good compromise between the

simulation cost and a minimal discretization of the size space making it possible to describe the evolution

of the mean spray features under the effect of evaporation and break-up in the sectional framework.

4.3.3. Liquid core dynamics

The numerical strategy proposed here is able to retrieve the dynamic behavior of both dense core and

spray. To illustrate this, Fig. 12 plots the time evolution of the length of the intact liquid core normalized by

the LOX post diameter Dl. The growth-and-detachment behavior experimentally observed by Hardi et al.

[13] is qualitatively retrieved: successive drops of intact core length result from the shedding of large-scale

LOX structures. Low frequency growths of intact core length are also observed (e.g. for t ∈ [59, 61 ms]),

that suggests that occasional events may shift local flow conditions from the average. In order to provide

a quantitative validation of the intact core length obtained in the simulation, it is planned in a future

work to perform detailed comparisons with experimental measurements. Such measurements already exist

for cryogenic oxygen at various subcritical and supercritical operating points (see for example the work of

Hardi et al. [13] and Fdida et al. [70]), but unfortunately not yet for the operating point of the Mascotte

test bench that has been simulated in this paper. Besides, comparisons with theoretical correlations is

another interesting way of validation, as there are a number of these available in the literature [71–74].

However, as pointed out by Fdida et al. [70], all these correlations were developed from cold flow data,

which means that they should be handled carefully in a reactive context. Indeed, the flow conditions in the

liquid core area might then be significantly different from the conditions at injection due to the presence of

the surrounding flame. Furthermore, Xiao et al. [75] emphasized that such correlations cannot be unified

because the intact core length depends on the turbulence characteristics of the flow inside the injector. By

comparing LES results of a water/air coaxial jet simulated with either laminar or turbulent inlet boundary

conditions, these authors showed that such effect is important for Weber numbers less than 1000, for the

specific coaxial injector simulated in their study. They assessed their numerical methodology by simulating a

liquid jet in coaxial air flow well documented by Charalampous et al. [76]. They retrieved Weber number and

momentum flux ratio dependences of intact core lentgh consistent with existing experimental measurements.
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Figure 8: Instantaneous near-field cut of the median plane colored by dense phase volume fraction (white: 0; black: 1), GO2

mass fraction (white: 0; blue: 1), H2 mass fraction (white: 0; red: 1) and isocontour of heat release rate at 2 × 1010 W m−3

(black). (Color online.)

Figure 9: Instantaneous near-field cut of the median plane colored by dense phase mass fraction (greyscale) with isolines of

positive net atomization rate at LM = 1000 kg m−3 s−1 (white) and negative net atomization rate at LM = −1000 kg m−3 s−1

(red). (Color online.)
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Figure 10: Instantaneous near-field cut of the median plane colored by dense phase volume fraction (greyscale) and droplet

volume fractions of sections 1 to 3 (pink, blue, brown resp.), with an isoline of evaporation rate at 5000 kg m−3 s−1 (black).

(Color online.)
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Figure 12: Time evolution of normalized intact core length, measured from the liquid volume fraction isosurface of 0.99 ( ).

This important validation step remains to be completed in higher Weber number and momentum ratio

conditions to get closer to rocket engine flows.

In the recent work of [77], which applies the numerical strategy introduced in this paper to a non-reactive

simulation, the intact core length is found to be in very good agreement with the theoretical correlation

of [71]. This result is an important first step in the validation process of the overall strategy, and offers

promising prospects. Indeed, as the liquid core behavior is known to be coupled with unsteady combustion,

it is able to induce the growth of HF combustion instabilities [13]. Hence, the proposed strategy appears to

be a relevant framework to address this issue in the future.

4.3.4. Comparison with experimental data

Analyzing mean temperature fields is a good way to assess the reliability of the whole methodology.

Figure 13 shows a longitudinal cut of the mean temperature field evaluated from a 17 ms time average. The

presence of the LOX dense core is revealed by the cold area along the injector axis up to 15Dl. Further

downstream, between 25Dl and 60Dl, the hotest area mainly results from progressive turbulent mixing be-

tween combustion products and remaining hydrogen that induces heat release until reaching thermodynamic

equilibrium. Coherent Anti-Stokes Raman Spectroscopy (CARS) measurements were acquired by Grisch

et al. [78] at three axial locations in the chamber, shown in Fig. 13. Temperatures deduced from H2 and

H2O CARS measurements are compared to simulation mean temperature profiles in Fig. 14. Error bars

designate uncertainties estimated to be about 10 % of measured temperature, and validation rates in % indi-

cate the ratio between the number of usable measurements and the total number of laser shots. For the sake

of clarity, only measurements with a validation rate above 25 % were reported from [78]. The radial shape

of the three temperature profiles is well retrieved, revealing that, upstream (at 10Dl and 20Dl), combustion

occurs in the mixing zone between reactants, far from the centerline, and downstream (at 40Dl), it expands
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Figure 13: Mean temperature field on the center plane [K] and axial locations of CARS measurements. (Color online.)

into a more homogeneous flow under the effect of turbulent mixing. The qualitative agreement in shape of

the temperature profiles suggests that the flame shape and length is fairly well predicted by CFD. However,

there are still some discrepancies between numerical and experimental temperature profiles, especially at

10Dl. This area is among those where the temperature fluctuations have the highest amplitude. This is due

to the successive presence of cold propellants and hot burnt gases in a zone where the mixing is imperfect

but the combustion is strong. This is not only seen in the simulation but also in the experiment. As a

result, this brings about rather high uncertainties on the experimental measurements, as revealed by the

quite low validation rates given in Fig. 14 at 10Dl. On the other hand, these fluctuations are also difficult

to capture very accurately with CFD. This is mainly due to the numerical dissipation (at 10Dl we are not

in the finest mesh zone anymore as depicted in Fig. 5) and the lack of a proper modeling of the subgrid

turbulent dissipation. These combined effects may explain the discrepancies between the numerical and

experimental temperature profiles, especially at the location 10Dl.

An insight on LOX spray characteristics is proposed by comparing simulation results with Phase Doppler

Particle Analysis (PDPA) measurements realized by Gicquel and Vingert [79] on the Mascotte test bench

for the same operating point. During the simulation, diameter and volume fraction of droplets were acquired

for each section, at each timestep and at the exact locations of measurements. With these data, statistical

diameters of the time averaged distributions were finally computed to be compared to statistical diameters

evaluated on each experimental sample. Figure 15 plots Sauter mean diameters at each measurement location

along the radial coordinate at two axial position (6Dl and 10Dl) from the injector outlet plane. Simulation

discrepancies are about 50 % at 6Dl whereas the agreement is far better at 10Dl. It is worth noting that such

comparison is not straightforward because PDPA was set to measure droplet diameters between 14.3µm and

500µm, whereas in the DPS, the droplet size space was discretized between 0 and 280µm. As illustrated

in Fig. 10 and 11, smallest droplets seem to be preferentially located upstream, whereas biggest droplets

increasingly prevail downstream. That may induce a bias on diameter comparison especially at x = 6Dl

if smallest droplets are not taken into account by PDPA whereas they are considered in the simulation.

Anyhow, the methodology presented in this paper seems to describe the LOX spray with physically relevant

diameters. A dedicated study of validation of primary atomization modeling, with recent measurement data

[80], is an ongoing work that remains compulsory to assess its reliability.
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Figure 14: Mean temperature transverse profiles [K] ( ) and CARS measurements based on H2 (f) and H2O (e) with

associated validation rates in %.

4.3.5. Evaluation of the mesh influence

The spatial discretization is a key parameter of the presented methodology, as the thickness of the liquid-

gaz interface rendered by the diffuse interface model strongly depends on the size of the mesh cells. The flow

hydrodynamics also depends on the mesh size, especially in the mixing layer between propellants where the

smallest vortices just downstream the injector lip need a sufficiently fine mesh to be accurately captured.

Based on the physical criteria given in section 4.1, the mesh used in this study was considered sufficient

to obtain overall results weakly dependent on the mesh size, and then relevant to demonstrate the ability

of the numerical methodology to reproduce cryogenic reactive two-phase flows. To assess this statement

quantitatively, two additional simulations were performed in the same conditions with two different meshes

derived from the original M0 mesh, previously described in section 4.1. Mesh M1 is an intermediary mesh

with ∆1 and ∆2 multiplied by 1.5 from the M0 values, whereas mesh M2 is a coarse one with ∆1 muliplied

by 3 and ∆2 multiplied by 2 from the M0 values. The initial state of these two simulations was the M0

simulation state at t = 46.8 ms, i.e. the starting time of Fig. 12 and of the time-averaged computation

window. Figure 16 compares the time evolution of the liquid core length for these two simulations with the

original one. As expected, the grid size has a direct effect on the dense liquid-phase description. A coarser

mesh tends to increase the numerical diffusion of the liquid volume fraction field. In that case, the intact

core length, characterized from a given liquid volume fraction value, therefore decreases. Results on mesh
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injection plane ( ) and 10Dl ( ).

M2 show such a behavior, whereas on mesh M1 the liquid core length remains similar in average to the one

on mesh M0. Its dynamic behavior is different from the M0 simulation because mesh refinement also affects

the gas flow description around the liquid phase, and preferentially in the area of smallest vortices, just

downstream the injector lip, which is also where the instabilities of the liquid-gas interface are triggered.

For this latter reason, grid-size effects also appear significant when comparing time-averaged temperature

profiles, plotted in Fig. 17. The averaged temperature field is highly dependent on the mesh, particularly

upstream in the chamber. As combustion in such configuration is driven by the mixing between propellants,

discretization of vortices in the mixing layer is a key parameter for the overall flow features. As a result,

the mesh convergence cannot be demonstrated with the tested meshes. This would require the use of

finer meshes, unfortunately associated to highly time-consuming simulations. Nevertheless, section 4.3.4

has shown that the mesh M0 is sufficient to obtain quite good comparisons between numerical results and

experimental data.

5. Conclusion

In this paper, a simulation and modeling strategy has been proposed to describe the whole chain of

mechanisms involved in cryogenic injection under subcritical operating conditions, from primary atomization

to combustion. In this strategy, particular attention has been paid to model the dynamics of the dense liquid

atomization process under aerodynamic constraints. For this purpose, a coupling between a homogeneous

diffuse interface model for the dense liquid phase and a kinetic-based Eulerian model accounting for the

liquid dispersed phase is proposed. This coupling is based on a mass transfer between both models which

is adapted to the modeling of primary atomization in the framework of coaxial TPF. The new strategy has
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the three mesh cases.

been successfully applied to the unsteady simulation of a cryogenic flame in subcritical conditions.

Thanks to this strategy, the LOX dense core dynamics has been retrieved, showing a highly convoluted

dense flow and high-frequency break-ups. The atomized spray has been described with a size distribution

discretized into three sections, subjected to mass transfer due to atomization, evaporation and secondary

break-up phenomena. Comparisons with experimental results have shown that the flame shape and Sauter

mean diameters of the spray are well reproduced by the simulation. This study provides a promising

framework to study the onset, growth and sustaining of high-frequency combustion instabilities in LRE, as

well as in any other application field involving primary atomization in a reactive context. As an example,

the strategy proposed in this paper has been used recently by Rutard et al. [77] to study the atomization

of an air-assisted liquid jet under a high-frequency transverse acoustic forcing.

The present paper focuses on demonstrating the capacity of the strategy to simulate realistic cryogenic

flows. To go on, future work is still necessary to gradually improve each part of the strategy, and get an

accurate, validated and robust numerical tool. As previously stated, the modeling of subgrid turbulent dis-

sipation and turbulent combustion shall be improved, and validated in the context of cryogenic combustion.

This forthcoming comprehensive validation of the models will rely on the experimental campaigns performed

on the Onera’s Mascotte test bench in the last few years and still currently in progress. Similarly, the

atomization model proposed in this study was a first simple attempt to model such a complex phenomenon.

Future work will contribute to assess its degree of accuracy and improve its formulation in a more complex

and less empirical way. Indeed, considering uniform values for the properties of the created droplets after

atomization could be a limiting feature of the current strategy, as it could lead to an inaccurate estimation

of the spray dynamics and evaporation, and consequently of the flame behavior. Neglecting the evaporation

mass transfer in the SPS might also be a limitation, as a substantial amount of liquid mass might then
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not be converted into droplets, and therefore not transfered to the DPS. With no proper evaporation mass

transfer in the SPS, the total amount of vaporized oxidizer (or fuel depending on the application) required

to feed the combustion could therefore be insufficient.

One way of improvement could lie in a subgrid modeling of the interface topology, e.g. by means of

a transport equation for the surface density area, with closure source terms adapted to the LES context

(see e.g. [24]). Another promising way is to adapt the strategy to a more detailed diffuse interface model,

giving locally access e.g. to the temperature and the velocity of each phase, as well as to some geometrical

variables combined with the surface density area, thereby providing a thorough description of the interface

topology at the subgrid scale level (see for instance the ongoing work of [38–40]). This should enable a more

accurate modeling of the droplets properties after primary atomization, and more generally extend the scope

of applicability of the proposed methodology.

Regarding the spray modeling, it would be interesting to perform simulations with an increased number

of sections to discretize the droplet size distribution, so that the shape of the overall distribution be more

comparable to real experimental distributions. Thus, it would be interesting to analyse to what extent this

increased level of accuracy regarding the spray polydispersion has a noticeable impact on the overall results,

for instance in terms of the flame behaviour.
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Appendix A. Physical properties of the chemical species in the Mascotte simulation

This appendix provides the modeling elements used for the physical properties of the chemical species

in the simulation of the Mascotte test bench presented in section 4.

Gas species

The isobaric molar heat capacity of each species is modeled by a polynomial in temperature, according

to classical fitting methods (see for example [81]):

c̃p(T ) =

n∑
k=0

ak(T/Tsc)
k , (A.1)

where Tsc = 1000 K is a scaling parameter. The values of the n+1 polynomial coefficients ak for each gaseous

species used in the simulation are given in Table A.2. The viscosity of each gaseous species is modeled by

the Sutherland’s law [82]:

µ(T ) = µ0

(
T

T0

)3/2
T0 + T1
T + T1

, (A.2)

where the values of the parameters µ0, T0 and T1 are given in Table A.2. The thermal conductivity of each

gaseous species is modeled by the Eucken’s law, which can be expressed as:

λ(T ) = µ(T )

[
c̃p(T )

W
+

5R

4W

]
(A.3)

where W is the molar mass of the species, and R is the ideal gas constant. The enthalpy of formation ∆H0
f

of each gaseous species is given in Table A.2 at the reference state Pref = 1 bar and Tref = 298.15 K.

Liquid species

A constant value of c̃p = 53.8 J mol−1 K−1 is assumed for the isobaric molar heat capacity of the

LOX species (the only one liquid species considered in the simulation), as well as a constant value of

µ = 2.45× 10−4 Pa s for its viscosity. The thermal conductivity of the LOX is fitted by a linear function of

temperature:

λ(T ) = max (λmin, λA + λBT ) , (A.4)

with λmin = 2× 10−2 W m−1 K−1, λA = 2.816× 10−1 W m−1 K−1 and λB = −1.45× 10−3 W m−1 K−2.

For a reference state Pref = 10 bar and Tref = 85 K, we have the isothermal compressibility of the LOX
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Table A.2: Physical properties of the gaseous species.

Species ∆H0
f

[
kJ mol−1

]
c̃p(T ) - polynomial coefficients

[
J mol−1 K−1

]
Viscosity

a0 a1 a2 a3 µ0 [µPa s] T0 [K] T1 [K]

a4 a5 a6 a7

H 218.00
20.786 0 0 0 7.4800 300 123.48

0 0 0 0

H2 0
15.645 96.255 −258.63 345.70 8.9700 300 179.38

250.18 100.65 −21.189 1.8196

H2O −241.83
31.677 8.7441 −16.929 44.248 12.280 373.20 1048.5

−41.264 18.579 −4.1403 0.367 09

He 6.2194
20.800 −0.128 48 0.385 83 −0.549 03 19.930 300 156.78

0.419 09 −0.176 19 0.038 431 −0.003 396

O 249.18
25.361 −19.675 37.513 −39.144 20.540 300 248.44

23.800 −8.4045 1.5973 −0.126 22

O2 (gas) 0
30.350 −18.509 75.504 −97.762 20.740 300 175.53

64.680 −23.470 4.4531 −0.346 15

OH 37.278
35.320 −35.509 81.161 −95.252 44.830 1000 899.61

67.068 −27.528 6.0016 −0.534 68

β0 = 2.58× 10−9 Pa−1, the reference density ρ0 = 1178 kg m−3 and the enthalpy of formation ∆H0
f =

−15.239 kJ mol−1.
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