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What You Learn from This Chapter
This chapter will present the computational approach of registering images from different 
modalities based on manual selection of matching pairs of landmarks. Here we will present 
an image registration workflow based on MATLAB’s image processing toolbox using the 
identification of sites of clathrin-mediated endocytosis by correlative light electron micros-
copy (CLEM) as an example. In the Appendix section, we will discuss the concept of image 
transformations and how to generate them based on pairs of landmarks. We will also learn 
how to fit a 2D Gaussian for a more accurate positioning of the landmarks.

6.1	 �Introduction

The purpose is to use Fluorescence Microscopy (FM) to localize clathrin vesicles, and to 
correlate it with Electron Microscopy (EM) to identify their ultrastructure (.  Fig. 6.1), 
based on the use of beads, as it was done in Avinoam et al. (2015). We will introduce the 
basic concept of image registration and dedicated MATLAB image processing commands 
to register light microscopy images of clathrin-mediated endocytosis and corresponding 
electron microscopy images to reveal the underlying ultrastructure (Avinoam et al. 2015). 
We will also discuss how enhancing the localization accuracy of fluorescence signals will 
improve the registration accuracy.

The first task in a typical CLEM experiment is to identify the two image datasets to be 
registered. The data from the second image modality (in the CLEM case this is EM) will 
likely be acquired in a targeted approach using the previous light microscopy observa-
tions. For a good review about different approaches of targeting the same area, the reader 
can be referred to de Boer et al. (2015).

Cytoplasm

50nm

.      . Fig. 6.1  Clathrin in conjunction with other proteins involved in endocytosis forms a lattice that can 
dramatically change the shape of the plasma membrane to form a vesicle. Top row: electron microscopy 
(EM) image. Bottom row: schematic of top row, with the plasma membrane in black and clathrin and 
associated proteins in red. (Image provided by Ori Avinoam, EMBL and Weizmann Institute of science, 
from the data published in Avinoam et al. 2015)
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6.2	 �Data Presentation

All data used are available using the DOI: 
7  http://doi.org/10.5281/zenodo.1473535

The data we will use here were acquired using the protocol described in Avinoam et al. 
(2015). In order to obtain a higher-resolution insight into the ultrastructure underlying 
a fluorescence signal, we acquired images at high magnification (pixel size ≈ 1 nm, FOV 
2 μm). The field of view at this magnification however is too small to contain enough 
landmark beads for a direct registration of the FM data. Therefore we need to first register 
to a lower magnification EM overview and then to the final high-resolution EM data (see 
.  Figs. 6.2 and 6.6 for an overview of datasets and scales). 

Important note: on EM images the polystyrene beads appear as extended gray circles, 
not as black spots. The small black spots spread across the EM image are gold particles 
used to register EM data on itself for tilt correction (tomographic reconstruction) or align-
ment. We will use these gold beads as landmarks to accurately register the EM images of 
different magnifications.

The MATLAB functions described here will all handle 2D image data. Therefore we 
need to reduce the EM source data from the tomographic volumes. We can either choose 
single slices or an average of a small subset (5–10) slices from the source volumes. This 
can easily be done in Fiji (Schindelin et al. 2012), Icy (de Chaumont et al. 2012) or similar 
software. Here we could also adjust the contrast/brightness of the images to facilitate rec-
ognition of landmark features later in the process.

We already have prepared the matching images from FM and EM and made them 
available in the data directory. Ideally, we could now run an automated routine that would 
provide us with appropriate landmark features in both images. However, as the image data 
from FM and EM are intrinsically complementary and thus very different, in most of the 
cases the landmarks need to be selected manually.

.      . Fig. 6.2  We will register the fluorescent image ex1_FM.tif on the EM data ex1_EM.tif using beads 
visible in both modalities. We will then register ex1_EM.tif on ex1_highmag.tif which is acquired at the 
same depth of the sample using black gold particles. The position of interest showing clathrin is deeper 
in the cell, and appears as the other non black slice in this figure in the high mag EM stack. It is named 
ex1_highmag_poi.tif in this chapter

Resolving the Process of Clathrin Mediated Endocytosis Using Correlative…
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We can find the respective preprocessed files for the 2D registration work flow in the 
data directory: 

55 FM data: multi-color wide-field fluorescence acquisition in these channels: (red: RFP, 
green: GFP, blue: 380 nm emission for beads) ex1_FM.tif

55 EM data low-magnification: we usually acquire a tomographic tilt series of images 
that after reconstruction results in a three-dimensional image stack. As the beads are 
located on top of the specimen, they can be identified in this stack. Usually we use an 
average of about 5 slices to have the best signature of the beads for the 2D registra-
tion. ex1_EM.tif

55 EM data high-magnification: this comes from a high-resolution tomographic stack. 
For the 2D registration, we use a single slice that resembles the section selected 
for the low-mag registration, at the top of the tomogramm where the beads are. 
ex1_highmag.tif

55 EM data high-magnification point of interest: this is a single slice from the same 
tomogramm that contains the structure of interest (here potential clathrin vesicles). 
ex1_highmag_poi.tif

An example of expected result navigating between these scales and images is shown on 
.  Fig. 6.9, where the red fluorescent spots are associated with specific ultrastructures.

6.3	 �Overview of Data Processing

55 Step 1: Read and display EM and FM images
55 Step 2: Manually identify landmarks pairs
55 Step 3: Refine localisation by Gaussian fitting of the landmarks beads localization
55 Step 4: Compute the rigid transform + scale from the list of paired landmarks localization.
55 Step 5: Apply the Transformation (and discuss interpolation and potential artifacts)
55 Step 6: Evaluate the confidence in structure matching

6.4	 �Tools Description

All codes are available here: 
7  http://doi.org/10.5281/zenodo.1473535

We will use the commercial software package MATLAB as well as its Image Processing 
and Optimization toolboxes (alternatively to the optimization toolbox, we can use the 
CurveFitting toobox; both versions of the code are provided). MATLAB provides a set of 
registration tools, gathered under the topic “image registration” in the MATLAB docu-
mentation (mat).

In particular, we will use: 
55 cpselect: built-in function from MATLAB Image Processing Toolbox allowing to 

provide a user interface for the selection of landmarks pairs.These are called control 
points in MATLAB language.

55 fitgeotrans: built-in function from MATLAB Image processing toolbox allowing 
to fit a defined geometric transform matching pairs of landmarks (control points in 
Matlab language).

	 M. Schorb and P. Paul-Gilloteaux
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To refine the localisation of fluorescent spots correponding to the landmark beads, we 
will fit a 2D Gaussian to the beads’ signal in a cropped image (see .  Fig. 6.11). For this 
procedure, there are two possible toolboxes in MATLAB: the Curve Fitting Toolbox, or 
the Optimization Toolbox. In particular, we will use: 

55 if we use the curve fitting toolbox we can use fit: built-in function from MATLAB 
Curve Fitting Toolbox allowing to find the parameters of a function which best fits 
given data. The advantage is that it provides also confidence intervals in fitting.

55 if we use the optimization toolbox we can use lsqnonlin: built-in function from 
MATLAB Optimization Toolbox allowing to find the parameters of a function which 
best fits given data by least square fitting.

In our case, the function will be a 2D Gaussian equation and the data will be the pixels 
values of the cropped image around the manually selected landmarks.

As usual with Matlab, after downloading the code and data, we need to update our mat-
lab path to include the code directory. The code directory contains files with the cascade of 
code used, as a correction or catch-up hint. It also contains the 2D Gaussian fitting functions.

6.5	 �Application to a CLEM Experiment

6.5.1	 �CLEM Workflow Overview and Preparation

The procedure of registering light microscopy data to electron microscopy data requires 
the landmarks to be clearly visible in both imaging modalities. We found fluorescently 
labelled polystyrene beads to match these criteria best (Kukulski et al. 2011). We do not 
want their signal to interfere with the fluorescence signal of interest, therefore the beads 
need to fluoresce in another channel. When using beads that only fluoresce in a different 
channel, shifts between the channels due to optical aberrations or stage instabilities dur-
ing the acquisition will deteriorate the registration accuracy of our signal of interest. We 
either need to correct for these shifts or choose fluorescence beads that are both visible 
in the channel of interest and in another channel in order to be able to distinguish them 
from the real feature we want to localize. This is the case for our test dataset (Avinoam 
et al. 2015). The beads will be our landmarks (or control points in Matlab language). The 
typical feature of interest, an intracellular structural or morphological feature would have 
a size of about 100 nm. This is way beyond the diffraction limit of conventional fluores-
cence microscopy. The typical pixel size of FM data is on the order of 80–100 nm, so a 
single pixel difference in localization in the FM image could distort the registration of our 
feature by 100%. Therefore it is necessary to perform a precise sub-pixel localization not 
only on the fluorescent signal of interest but also on those of the landmarks.

The workflow to register the light microscopy data onto the EM data will be the 
following: 

55 identify the area of interest based on the target fluorescence signal (step 1)
55 identify the locations of the surrounding fluorescent beads using the different channels
55 identify the location of the beads visible in the EM image
55 mark the matching landmark pairs in both images (step 2)
55 precisely determine their localization in the FM image (step 3)
55 calculate the image transformation (step 4)
55 evaluate the confidence in structure matching (step 5)

Resolving the Process of Clathrin Mediated Endocytosis Using Correlative…
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55 mark the coordinate of the feature of interest
55 precisely determine its localization in the FM image
55 apply the coordinate transformation
55 create the output data (image overlays, coordinate lists, …)

The field of view in which we observe the EM features is not sufficiently large to capture 
enough landmark beads. Therefore, we need to perform an initial registration of the FM 
data with a lower-magnification overview and then a second registration to the higher 
magnification EM data. This second registration can be done in an automated fashion, 
as it is basically just a change in magnification and thus the image features are the same.

6.5.2	 �Labeling of Landmark Pairs

MATLAB’s Image Processing Toolbox offers a selection of graphical tools to mark posi-
tions in an image. The command to mark coordinates in a displayed image is be ginput. 
However, we would like to assign coordinate pairs in the two image modes simultane-
ously. Therefore, the tool of choice is cpselect. This function expects the two images to 
be displayed as input and will give us two coordinate lists as a result of the point selection. 
The first image and associated coordinates are referred-to as “moving” and the second as 
“fixed”. This means that the first image is the one whose coordinate system will be trans-
ferred onto the second. Note: Moving image is also sometimes called source image, and 
fixed image called target image.

6.5.2.1	 �Correlation from Low Magnification Tomogram 
to High Magnification EM Image

In order to locate the feature of interest in or high-resolution dataset, we need to regis-
ter the low-magnification EM data, where we will map the FM data onto, to the high-
magnification images. We can do this using the exact same tools as for registering the FM 
data with the low-magnification EM data. We will do this procedure first to get familiar 
with the tools, as we have very similar features in both images. We will use the gold beads 
(black spots) present on the specimen as common landmarks to register the EM images of 
different resolutions (.  Fig. 6.3).

.      . Fig. 6.3  The different images used in the registration of low-magnification to high-magnification EM 
data. Left: low-mag image (em), middle: high-mag image at the same z-height containing the gold beads 
as landmarks (hm), right: the slice of interest (sm)

	 M. Schorb and P. Paul-Gilloteaux
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First, we want to load our images. em is the overview (low-magnification) EM image, hm 
is the high-magnification image at the same z-height that also contains the gold beads we will 
use as landmarks. The slice of interest that contains the ultrastructure is also loaded (sm).

1  hm = imread(’ex1_highmag_1.tif’);
2  sm = imread(’ex1_highmag_poi.tif’);
3  em = imread(’ex1_EM.tif’);

We can display either of the images using the imshow command.

1  imshow(sm);

Now, we can open the two images next to each other in cpselect. The coordinates of 
landmark beads from the low-magnification image will be stored in c_lm, and those 
from the high-magnification EM image in c_hm. We have to make sure that we always 
click the corresponding landmark pairs in an alternating fashion between the two images 
to keep their correct association. The UI offers the option to use the already determined 
pairs (> 2) for a prediction of the corresponding point for each new clicked spot. Simply 
activate the second “Add point and Predict Match” toggle button on the top left of the 
images (.  Fig. 6.4). Because we would like to store the clicked coordinates in two variables 

.      . Fig. 6.4  The manual selection process of landmark pairs in MATLAB’s cpselect tool showing EM 
images at different magnifications. The “Add point and Predict Match” tool is selected and the predicted 
position for point 4 is indicated in the right panel in yellow

Resolving the Process of Clathrin Mediated Endocytosis Using Correlative…

https://mathworks.com/help/images/ref/imshow.html
https://mathworks.com/help/images/ref/cpselect.html
https://mathworks.com/help/images/ref/cpselect.html


150

6

directly, we need to provide the ’Wait’,true option to cpselect to prevent MAT-
LAB from running other processes while we pick the coordinates.

1  [c_hm,c_lm] = cpselect(hm,em,’Wait’,true); 

Once done, simply close the cpselect window. The two output variables c_hm and 
c_lm contain the two coordinate lists of the landmark pairs that we need to generate our 
transformation.

We will generate the transformation that best relates these two sets of coordinates in 
the 7  Sect. 6.5.5.

Now that we have seen the cpselect tool, we can use it to defind the landmark pairs 
for aligning the light-microscopy data to the low-magnification EM data.

First, we want to load our images. fm is the fluorescence image (FM), em will be the 
overview image from EM.

1  fm = imread(’ex1_FM.tif’);

We can display either of the images using the imshow command and automatically adjust 
the image contrast with imadjust. The FM image is a 16 bit 3-channels image. In order 
to work with it using the described Matlab tools, we need to choose a single channel to 
work with. In order to avoid chromatic aberrations in the registration process, and as the 
beads are visible in this channel, we use the channel of interest (Red, i.e. first channel) to 
mark the beads. Note that the blue channel (channel 3) contains only the beads, and could 
be used later one to differentiate beads and Clathrin.

1  fm1 = fm(:,:,1);  % select red channel
2  imshow(imadjust(fm1));

Open the two images next to each other in cpselect. The coordinates of landmark 
beads from the FM image will be stored in c_fm, those from the EM image in c_em. We 
need to make sure that we always click the corresponding landmark pairs in an alternating 
fashion between the two images to keep their correct association. The UI offers the option 
to use the already determined pairs (>2) for a prediction of the corresponding point for 
each new clicked spot. Simply activate the second “Add point and Predict Match” toggle 
button on the top left of the images to use this option.

1  [c_fm,c_em] = cpselect(em,imadjust(fm1),’Wait’,true);

	 M. Schorb and P. Paul-Gilloteaux
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Because the polystyrene beads we use as landmark markers are very difficult to identify 
on the EM data (position of beads in EM data are shown in .  Fig. 6.10, some initialization 
points are provided for the ease of this demonstration. Let’s load their coordinates (this 
file is in the code directory):

1  load(’preselectedpoints.mat’);

This mat-file contains two variables:
em_cp_preselected and fm_cp_preselected.

1  [c_fm,c_em] = cpselect(em,imadjust(fm1),em_cp_preselected,fm_cp_
preselected,’Wait’,true);

The cpselect window should now look like on .  Fig. 6.5.
Try to add a point using the “Add point and Predict Match” toggle button.
Once we are done with selecting landmark pairs, close the cpselect window. The 

two output variables c_fm and c_em contain the two coordinate lists, in pixels, that we 
need in order to generate our transformation.

.      . Fig. 6.5  The manual selection process of landmark pairs in light (right) and electron microscopy (left) 
images using MATLAB’s cpselect tool

Resolving the Process of Clathrin Mediated Endocytosis Using Correlative…
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6.5.3	 �Generating the Transformation

In the case of a similarity, we would like to solve for the transformation matrix T in the 
system of equations described in equation 6.14. The lists of coordinates now consist of row 
vectors instead of the required column vectors, so we need to transpose them before the 
calculation:

1  T = c_em’ / [c_fm’;ones(1,length(c_fm))];

with the result giving us a transformation matrix like this:

1  T =
2 
3     1.0e+03 *
4 
5      0.0125   -0.0038   -5.2820
6      0.0040    0.0125   -9.1019

If we compare the (1,2) and (2,1) entries of the matrix, i.e. 0.0040 and −0.0038 (the coef-
ficient b from Eq. 6.10), we notice that the solution does not exactly fulfill the prerequisites 
of a similarity (same magnitude in scaling in both axes). Let’s check what the transforma-
tion matrix looks like that we generate with fitgeotrans:

1  structT = fitgeotrans(c_fm,c_em,’similarity’);
2  T = structT.T’;
3 
4  T =
5 
6     1.0e+03 *
7 
8      0.0124   -0.0040   -5.1138
9      0.0040    0.0124   -9.0235
10          0         0    0.0010

This matrix resembles the one generated before, but now describes a true similarity.

6.5.4	 �Applying the Transformation to Image and Coordinate Data

6.5.4.1	 �Transforming Images
We now would like to apply the transformation to find out where our fluorescent signal 
of interest is located within the EM image/volume. In order to transform an image we can 
use the MATLAB function imwarp. Obviously our initial FM image covers a much larger 

	 M. Schorb and P. Paul-Gilloteaux
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field of view than the EM image (.  Fig. 6.6). We therefore need to provide the function 
with the scale and dimension of the target image. This is done using imref2D.

In order to generate the pair of registered images, we will now apply the transforma-
tion in the structured variable strucT computed by fitgeotrans, using imwarp.

1  em_geom = imref2d(size(em));
2  fm_trans = imwarp(fm1,structT,’OutputView’,em_geom);
3  figure(1);imshowpair(em,fm_trans,’montage’);
4   %shows the images side-by-side
5  figure(2); imshowpair(em,fm_trans,’blend’);
6   %shows them merged

The result of these commands is shown in .  Fig. 6.7 (for one channel only).

.      . Fig. 6.6  Illustration of the relative size of EM and FM images. The EM images (low mag and high 
mag, size: 2048 × 2048 pixel) are overlaid for comparison of scale, after registration. Red: red channel 
(showing clathrin and beads) from FM, Gray: low mag EM. Yellow: High Mag EM after registration on 
the low mag EM

.      . Fig. 6.7  The final result of the image registration (left and center: ‘montage’ parameter) together 
with the overlay using the ‘blend’ option (right) for imshowpair

Resolving the Process of Clathrin Mediated Endocytosis Using Correlative…
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6.5.4.2	 �Transforming Coordinates
In order to accurately transfer a set of coordinates we can use ginput on the fluorescence 
image to select points of interest on the FM image. Several points can be entered. Do not 
forget to press the return key when done to quit ginput mode. We then transform the 
obtained coordinate list using transformPointsForward and display the resulting 
coordinates on top of the EM image.

1  figure(3);
2  imshow(imadjust(fm1));
3  [x,y] = ginput;
4  [u,v] = transformPointsForward(structT,x,y);
5  figure(2), hold on, plot(u,v, ’*r’);

6.5.5	 �Registering the Low-Magnification and the High-
Magnification EM Data

Now that we have transformed the pixel coordinates of the feature(s) of interest from the 
FM image onto the low-magnification EM image, we need to perform a second transfor-
mation in order to map these coordinates to the high-magnification data. Let’s use the 
landmark lists that we have generated in the beginning (of 7  Sect. 6.5.2) and calculate the 
second registration between low and high EM magnifications.

1  lm2hm = fitgeotrans(c_lm,c_hm,’similarity’);

In order to test whether the transformation is correct, we would like to display the high-
mag image in the context of the lower-mag overview. Therefore we need to warp it using 
the inverse transform.

1  hm2lm = invert(lm2hm);
2  hm_trans = imwarp(hm,hm2lm,’OutputView’,em_geom);
3  imshowpair(em,hm_trans);

The function imshowpair without options will display the result of the registration in 
a color overlay (.  Fig. 6.8).

Let’s now apply the transformation to the high-magnification data to our target coor-
dinates of the features of interest. We have already found their coordinates in the low-mag 
EM (u,v), so we need to apply our transformation lm2hm to these.

1  [x_final,y_final] = transformPointsForward(lm2hm,u,v);
2  figure;imshow(sm);hold all
3  scatter(x_final,y_final,100, ’go’);
4   %this code generates the lowest panel in the results figure

	 M. Schorb and P. Paul-Gilloteaux
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The scatter function here will draw green circles on top of the existing figure (high-mag 
EM) at the coordinates of the transformed positions (.  Fig. 6.9).

Exercise: Try to re-create the top panel of .  Fig. 6.9.

6.6	 �Accuracy Estimation and Improvements

With the transformation matrix we obtained, we can calculate the transformed coordi-
nates of our landmarks from FM to EM and compare them with the clicked positions.

.      . Fig. 6.8  The color overlay 
produced by imshowpair allows 
to check successful registration 
of the high-mag image to the 
low-mag

.      . Fig. 6.9  Left: Clathrin signal identified by FM (green circles), note the bright signal of a polystyrene 
bead on the right; Middle: High mag EM top slice showing the gold beads and the polystyrene bead 
(right) on the surface of the specimen; Right: High mag EM slice some nm below in the tomogram 
showing the signal originating from complete vesicles (left, right) and from a forming invagination 
(center). This panel is generated by the example code

Resolving the Process of Clathrin Mediated Endocytosis Using Correlative…

https://mathworks.com/help/images/ref/imshowpair.html


156

6

1  c_em1 = T * [c_fm’;ones(1,length(c_fm))];
2   % identical alternative: c_em1 = transfromPointsForward(a,c_fm);
3  figure; imshow(em);
4  hold all;
5  scatter(c_em(:,1),c_em(:,2),70, ’r+’);
6  scatter(c_em1(1,:),c_em1(2,:),70, ’bo’);
7   �%  determine  the  deviation  for  the  predicted  points  and  get 

average and standard deviation
8  pos_diff = c_em1(1:2,:)’ - c_em;
9  [mu,sig] = normfit(pos_diff);

This will give us an idea about the deviation of the landmark positions from their predic-
tions in EM pixels (.  Fig. 6.10). Optionally, we can try different types of transformations 
and compare the resulting deviations.

It is advised to check what happens to the matrix when the control points are moved 
to slightly different positions (using cpselect).

In the example we skipped step 3, the refining of FM coordinates using a Gaussian fit. 
In order to improve the accuracy of the registration, both the localization of the fluores-
cence signal of interest and of the landmark beads can be improved using a fit of the peak 
with sub-pixel accuracy. This fit can be performed directly in MATLAB during the work-
flow. We are going to add this step, just after the manual selection, for the FM fluorescent 
signal of the beads (Step 6.5.2).

For this we can use the provided script called GaussianFit_... that corresponds 
to the Toolbox available on our computer (either optimization or curve fitting Matlab 
toolbox). We should start by removing the suffix of the file needed such that it is called 
GaussianFit.m alone. To know which toolbox is available, type ver. The principle is 
the following: 

55 Input parameters are the original FM image (fm1), the list of selected control points 
(or landmarks) on FM (c_fm), and a parameter in pixels that will give the crop size, 
called N.

55 For each control point 
55 Crop the original image around the control point position, plus and minus N.
55 Try to fit a 2D Gaussian (we are assuming that the Gaussian is symmetric, 

i.e σx = σy = σ) 

G x y Ae
x x y y

( , )
( ) ( )

=
-

- + -æ

è
çç

ö

ø
÷÷

0
2

0
2

22s
	 (6.1)

55 Visually check the quality of the fit in a plot.
55 The parameters of this Gaussian will give us: A the amplitude of the Gaussian 

(peak height), σ its width, and (x0, y0) the central point of the Gaussian (peak 
position). Here we do not really care about the first two parameters, but (x0, y0) 
will allow us to correct the original position of the control point (x, y). Note that 
in a more advanced script, A and σ could be used for discriminating bad fitting 
automatically.
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After having read the script, run it. N = 5 pixels will create a crop area of 11 × 11, which 
should be sufficient in our case.

1  corrected_positions = GaussianFit(fm, c_fm, 5);

It should display the fitting and the original data as shown in .  Fig. 6.11. Press any key to 
process the next control point (this is achieved by a pause command in the MATLAB 
script).

Check the results visually with cpselect, now showing the corrected positions on 
top of the image.

1  [c_fm,c_em] = cpselect(imadjust(fm1),em,corrected_positions,c_em, 
’Wait’,true);

Exercise: Complete SimpleCLEMworkfow.m by placing the accuracy refinement by 
Gaussian fitting. Add also a plot of the relative position of FM control points to matching 
control points in EM: it can indicates a bias such as a small drift if it is not centered around 
0. We can use normfit to study their distribution. One could also add an histogram of the 
distance by using hist. Solution is provided in CLEMworkflowwithstep3andsimp
leerrorstudy.m.

.      . Fig. 6.10  Comparison of the 
coordinate predictions for the 
landmark points (blue circles) 
with their initial clicked positions 
(red crosses)
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Take Home Message

In this chapter we have shown the basic principle of post-acquisition coordinate reg-
istration. We have seen how to express linear transforms with matrices, and how to 
compute them from pair of coordinates. We have registered the FM image showing 
polystyrene beads to an EM image at a low magnification, with enough beads visible in 
the field of view. We have then registered the low magnification EM to an higher mag-
nification EM. Transforms can then be combined by simply multiplying them to position 
the fluorescence image on the high magnification EM image. The code as described 
here was used for a number of CLEM studies in the recent years (Kukulski et al. 2012; 
Schellenberger et al. 2014; Avinoam et al. 2015; Hampoelz et al. 2016; Curwin et al. 
2016), but accuracy estimation was computed using another more effective approach 
than in this module. In this chapter, the localization error was computed only for the 
control points. Investigating only the error for the predicted landmark coordinates (as 
in 6.6) leads to an underestimation of the error for the points of interest. These might be 
located distant to landmarks and therefore behave differently under the transformation.

The accuracy of a registration also strongly depends on the accuracy of the local-
ization of the landmarks. The Gaussian fitting can help to to reduce the resulting 
error. When an accurate localisation is not possible, another way of reducing registra-
tion inaccuracy is to increase the number of landmark points, and to make sure that 
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.      . Fig. 6.11  Example of correction of manual selection based on Gaussian fitting. The mesh is the 
Gaussian fit, the red dots are the original pixel intensities in the cropped image (corrected by their base 
value), the blue star is the original clicked position, the green star is the corrected position. Note that 
here the clicked values were already very good, but remember that 1 pixel correction is about 100 nm 
correction, i.e. about 100 pixels in the high magnification EM image
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�Appendix: Image Transformations

�Basic Similarity and Affine Transformations

The position of each pixel and each object inside an image is given by its two coordinates 

 to which an intensity value is associated.

they surround the point of interest (see Paul-Gilloteaux et al. (2017) for a theoretical 
description of accuracy in registration).

The registration workflow demonstrated in this chapter is applied in 2D, but the 3D 
workflow can be constructed in a similar way by adding the z dimension to both the 
coordinates and the transformation matrix.

There are alternative tools that perform similar tasks include ec-clem (Paul-Gillo-
teaux et al. 2017), which also supports 3D registration and propose some automatic 
registration options, as well as an estimation of error in any points of the image. In 
addition, it can help selecting the type of transformation needed, in particular it can 
automatically detect if a elastic transformation is needed, e.g. if the sample underwent 
deformations due to the fixation process for example. As it was demonstrated in Paul-
Gilloteaux et al. (2017), selecting an elastic transformation when not needed will actu-
ally augment the error in other points of the images than the landmarks (.  Fig. 6.12).

.      . Fig. 6.12  The source image 
we will use to demonstrate the 
transformations. Microscope 
pictograph adapted from ant 
(2013)
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Any linear transformation can be written as the multiplication by a matrix T that 
describes the transformation applied to the the image vectors. 
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Any linear transformation (i.e translations, rotations, scaling, etc…) can be seen as a 
combination of elementary transformations that can be represented as sequential matrix 
multiplications. 
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The simplest possible transformation is the uniform scaling with a constant s (.  Fig. 6.13). 
The transformation can then simply be described as the Identity matrix multiplied by this 
constant. This means, that in order to obtain this matrix from image data, we need to find 
one parameter (s). 
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(6.4)

In this scaling example, if we take a scaling of s = 0.5 (i.e. reducing the image size by 
2), if a pixel was at position (2,2) in the original image it would then move to position 
(2*0.5,2*0.5)=(1,1) in the new scaled image (see left panel of .  Fig. 6.13)

Another basic transformation is a rotation (.  Fig. 6.13). Here the rotation matrix T, 
given a rotation angle θ, takes the form: 
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(6.5)

This means, that in order to obtain the rotation matrix from a pair of images, we need to 
find one parameter (θ).

Another elementary step that can happen when multi-modal images are compared 
is that the images are flipped with respect to each other. The transformation matrix to 
describe the swapping of the two coordinate axes looks like this: 
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Why? 
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Coordinates swapped!
Another elementary image transformation—the translation of coordinates—cannot 

be described using the aforementioned very elegant concept of nested matrix multiplica-
tions. So how can the following translation 
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be written as a multiplication?
In order to represent a translation as a matrix multiplication we have to add an 

extra dimension to our description that does not correspond to a real coordinate 
dimension in our image data but only plays a role during the calculations. An image 

coordinate would then be written like this: . The matrix describing a translation is 

obtained by adding the column of the translation vector 
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Identity matrix. 
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The combination of rotation and translation with an optional flip of coordinate axes is 
called rigid transformation. A rigid transformation conserves all geometrical properties 
of the original structure, such as areas and relative orientations.

.      . Fig. 6.13  The test image scaled by a factor of s = 0.5 (left) or rotated by 130∘ (right). The origin of the 
coordinate system is at the center of the image
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When adding a uniform scaling, the transformation is called similarity (.  Fig. 6.14). 
Under a similarity, parallel lines remain parallel and angles are conserved. This implies 
that all shapes stay the same.

A general similarity can be written as: 
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In order to find a similarity matching two coordinate systems, the four unknown param-
eters s, θ, tx and ty have to be determined. The additional parameter σ which is ± 1 deter-
mines whether a coordinate flip is included or not.

When we allow a non-uniform scaling that affects the coordinate axes differently, the 
resulting transformation is called affine (.  Fig. 6.15) and no longer preserves angles and 
shapes, but parallel lines. The representation of an affine transformation requires to define 
all six matrix components. 
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�Higher-Order Transformations

When a coordinate frame is registered onto another coordinate system, the scaling factors 
that determine the stretching can be defined to vary in a linear fashion. Transformations 

.      . Fig. 6.14  The test image is 
transformed using a similarity: 
a linear combination of scaling, 
translation and rotation
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that add this flexibility to affine transformations are called projections (.  Fig. 6.16) and 
are described by a general 3 × 3 matrix with 9 unknown parameters. After a projection, 
straight lines will remain straight. 
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Instead of applying a single matrix multiplication to the coordinates, an other way of 
mathematically describing such coordinate transformation would be to have the result 
depend on higher polynomial orders of the input.

For the second order 
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T is a 6 × 2 matrix with 12 unknown coefficients. With higher order polynomials or groups 
of transformations, where each only matches a local set of coordinates, any degree of flex-
ibility can be achieved (.  Fig. 6.16). However, the higher the complexity of the approach, 

.      . Fig. 6.15  The test image is 
transformed using an affine 
transformation. The stretch in 
one coordinate direction causes 
a distortion in shape
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the higher the risk of generating an overfitting that only represents the priors but not the 
true state of the entire system.

�Generating Transformations from Image Coordinates

The goal of a post-acquisition correlative experiment is to localize of a feature from available 
image data inside a second, different image dataset that provides complementary informa-
tion. In order to find the transformation that registers the coordinate frame from the first 
imaging modality to the second, we need to define the unknown parameters. In a typical 
CLEM experiment, the information from the light microscopy data and those obtained 
by EM are fundamentally different, so an automated feature detection will most likely fail 
due to the lack of common structures. We therefore rely on a generic approach and on the 
availability of landmark pairs that the user can manually position in both image modalities.

Let’s assume we want to find the parameters of a similarity without reflection. We thus 
need to define the four coefficients for 
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with a s= *cosq  and b s= *sin .q  This notation represents a set of two linear equations. 
Since each known coordinate pair will solve one set, we need three pairs of landmarks to 
solve all unknown pairs.

The higher the flexibility of the desired transformation, the higher the number of 
unknowns in the equations and therefore the more defined landmark pairs need to be 
provided.

.      . Fig. 6.16  Examples of a projection (left) and a non-linear image transformation (right). Note the loss 
of straight lines in the non-linear example image
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The system of equations can thus be written as: 
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or in MATLAB code

1   V = T * [U;ones(1,size(U,2))];
2   �V = [x1, x2, x3; y1, y2, y3]; % x,y landmark coordinates in target 

frame

with the matrices U containing the source and V the target coordinates.

1   U = [x1, x2 ,x3; y1, y2, y3];

In order to solve for the matrix coefficients in T, we simply need to invert this matrix 
multiplication. In general, matrix multiplications are not commutative, so the order of the 
factors matters. In our case, we want to determine the left factor, therefore we can apply 
MATLAB’s “/” operator (identical to the function mrdivide).

1   T = V / [U;ones(1,size(U,2))];

However, this approach will solve the general matrix parameters and will not take into 
account the restrictions on our transformation matrix, such as the number of free param-
eters depending on the chosen type of transformation. It will simply determine a matrix 
that solves this set of equations. Moreover, if the number of provided landmark pairs 
exceeds the number of constraints necessary to solve the equations, MATLAB will find 
the matrix coefficients using a least-squares approach. In order to restrict the solution to 
a specific transformation type, we will use the MATLAB function fitgeotrans. It pro-
duces a MATLAB transformation structure that contains the matrix and some metadata. 
It requires the coordinate data in columns, so we transpose U and V.

1  Transformation_Type= ’nonreflectivesimilarity’;
2  structT=fitgeotrans(U’,V’,Transformation_Type);
3  T=structT.T’

The script code for these 2 methods can be found in Background_Finding 
Transformations.m.
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