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Abstract

The present chapter introduces the theoretical framework for constructing predictive knowledge-models lead-
ing to the calculation of the volumetric rate of biomass production, the surface rate of biomass production
and the thermodynamic efficiency of photobioreactors. Here, the main assumption is that photosynthesis
reaction is limited by radiative transfer only. First, the predictive determination of the scattering and ab-
sorption properties of photosynthetic microorganisms of various types is addressed. Then, these radiative
properties are used to calculate the radiation field within the reaction volume by solving the radiative trans-
fer equation. Both the development of approximate solutions appropriated with typical photobioreactor
configurations (intermediate scattering optical-thickness) and the rigorous solution of the radiative transfer
equation by the Monte Carlo method are addressed, including the treatment of complex geometric struc-
tures. Finally, the thermokinetic coupling between the radiation field, the photosynthesis reaction rates and
thermodynamic efficiency are investigated. For the special case of the cyanobacterium Arthrospira platensis,
a complete stoichiometric, kinetic and thermodynamic model is constructed using the linear thermody-
namics of irreversible processes to analyze the primary events of photosynthesis (Z-scheme). Comparison
between the theoretical calculations presented in this chapter and experimental results confirms the ability
of the proposed predictive approach, after parameters reification, to quantify performances of many kinds
of photobioreactors (geometry, size) functioning under different operating conditions. An extension of the
proposed coupling approach for the more complicated case of eukaryotic (microalgae) micro-organisms is
then proposed as further perspective of this work.

Keywords: photobioreactor, predictive model, optical and radiative properties, light transfer, Monte Carlo
method, thermokinetic coupling, photosynthesis, thermodynamic efficiency, cyanobacteria, microalgae

1. Introduction

During the past decades, photobioreactors have found promising applications, in particular for high-
value products, for example, in pharmacy, cosmetics, and aquaculture feeds. Nevertheless, the development
of industrial photobioreactors still requires optimization efforts, especially for achieving a high volumetric
production rate in the context of large-scale implementation. The necessary technological breakthroughs are
even more radical for application to energy carrier production for development of algal biorefineries. Here,
the main criterion for viability of solar-energy processes is their thermodynamic efficiency. Although it is
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nowadays believed that such processes should operate at ∼ 10% thermodynamic efficiency to be competitive
with other solar-energy technologies, most photobioreactor concepts that are reported in the literature,
including state-of-the-art developments, operate between 0.2 and 3%. Photosynthesis of a single microalga
is capable of such efficient (> 10%) energy conversion [1], but here, the obstacle is implementation at the
photobioreactor scale, which still requires significant advances in chemical engineering.

We believe that these technological improvements (the optimization of the volumetric production rate
and thermodynamic efficiency) can be achieved only by constructing predictive models compatible with
the requirements of photobioreactor simulation, design, sizing, scale-up, optimization, and model-based
predictive control. On the one hand, such models must be generic to be suitable for testing of a wide
range of technological strategies and operating modes; this requirement entails strong theoretical bases
and advanced experimental studies. On the other hand, these models must be numerically tractable and
compatible with analysis of the process; this requirement means identification of appropriate approximations
and numerical methods. The present chapter is an overview of our practice of photobioreactor modeling
and is aimed at fulfilling the above needs. The resulting models are validated at the end of this chapter (in
Section 5.6) and used in a separate chapter of this book (Chapter 5 by Pruvost et al.) for analysis of the
process.

Photobioreactor engineering addresses optimization of the volumetric rate of biomass production, the
surface rate of biomass production (with respect to the solar-energy collecting surface), and thermodynamic
efficiency of the process as well as biomass composition (i.e., the biomass quality). Hereafter, we mainly
focus on construction of a predictive model for the volumetric rate < rx > (e.g., expressed in kg, or moles
of dry biomass per second and per m3 of the reaction volume). This is the main difficulty with assessing
performance of a photobioreactor because most of the other parameters of interest can be deduced only from
the value of < rx >, in a rather straightforward manner (see Section 5).

Our model is based on integral formulation of the photobioreactor’s volumetric rate; this approach is
extremely convenient for analyzing the interaction between the mechanisms involved at different scales of
the process:

< rx >=
1

V

∫
V
rx(x) dx (1)

where < rx > is the average local volumetric rate rx(x) at location x, calculated across the geometric
domain V of microorganism culture with volume V . In the text that follows, we focus on perfectly stirred
photobioreactors where the microorganism concentration Cx (i.e., the dry-biomass concentration) is uniform
within V. This assumption may be easily extended to plug-flow photobioreactors, in which intensive variables
(such as Cx) are homogeneous within the surface perpendicular to the flow. In this case, < rx > is
obtained as in Eq. 1 from a surface integral, and < rx(z) > is used in the differential mass balance of the
photobioreactor [2]. In these situations, the local volumetric rate is

rx(x) = Cx Jx(x) (2)

where Jx(x) is the average rate of biomass production by a photosynthetic microorganism within the in-
finitesimal volume element dx around the location x (usually expressed in moles per second per kg of dry
biomass1). In Eqs. 1 and 2, < rx > is the production rate at the scale of the process, rx is the local rate
within the reaction volume, and Jx is the production rate of an isolated photosynthetic cell. With this
approach, prediction of Jx is the central question.

The construction of a model for the specific rate of biomass production Jx is presented in Section 5.
The main assumption of this model is that the photosynthetic reaction is limited by radiative transfer only.
Indeed, ensuring proper mixing and maintenance of all physiological needs under their optimal conditions
(pH, temperature, dissolved CO2, and minerals) are quite straightforward at the current state of knowledge
in chemical engineering. Under these conditions, it has been clearly demonstrated in the past decades that
photobioreactors are mainly governed by light transfer inside the culture volume; this transfer determines the

1The specific rate of biomass production by a microorganism is Jx(x), expressed in moles per second per kg of dry biomass,
multiplied by the average dry mass of one microbial cell.
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kinetic rates, thermodynamic efficiency, biomass composition, and pigment content [2, 3, 4, 5, 6, 7, 8, 9, 10].
Hereafter, we focus on photobioreactors operating under such optimal conditions; therefore, we assume that
Jx is a function of radiative quantities only.

The early-primary events during photosynthesis (in photosystems) involve absorption of light within the
spectral range of photosynthetically active radiation (PAR); this absorption generates electronic excitation
events in the light-harvesting protein and causes water splitting by the oxygen-evolving complex. The
characteristic time scale for this complete mechanism (consisting of a five-step cycle) is ∼1 ms; therefore,
we assume that the above processes are a function of local light absorption (cell displacement due to mixing
is negligible within this time frame). Moreover, we assume that the contributions of electronic excitation
generated by any photon within PAR are identical, regardless of the frequency of the photons 2. Therefore,
our model for photosystems is formulated as a function of the specific rate of photon absorption A(x), that
is, the number of photons within PAR that are absorbed per unit of time and per kg of dry biomass (i.e., by
the microorganism) at location x. The following mechanisms underlie production of ATP and NADPH2

within the photosynthetic electron transport chain, or the Z-scheme. In Section 5, we propose to use
thermodynamics of irreversible processes [12], which is appropriate for modeling electron transport chains
in a predictive manner, with a limited number of free parameters [13, 14]. In the present case, the validity
conditions of the approach require addressing physical quantities averaged across a few minutes [13, 14]; this
period is long compared to the typical mixing time within photobioreactors (i.e., the time necessary for a
microorganism to ”explore” the reaction volume V). Therefore, we will construct a model for the Z-scheme
that is formulated as a function of averages < f(A) > across the local field of the absorption rate A:

< f(A) >=
1

V

∫
V
f (A(x)) dx (3)

where f is a function that is determined by an optimization procedure (see Section 5). The remaining
mechanisms correspond to the synthesis of complex organic molecules (the biomass) via metabolic reactions
called the dark reactions because they are independent of radiative transfer (they are driven only by the ATP
and NADPH2 generated by the light reactions discussed above). Altogether, our model for the specific rate
of biomass production Jx is a function of the specific rate of photon absorption A and averages < f(A) >
calculated across the reaction volume:

Jx(x) ≡ Jx(A(x), < f(A) >) (4)

where Jx depends on the location x only via the absorption rate A(x).
The purpose of a photobioreactor is to absorb incident light in order to convert it into biomass via coupling

with photosynthesis. On the one hand, efficient light absorption usually corresponds to heterogeneous
radiation fields A(x) within the reaction volume (see Section 3). On the other hand, the coupling law
(Eq. 4) is usually a non-linear function of A(x) (the law obtained in Section 5 is non-linear, but this is
also the case for most of other models reported in the literature). Therefore, the coupling between radiative
transfer and photosynthesis must be formulated locally3, which implies that determination of the volumetric
rate < rx > requires

1. estimating the radiation field A(x) within the culture volume (and averages < f(A) >),

2This assumption is always true for polychromatic-illumination and for monochromatic-illumination experiments in the case
of eukaryotic microalgae, according to the well-known action spectrum of photosynthesis. This is not the case for monochromatic
illumination of cyanobacteria [11]

3If the coupling law is a linear function of A(x), for example Jx(x) = aA(x) + b, where a and b are constants, then
determination of rx requires only the knowledge of < A > (see Eq. 6): the coupling does not have to be formulated locally.
Indeed, after substitution of the above-mentioned linear expression for Jx into Eq. 2, Eq. 1 leads to

< rx >= Cx
1

V

∫
V

(aA(x) + b) dx = Cx (a < A > +b)
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2. estimating the field of the specific rate of biomass production Jx(x) according to Eq. 4,

3. estimating the field of the local rate rx(x) according to Eq. 2,

4. solving the integral across the culture volume in Eq. 1.

Then, the surface rate of biomass production < sx > is obtained as

< rx >= alight < sx > (5)

where alight is the specific illuminated surface alight = Slight/V , Slight is the area of the illuminated surface
(e.g., the solar-energy collecting surface), and V is the reaction volume (including dark zones). Therefore,
the surface rate is calculated from the volumetric rate and a purely geometric characteristic of the process.
Finally, the thermodynamic efficiency < ηth > of photosynthesis within the reaction volume is obtained
from the value of < rx > and from the average rate of photon absorption < A > (see Section 5), where

< A >=
1

V

∫
V
A(x) dx (6)

Thus, the construction of predictive models of photobioreactors requires careful formulation of radiative
transfer within the reaction volume, in order to obtain the radiation field (cf. step 1 in the above procedure).
Such analysis is developed in the present chapter, starting in Section 2 with determination of the light
scattering and absorption properties of photosynthetic-microorganism suspensions. Next, these properties
are used in Section 3 for analysis of radiative transfer and in Section 4 for rigorous solution of the radiative
transfer equation by the Monte Carlo method. Finally, the thermokinetic coupling between radiative transfer
and photosynthesis is addressed in Section 5. It should be noted that Sections 2 and 4 mainly summarize
works that have been already published elsewhere, whereas Sections 3 and 5 include extensive original work
and results.

The main steps in our model and their organization within this chapter are summarized in Fig. 1. Our
practice of the Monte Carlo method extends beyond the solution of the radiative transfer equation: in
Section 4, we also argue that the Monte Carlo method is well suited for numerical implementation of the
entire model, especially in research on photobioreactors with complex geometric structure.
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Figure 1: An outline of the predictive model presented in this chapter. Numerical implementation of the entire model by the
Monte Carlo method is discussed in Section 4.
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2. Calculating the radiative properties of photosynthetic microorganisms

Any radiative analysis of photobioreactors starts with determination of absorption and scattering prop-
erties of the photosynthetic microorganism under study. This question is not trivial, and to the best of our
knowledge, no available database provides adequate spectral and angular information that is needed, even
for the strains of microalgae that are currently widely cultivated. Determination of these properties involves
either highly specialized experiments [9, 15, 16, 17, 18, 19, 20, 21, 22] (see also Chapter 2 by L. Pilon within
the present book) or construction of a model implying solution of Maxwell’s equations for particles with
the types of heterogeneity, sizes, and shapes for which the usual numerical methods such as Lorenz-Mie,
T-Matrix, finite-difference time-domain (FDTD), and discrete dipole approximation (DDA) [23, 24] are still
impractical in many cases. The present section addresses the electromagnetic modeling approach, and later,
we present the main steps of a methodological chain detailed in [25] for predictive calculation of the radia-
tive properties within PAR. This methodological chain is derived from the expertise of the oceanographic
community, and more broadly, of all the research fields that deal with the wave-particle interaction problem
in the areas of atmospheric sciences, astrophysics, or engineering. In this broad context, our concern is to
take into account not only the specificity of photosynthetic microorganisms but also analysis and optimiza-
tion requirements of photobioreactor engineering. Therefore, this predictive method is based on limited
and ”easily” accessible experimental parameters (morphological and structural characteristics as well as
photosynthetic-pigment content), allowing us to account for microorganisms’ variability from one species
to another and as a function of culture conditions (in particular, the illumination conditions) [11, 26, 27].
In Section 2.1 the basic concepts for the construction of such a predictive method are introduced and the
choices made in [25] are presented: we construct an electromagnetic model of the light-particle interaction
that is consistent with available protocols for determination of input parameters. The results produced by
this methodological chain in the case of Chlamydomonas reinhardtii and Rhodospirillum rubrum under stan-
dard subculture conditions are discussed in Section 2.2. Finally, some perspectives for further development
of the approach are drawn in Section 2.3.

2.1. The methodological chain

The radiative properties are input parameters of the radiative transfer equation (see Section 3): the
absorption coefficient ka,ν , the scattering coefficient ks,ν , the extinction coefficient kext,ν = ka,ν + ks,ν and
the single-scattering phase function pΩ,ν(ω|ω′). The coefficients ka,ν , ks,ν , and kext,ν (expressed in m−1)
characterize attenuation of radiative intensity during passage through a microorganism suspension because
of absorption, scattering, and extinction, respectively: they are coefficients from Bouguer’s exponential law
of attenuation (sometimes called Beer’s law). The phase function pΩ,ν(ω|ω′) is the distribution of scattering
directions ω when radiation with incident direction ω′ is scattered. These properties are a function of the
frequency ν of radiation; under the assumption of perfect mixing (microorganism locations are statistically
distributed uniformly), they are homogeneous within the reaction volume.

Our model implies independent scattering (the assumption that we share with the great majority of
photobioreactor researchers). Indeed, typical biomass concentrations within the process are low enough
to reasonably assume that each microbial cell interacts with radiation independently. We can therefore
define particle cross-sections σ that characterize the radiative properties of microbial cells independently of
their concentration Cx: ka,ν = Cx σa,ν , ks,ν = Cx σs,ν , and kext,ν = Cx σext,ν , where σext,ν = σa,ν + σs,ν .
To be precise, the cross-sections and the phase function characterize the interaction between an incident
electromagnetic plane wave with frequency ν and a particle with given geometric structure and internal
refractive index (as shown in Fig. 2). By solving this electromagnetic problem (i.e., by solving Maxwell’s
equations), one can calculate the radiative properties σ̂a,ν , σ̂s,ν , σ̂ext,ν , and p̂Ω,ν of an isolated particle with a
specific shape, size, orientation, and refractive index. Then, under the assumption of independent scattering,
the radiative properties of a perfectly stirred suspension are the average properties of isolated particles within
the suspension. From now on, we will assume that every microbial cell within the photobioreactor has the
same shape and refractive index; we use only the average value across orientation and size distributions:

σν =

∫
DEo

deo pEo(eo)

∫ ∞
0

dreq pReq (req) σ̂ν(eo, req) (7)
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pΩ,ν(ω|ω′) =

∫
DEo

deo pEo(eo)

∫ ∞
0

dreq pReq (req)
σ̂s,ν(eo, req) p̂Ω,ν(ω|ω′; eo, req)

σs,ν
(8)

where

• Eq. 7 is valid for the three cross-sections σa,ν , σs,ν , and σext,ν ,

• eo is a vector defining orientation of the particle (see Fig. 2), pEo(eo) is the orientation distribution,
and DEo is the domain of all possible orientations (for axisymmetric particles, DEo is the total solid
angle),

• req is the radius of the volume-equivalent sphere (that characterizes the size of the particle), and
pReq (req) is its distribution (i.e., the size distribution),

• the radiative properties σ̂ν and p̂Ω,ν of an isolated particle are a function of its orientation eo, size
req, shape, and internal refractive index mν as well as the frequency ν of incident radiation and
the refractive index of the surrounding medium. Here, the surrounding medium is assumed to be
non-absorbing, with the real refractive index ne,ν equal to that of water [28].

Actually, the scattering problem in Fig. 2 is not affected by mν and ne,ν but is influenced by the relative
refractive index mr,ν = mν/ne,ν . Similarly, the scattering problem is not affected by req and ν but is

influenced by the ratio size/wavelength. This value is usually characterized by the size parameter x =
2π req
λ ,

where λ = c/ν is the wavelength in the surrounding medium (water).

eo

ϕs

θs

ω

mν =

ω′

Surrounding

medium ne,ν

Inident plane wave

with frequeny ν

nν − i κν

Figure 2: The scattering problem illustrated for a spheroidal particle with orientation eo and effective refractive index mν =
nν− i κν . The surrounding medium is non-absorbing, with the real refractive index ne,ν . The speed of light within the medium
is c = c0/ne,ν , where c0 is the speed of light in vacuum. The incident plane wave has frequency ν (i.e., wavelength λ = c/ν)
and a wave vector collinear to ω′. A propagation direction of the radiation scattered by the particle is denoted as ω. θs is the
angle between ω and ω′.

Therefore, determination of the radiative properties implies construction of a model of the microor-
ganism itself (its geometric structure and its internal features in terms of the refractive index) as well as
implementation of the standard model of electromagnetism (solution of Maxwell’s equations). These two
tasks are actually interlocked because according to the literature [23, 24, 29], internal heterogeneity and
shape of the most typical microorganisms correspond to ineluctable numerical difficulties with solution of
Maxwell’s equations. Consequently, we constructed an approximate electromagnetic model that involves
simplification of the particles’ description, with the corresponding approximations being chosen in line with
the requirements of a photobioreactor study. The first choice is the following: we refuse to accept a compro-
mise on the information about shape because we believe that this characteristic is essential for the interaction
with radiation and is the key factor that distinguishes different species of microorganisms. On the other
hand, we are willing to define the internal heterogeneity as an approximation of an effective homogeneous
medium. Indeed, this approximation has been tested in many situations and appears to distort only the
power scattered at large angles [30, 31, 32, 33]. We selected this assumption because a very small proportion
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of the incident power is backscattered by a microorganism (90% of the scattered power is usually confined
to a solid angle of roughly 20◦ aperture around the incident direction, see Section 2.2). As for the targeted
radiative configurations, backscattering has a limited influence: the few backscattered photons have a very
limited impact on radiative transfer within photobioreactors. Therefore, in order to alleviate the numerical
difficulties, we modified our description of the scatterers, making them pseudo-homogeneous particles.

Various methods are available for solving the problem of an electromagnetic wave scattered by a ho-
mogeneous particle. Each of these methods is limited by the range of geometric structures and refractive
indices that can be tackled [23, 24, 34, 35, 36, 29]. Identifying those that are appropriate for the studies of
photosynthetic microorganisms (from the pragmatic point of view) involves research on the available formal
solutions (including approximations) and numerical approaches enabling their implementation, considering
that

1. the size parameter x =
2π req
λ of microbial cells cultivated in a photobioreactor ranges from 5 to 200,

2. many microorganisms are strongly elongated particles that can be up to 50 times longer than their
width, implying a very small radius of curvature,

3. microorganisms have the relative refractive index mr,ν = nr,ν − i κr,ν corresponding to low dielectric
contrast with the surrounding medium (nr,ν ∈ [1.02, 1.2], κr,ν ∈ [10−5, 10−2]).

The above description corresponds to a defined situation where very little can be done at present (see [37]
regarding mineral dust, [38] regarding ice crystals, and [36] for an overview). Computation of the rigorous
solution of Maxwell’s equations is indeed usually achieved by numerical methods that, to our knowledge, fail
to address the combination of the first two criteria listed above [23, 24, 36, 29]. The ongoing development
of these methods (e.g., [23, 39, 40, 41, 42, 43]) should allow researchers to analyze an increasing number
of microorganism species, but currently, it is still necessary to employ approximations for constructing a
generic approach: the effective medium approximation is not sufficient. The first strategy is to approximate
the scatterer shape in order to rigorously solve Maxwell’s equation. This shape usually corresponds to the
equivalent sphere approximation, which allows for straightforward resolution of the scattering problem for
the whole range of size parameters by means of standard Lorenz-Mie codes for spheres [30, 44, 45, 46, 47].
Nevertheless, the use of the equivalent sphere approximation can lead to significant errors, especially in re-
search on elongated particles (see [25, 48, 37, 49] and Section 2.2). This is why we are keen on preserving the
shape description and are thus compelled to simplify the electromagnetic model of the light-particle interac-
tion. It is a common practice in the field of radiative transfer research to use simplifications corresponding
to asymptotic approximations: e.g., the Rayleigh approximation (when size parameters approach zero) and
geometrical optics (when size parameters approach infinity). In the case of photosynthetic microorganisms,
size parameters are large and refractive-index contrast is low: we are at the soft-particle limit corresponding
to the validity range of the anomalous diffraction approximation [34] and Schiff’s approximation [50]. These
two approximations are identical, except Schiff’s approximation involves formulation of the phase functions
(which is not the case for anomalous diffraction). We selected Schiff’s approximation because it allows us
to analyze a great variety of a microorganism’s shapes, within the range of size parameters, with accuracy
levels that are suitable for the studies of photobioreactors (see [25] regarding comparisons with spectroscopic
measurements and [51] regarding comparisons with available reference solutions calculated by the T-Matrix
method). Our methodological chain uses efficient code for implementation of Schiff’s approximation (in-
cluding simplification for scattering at a large angle θs), that is available from [51]. This code has been
developed for cylindrical and spheroidal homogeneous particles but is based on the Monte Carlo method,
which opens up interesting perspectives on the analysis of particles with more complex shapes. Its extension
for the analysis of particles with any shape is currently a work in progress. In the case of spheroids and
cylinders, using parallel implementation, we observed accuracy levels and CPU times that are compatible
with the production of spectral databases needed for the studies on photobioreactors (less than 2 h for
tabulation of radiative properties for 40 wavelengths within PAR, including tabulation of phase functions
for 1000 angles) [25, 51]. Accordingly, the combination of the effective medium approximation and Schiff’s
approximation makes our model numerically tractable.
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The choice of a description in terms of homogeneous-equivalent particles with complex shape (that are an-
alyzed with Schiff’s approximation) is pertinent to construction of a generic methodological chain (designed
for studies on photobioreactors) that allows for analysis of any photosynthetic microorganism4. Neverthe-
less, in a study on a specific species, rigorous resolution of Maxwell’s equation is sometimes tractable, and
Schiff’s approximation is no longer required. For example, for small microorganisms with modest elongation,
most DDA or T-Matrix codes can be used instead of Schiff’s approximation. Furthermore, in a study on
microorganisms with spherical shape, Lorenz-Mie codes are extremely convenient (see for example [35, 29]
and Section 2.2).

The rest of our methodological chain is devoted to determination of the shape, the effective refractive
index, and the size distribution of the microbial cells (regarding the distribution of orientations, isotropy is
always assumed due to the agitation that is needed for mixing). These parameters must be determined (re-
gardless of the approximation or method that is selected for solving the scattering problem), and we must be
able to understand their dependence on the operating mode of the process, by means of either experimentally
accessible data (within the scope of the photobioreactor engineering practices) or available databases. Our
methodological chain thus implies the following set of characterization procedures (summarized in Table 1)
before any implementation of the previously formulated model.

First, the shape and size distributions are determined by optical microscopy and image analysis. Simple
rotatory-symmetric parametric shapes are identified and selected in [25, 51], and the size distributions are
modeled as log-normal ones for the radius req of the volume-equivalent sphere. This is not a restriction:
analysis of more complex shapes with Schiff’s approximation does not correspond to conceptual difficulties,
and analysis of other size distributions is straightforward.

The remaining procedures are designed for determination of the effective refractive index, which reflects
the microorganism’s internal heterogeneity [35, 36, 52]. First, we determine the imaginary part, which char-
acterizes absorption properties of the continuous medium constituting the microbial cells. For this purpose,
we use a model derived from the oceanographic research [45, 46, 53, 54, 55]. Within the spectral range
of PAR, absorption by photosynthetic cells is assumed to be exclusively due to photosynthetic pigments.
Moreover, these pigment molecules are diluted enough to be characterized by an in vivo absorption cross-
section (independently of the microorganism species and the type of study) and by an internal pigment
concentration (which is strongly dependent on the species and culture conditions). We therefore modeled
the imaginary part κν of the effective refractive index by summing the absorption cross-sections Ea,pig(ν) of
the pigment molecules (expressed in m2/kg), with each of these absorption spectra being weighted by the
concentration Cpig of the corresponding pigment species pig within the microorganism in question (Cpig is
the average local pigment concentration across the cell volume, expressed in kg/m3 [25]):

κν =
c0

4π ν

∑
pig

Cpig Ea,pig(ν) (9)

where c0 is the speed of light in vacuum. Therefore, determination of κν implies:

• measurement of the pigment concentrations Cpig for each microorganism species and each culture
condition under study: a procedure based on field-tested microbiological protocols is proposed in [25].

• extraction of molecular cross-sections Ea,pig from a database: a database containing data on 14 of
the most important photosynthetic pigments in nature (representative pigments of photosynthetic
bacteria, cyanobacteria, and microalgae) was constructed in [25] on the basis of the pioneering work
of Bidigare and al. [54] and is available in [56].

In Section 2.2, that is dedicated to results, Fig. 4.a represents construction of the κν spectrum in the case
of Chlamydomonas reinhardtii.

4Note that the opposite choices are usually made in oceanographic research, during analysis of oceanic albedo. In this case,
the backscattered photons have significant effects; therefore, a description of the phytoplankton heterogeneity is required. In
order to numerically solve Maxwell’s equations for the heterogeneous particles, such models usually simplify the description of
the shapes by means of the equivalent sphere approximation (see [30] for an example of core-shell model).
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The following procedures deal with determination of the real part nν of the effective refractive index.
Based on the work of [47, 57, 58], our methodological chain uses the singly subtractive Kramers-Krönig
approximation [59] that yields an expression for nν as a function of the spectrum κν of the imaginary part
and the value nνp of the real part at a particular frequency νp (see Fig. 4.b in Section 2.2):

nν = nνp +
2
(
ν2 − ν2

p

)
π

P

∫ νmax

νmin

ν1 κν1
(ν2

1 − ν2)
(
ν2

1 − ν2
p

) dν1 (10)

where [νmin, νmax] is PAR, and P means that the Cauchy principal value has to be considered for the
singularity (ν1 = ν). Therefore, what remains is determination of the anchor point nνp . According to
the work of [60] in oceanographic research, we use the Bruggeman mixing rule, which yields the effective
refractive index nν of a non-absorbing composite particle from the data on the volume fraction and the
refractive index of its different structures [35, 36, 52]:

∑
j

fj
(n̂j,ν)2 − (nν)2

(n̂j,ν)2 + 2 (nν)2
= 0 (11)

where fj and n̂j,ν are respectively the volume fraction and the real part of the refractive index for the jth

internal structures of the particle. We chose the anchoring frequency νp such that the microorganism under
study is non-absorbing at νp (i.e., κνp = 0), and nνp is determined by solving Eq. 11 for ν = νp, where:

• volume fractions fj are measured by electron microscopy and image analysis, or far less frequently, are
taken from the literature when available,

• refractive indices n̂j,νp of internal anatomic structures are obtained from a small database that is
available in [25].

It should be noted that at the current state knowledge, Eq. 11 cannot be used to directly obtain the spectrum
nν of the refractive index because very little information is available about the spectral properties n̂j,ν of
internal structures. Nonetheless, the choice of non-absorbed anchoring frequency νp significantly simplifies
the access to these data and allows researchers to estimate the anchor point nνp .

This methodological chain is summarized in Fig. 3, and the corresponding characterization procedures are
listed in Table 1. Further details and a validation procedure that are based on the analysis of spectroscopic
data are presented in [25].
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(1) Determination of the microorganism shape and size distribution by image analysis.
(2) Determination of concentrations of the photosynthetic pigments (protocols available

in [25] that are based on the measurement of the pigments dry-mass fraction and the
volume fraction of intracellular water).

(3) Construction of the imaginary part of the spectrum of the effective refractive index
from the results of (2) and from a database containing in vivo absorption spectra of
pigment molecules (the database is available in [56]).

(4) Determination of the volume fractions of the anatomic internal structures by image
analysis.

(5) Construction of the real part of the effective refractive index at the anchor point by
applying the Bruggeman mixing rule to the results of (4) and the internal-structure
real indices obtained from a database (the database is available in [25]).

(6) Construction of the real part of the spectrum of the effective refractive index by ap-
plying the singly subtractive Kramers-Krönig approximation to the results of (3) and
(5).

Table 1: The main steps of the characterization procedure for determination of input parameters of the model for the radiative
properties of a photosynthetic microorganism.
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Figure 3: A summary of the methodological chain for determination of radiative properties of a photosynthetic microorganism.
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2.2. Results

Figs. 4 and 5 show results obtained by means of the methodological chain presented in Section 2.1.
Among the input parameters of the model, the pigment concentrations are extremely sensitive to the culture
conditions. They allow researchers to assess dependence of the radiative properties on the operating mode
of the process. In the present case, the parameters have been measured for standard subculture conditions:
a shaken 250 mL Erlenmeyer flask, 100 rpm, low photon flux density approximately 30µmolhν .m

−2.s−1

(' 7W.m−2), and optimal pH and temperature. Fig. 4 presents the effective refractive index obtained by
implementing the characterization procedure in Table 1 for C. reinhardtii. Note that if different culture
conditions are considered, then new parameter values have to be determined by measurement or found in
the literature. It should also be noted that spectral variations are usually represented as a function of the
wavelength λ0 of radiation in vacuum. This choice can be quite confusing in the present case where the
surrounding medium is water, with refractive index ne,ν 6= 1. Indeed, the scattering problem is affected not
by λ0 but by the wavelength λ within the medium (e.g., the size parameter x must be calculated with λ):
λ = λ0

ne,ν
. For this reason, we also indicate the frequency ν of radiation, whose value is identical in vacuum

and within the medium: ν = c0
λ0

= c
λ , where the speed of light is c0 in vacuum and c = c0/ne,ν within the

medium.
Fig. 5 shows the radiative properties obtained for C. reinhardtii and Rhodospirillum rubrum within PAR.

C. reinhardtii is a spheroidal unicellular green alga (eukaryote) with PAR ranging from 400 to 700nm, and
Rs. rubrum is a rod-shaped purple bacterium with PAR ranging from 400 to 870nm. Due to the integration
over isotropic orientation distribution in Eq. 8, the single scattering phase function is a function of θs only:
pΩ,ν(ω|ω′) ≡ pΩ,ν(θs), where θs is defined in Fig. 2. The phase function of each microorganism is represented
for the wavelength at the center of PAR, where scattering is predominant over absorption. We verified that
the angular distributions are strongly oriented in forward directions (as discussed in Section 2.1): scattering
phase functions are presented on a logarithmic scale for the analysis, but the values obtained indicate that
90% of the scattered power is within θs ∈ [0, 20◦], i.e.,

2π

∫ 20◦

0

pΩ,ν(θs) sin(θs)dθs ' 0.9

This situation is similar for all frequencies within PAR, as indicated by the spectral variations of the
asymmetry parameter g (see Section 3.2) and the forward scattering fraction f :

g = 2π

∫ π

0

pΩ,ν(θs) cos(θs) sin(θs)dθs

and

f = 2π

∫ π/2

0

pΩ,ν(θs) sin(θs)dθs

where 2π
∫ π

0
pΩ,ν(θs) sin(θs)dθs = 1 = f + b, and b is the backscattering fraction. Therefore, for each

scattering event, propagation directions of light are predominantly redistributed within a solid angle with
aperture 20◦. The influence of this redistribution of propagation directions on radiative transfer within
photobioreactors is analyzed in Section 3.

Fig. 5 compares (i) the results obtained with an accurate description of the microorganism’s shape,
subjected to Schiff’s approximation (black color) and (ii) the results obtained with the equivalent sphere
approximation and the rigorous solution of Maxwell’s equation by means of a Lorenz-Mie code (gray color).
For C. reinhardtii, which has a near-spherical shape, both approaches lead to extremely similar results. This
finding confirms that Schiff’s approximation yields accurate results if the samples are compared with available
reference solutions. The phase functions at λ0 = 550nm are in good agreement, especially for forward
scattering, which has a strong influence on radiative transfer within photobioreactors. The discrepancies
observed for large angles θs, where the phase function has small values, and for the asymmetry parameter
are both due to the effect of the spheroidal shape of C. reinhardtii and the error associated with Schiff’s
approximation (see [51] for a discussion of scattering at a large angle). These discrepancies are not significant
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when researchers solve the radiative transfer equation [25]. In contrast, the results obtained for Rs. rubrum,
which has a cylindrical shape, show significant differences between the scattering properties obtained by the
two approaches (e.g., relative difference ' 20% for the scattering cross-section). On the other hand, the
absorption cross-section is less sensitive to the shape of Rs. rubrum. These results confirm that the equivalent
sphere approximation has to be used carefully (or even avoided) when the shape of the microorganism is
significantly different from the sphere.

These results are further validated in [25], where the transmittance spectra that were recorded for
microorganism suspensions were compared with those predicted by solution of the radiative transfer equation
for the radiative properties presented in Fig. 5. In every configuration that has been tested so far, the
description of the microorganism’s shape increases the accuracy of the results.
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Figure 4: The relative refractive index mr,ν = nr,ν − i κr,ν of the homogeneous equivalent medium for Chlamydomonas
reinhardtii as a function of the wavelength λ0 in vacuum and the frequency ν of incident radiation. These results were obtained
by implementing the characterization procedure summarized in Table 1. The refractive index mν = nν − i κν is divided by
the real index ne,ν of water: mr,ν = mν/ne,ν , where ne,ν is calculated by means of an empirical relation reported in [28]
(assuming that ne,ν ' 1.33 leads to significantly different spectral variations for nr,ν when λ0 ∈ [400, 550nm]). a: The
imaginary part κr,ν obtained with Eq. 9 for the molecular cross-sections Eapig obtained from the database available in [56] and
pigment concentrations Cpig measured by protocols available in [25]: chlorophyll a 677.6 kg/m3, chlorophyll b 277.2 kg/m3,
photoprotective carotenoids 184.8 kg/m3, and photosynthetic carotenoids 30.8 kg/m3. Contribution of each pigment species
is also presented. b: The real part nr,ν produced by the singly subtractive Kramers-Krönig approximation (Eq. 10) for the
anchor point nνp = 1.44 at wavelength λ0 = 820nm (νp = 3.656 1014Hz) calculated in [25] with Bruggeman’s mixing rule
(Eq. 11).
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Figure 5: Radiative properties of Chlamydomonas reinhardtii (left) and Rhodospirillum rubrum (right) obtained with the
volume equivalent sphere approximation and a Lorentz-Mie code (gray color) and with a more accurate description of the
shape and Schiff’s approximation (black color): a prolate spheroid with elongation 1.2 (aspect ratio 0.837) for C. reinhardtii
and a cylinder with elongation 3.8 (aspect ratio 0.263) for Rs. rubrum. These results were obtained by implementing the

methodological chain presented in Section 2.1 for a log-normal size distribution pReq (req) = 1√
2π req ln(s)

exp

[
− (ln req−ln r̄eq)2

2 ln2(s)

]
with r̄eq = 3.963µm and s = 1.18 for C. reinhardtii, and r̄eq = 0.983µm and s = 1.1374 for Rs. rubrum. The refractive index
is shown in Fig. 4 for C. reinhardtii and in [25] for Rs. rubrum. The scattering and absorption cross-sections are expressed
in m2 per kg of dry biomass by means of division of the particulate cross-sections by the effective dry mass Meff of one
microbial cell (see [25]): Meff = 9.8615 10−14kg for C. reinhardtii and Meff = 1.1354 10−15kg for Rs. rubrum. In this case,
the absorption and scattering coefficients ka,ν = Cxσa,ν and ks,ν = Cxσs,ν are obtained with the biomass concentration Cx
expressed in kg of dry biomass per m3.
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2.3. Perspectives

The accuracy of our model can be improved in many ways, but we believe that solution of the scattering
problem is the main obstacle for accurate determination of the radiative properties within photobioreactors.
Considering the complexity of shapes, the size parameter range, and the refractive indices of photosynthetic
microorganisms, it seems evident that Schiff’s approximation should receive increasing attention and consid-
eration in the future, even if the existing exact solutions and numerical methods are continuously improved.
Accordingly, the capabilities and limitations of Schiff’s approximation are actively studied at present, in
particular by comparison with experimental measurements in a single-scattering condition [9], including
microwave analog measurements [22].

Another significant challenge for future work is analysis of microorganisms with complex geometric
structure. With the Monte Carlo methodology used in [51] for resolution of Schiff’s approximation, the
geometric calculations required are closely similar to those used in standard geometric-optics codes (i.e.,
calculation of intersections between rays and surfaces); this situation opens up interesting perspectives on
the analysis of particles with complex shape. For example, this approach will enable studies on the effect
of the helical shape of Arthrospira platensis, whose radiative properties obtained with a straight cylinder
model do not lead to satisfactory spectroscopic validation [25].

Finally, the research into the effect of internal heterogeneity is also an interesting topic for both pho-
tobioreactor engineering and natural water/ocean color background analysis [30] (where backscattering is
crucial). In order to overcome the difficulty associated with solution of the scattering problem for heteroge-
neous scatterers, our preliminary studies have been focused on small or spherical microorganisms, but here,
the main obstacle is the limited current knowledge about the internal structure of biological cells in terms
of the refractive index (this is also a limitation in our method when we calculate the anchor point with a
mixing rule).

Despite these areas for improvement, the methodological chain that is presented in the present section
already yields radiative properties with a fair level of accuracy for standard culture conditions, when the
shape of the microorganism is accurately described (see validation in [25, 51]), including all the spectral and
angular data that are needed for formulation of radiative transfer within a photobioreactor.
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3. Analysis of multiple-scattering radiative transfer within photobioreactors: approximate
solutions for the radiation field within one-dimensional Cartesian photobioreactors

At the end of the previous section, the radiative properties of photosynthetic microorganisms are already
available. Therefore, the aim of the following paragraphs is to analyze multiple-scattering radiative transfer
in a simple geometric configuration corresponding to a photobioreactor operating close to its optimum.
Today, most photobioreactors under study are flat or cylindrical. Here, we chose to focus on the Cartesian
one-dimensional radiative configuration of a flat photobioreactor shown in Fig. 6. This study will allow us to
derive analytical approximate solutions to the radiative transfer equation. Cylindrical solar photobioreactors
will not be discussed here because obtaining an analytical solution for these devices is extremely difficult
(for direct solar illumination, the configuration is not one-dimensional). Nonetheless, the stringent analysis
of complex geometric structures (including cylindrical solar photobioreactors) will be discussed in Section 4.

Initially, we will focus on the mesoscopic description associated with the radiative transfer equation.
Then, we will introduce the single-scattering approximation and two macroscopic approximations: the P1
approximation and two-flux approximation. All of these discussions are based on the configuration shown in
Fig. 6. Collimated emission and Lambertian emission will also be considered in the discussion below; they
correspond to the direct component and the diffuse component of solar radiation, respectively. Throughout
our study, the biomass concentration Cx is homogeneous in the reaction volume V (assumption of perfect
mixing), and the emission phenomena in V are negligible. The concentration Cx is selected close to the
optimum for the operation of the photobioreactor: the local photon absorption rate A at the rear of the
photobioreactor is close to the compensation point Ac (see Section 5 and Chapter 5 by Pruvost et al. in
this book).
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Figure 6: One-dimensional Cartesian radiative configuration that is studied in Section 3. The reaction volume V is confined by
the surfaces F (front) and R (rear) located at z = 0 and z = E, respectively. ρF and ρR are reflectivity values of the surfaces
F and R; nF = ez and nR = −ez are their normals. Emission at F is either a: Lambertian (i.e., diffuse) or b: collimated
along the direction ωi, where θi is the angle between ωi and nF (the cosine of θi is shown as µi = ωi · nF ). In both cases,
the surface flux density emitted at F is denoted as q∩. c: Light propagates in all directions ω (three-dimensional scattering):
ω = cos(ϕ) sin(θ)ex + sin(ϕ) sin(θ)ey + sin(θ)ez . The element of solid angle is dω = dϕdθ sin(θ). Within this one-dimensional
configuration, for Lambertian incident radiation (cf. a) or for collimated normal incidence (i.e., θi = 0 in b), the intensity is
independent of ϕ and is denoted as L(z, θ) below. The biomass concentration Cx within V is homogeneous. V is non-emitting.
Throughout Section 3, the following configuration is studied: E = 4 cm, q∩ = 500µmolhν ·m−2 · s−1, Cx = 0.55 kgx ·m−3,
ρF = 0, ρR = 0 or 0.54 (which is close to reflectivity of stainless steel), absorption cross-section σa = 145m2 · kg−1

x , scattering
cross-section σs = 922m2 · kg−1

x , and a single scattering phase function with asymmetry parameter g = 0.945. These radiative
properties were obtained by the method presented in Section 2 for Chlamydomonas reinhardtii; illumination condition being
different than those studied in Section 2.2, these properties are different than those presented in Fig. 5.
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3.1. The radiative transfer equation

The objective of this section is to introduce basic concepts of the transport theory in participating media
(i.e. absorbing and scattering media) and their physical interpretation. These concepts are well established
in the radiative transfer research and are detailed in many reference textbooks, such as [61, 62, 63]. These
concepts are not repeated in detail here; they are simply introduced because of their use below for analysis
of typical radiative configurations of a photobioreactor. In these typical configurations, the asymmetry
parameter of the phase function is close to 1 and optical thickness is intermediate.

The radiative transfer equation is a simplification of the Boltzmann transport equation (developed by
Ludwig Boltzmann in 1872 to describe ideal gas of identical particles) made possible by two characteristics
of photons as particles:

1. photons all propagate at a locally identical speed: the speed of light c in the medium,

2. they do not interact with each other but interact only with the medium (here, the microorganisms
suspension): we are interested in the linear transport phenomenon.

This mesoscopic modeling is a statistical description suitable for complex systems with a large degree of
freedom, for example, a set of photons propagating in a scattering medium, fluids, or plasma. This modeling
is based on the assumption of repetition of a large number of statistical events within the system. This
situation is verified either by the presence of a large number of particles or by replication of a large number
of events, for example, scattering events, with a single particle (these two conditions are equivalent in the
context of linear transport). The mesoscopic descriptor of the system is the distribution function f(x,ω, t),
which, up to a normalization factor, is the probability density for a photon to be present at time t and location
x and to have the propagation direction ω. To be precise, f(x,ω, t)dx dω is the number of photons within
the volume element dx around the location x, propagating in a direction within the solid-angle element dω
around ω (see Fig. 7.a). The system is thus described in six-dimensional space: one dimension for time,
three for the geometric space Dx (which is the reaction volume V in our study), and two for the propagation
directions Dω , which represent the total solid angle (indicated as 4π below). Because all the information
about the velocity distribution (or propagation directions) is modeled, Boltzmann-type equations, including
the radiative transfer equation, are particularly suitable for description of non-equilibrium situations, even
far from equilibrium. We will see that this property is of particular interest in our study because such
situations are commonly encountered in photobioreactors. With such mesoscopic description, we can always
go back to the usual macroscopic variables, in which only the moments of the velocity distribution are used.
For example, the density η(x, t) of photons (the number of photons within the volume element dx, regardless
of their propagation direction) is calculated by integrating the distribution function f over all propagation
directions:

η(x, t) =

∫
4π

f(x,ω, t) dω (12)

The radiative transfer equation is the equation of change for the distribution function f(x,ω, t):

∂t f(x,ω, t) + cω · gradxf(x,ω, t) = −c kextf(x,ω, t) + c ks

∫
4π

f(x,ω′, t) pΩ(ω|ω′)dω′ (13)

where c is the speed of light in the medium (c is homogeneous in the context of our study), ∂t is the partial
derivative with respect to time t, gradx is the gradient with respect to x, and the other parameters are
the radiative properties obtained in Section 2 (they are also homogeneous in our study): pΩ(ω|ω′) is the
phase function, kext = ka + ks is the extinction coefficient, with ka and ks the absorption and scattering
coefficients, respectively. Temporal variations in the culture conditions that are likely to affect radiative
transfer are mainly of two types:

1. variation in incidence and intensity of the solar radiation,

2. changes in the concentration and composition of the biomass, including pigment composition, which
strongly influences the radiative properties (see Section 2).
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These transitional states are associated with characteristic periods that are much longer than the character-
istic duration of establishment of a steady state for radiative transfer. Therefore, throughout this chapter,
we will consider steady-state radiative transfer: the distribution function f is independent of time. This
approach does not preclude analysis of temporal relations associated with photon propagation (see Fig. 8).
Under these conditions, the radiative transfer equation is written as

cω · gradxf(x,ω) = −c kextf(x,ω) + c ks

∫
4π

f(x,ω′) pΩ(ω|ω′)dω′ (14)
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Figure 7: Phase space. a: The volume element of phase space. b: The relation between intensity and the distribution function:
The amount of radiant energy that crosses the surface dS⊥ during dt is equal to the number of photons propagating in the
direction ω within volume c dtdS⊥, multiplied by the energy carried by each photon.
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Figure 8: Illustration of a few photons at two time points t and t + δt, and physical interpretation of the radiative transfer
equation. a & b: The transport term. c: The extinction term. d: The collision term.
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This equation formalizes the balance of the photonic phase in the phase space; this balance is found
intuitively in each of its terms. For this purpose, we will follow mentally the propagation of the f(x,ω)dxdω
photons contained in the phase space volume element dxdω around (x,ω) during the course of the time
interval δt, as shown in Fig. 8:

• Transport term cω · gradxf(x,ω). It indicates variation of f because of free displacement of the
photons. The f(x,ω)dxdω photons located at x at time point t have the velocity cω. In the absence
of absorption or scattering, after the time interval δt, they are located at x + cωδt. According to
Liouville’s theorem, the phase space volume dxdω containing the photons is conserved, and we have

f(x + cωδt,ω) = f(x,ω) (15)

If δt is a differential element in time, then f(x + cωδt,ω) can be expressed as its first-order Taylor
expansion around x, which gives us

f(x,ω) + [cω · gradxf(x,ω)] δt = f(x,ω) (16)

hence
cω · gradxf(x,ω) = 0 (17)

• Extinction term −c kextf(x,ω). It represents the rate at which photons within dxdω are absorbed
or scattered in a different direction. They thus leave the phase space volume element under study (see
Fig. 8.c). This linear formulation assumes that there is always a scale below which the locations of
interaction with microorganisms are distributed randomly and uniformly.

• Collision term c ks
∫

4π
f(x,ω′) pΩ(ω|ω′)dω′. It represents the source of photons in the phase space

volume dxdω in relation to photons with propagation direction ω′ that are scattered at x in the
direction ω (see Fig. 8.d). c ksf(x,ω′)dxdω′ is the rate at which photons within dxdω′ are scattered,
and pΩ(ω|ω′) is the probability density for their scattering direction to be ω. Integration over the
total solid angle accounts for all incoming directions ω′.

This action results in deformation of the distribution function f , which is shown in Fig. 9 for the abscissa
z0 = 3 cm of the flat-plate photobioreactor in Fig. 6 with collimated normal incidence. Due to the symmetry
of the problem (one-dimensional Cartesian configuration), f is a function of only the abscissa z and the
angle θ between the propagation direction ω and ez. For collimated illumination, if we ignore scattering,
then the photons all propagate in the same direction: the incident direction ωi. This situation corresponds
to Fig. 9.a where f(z0, θ) is zero in all directions except ωi (f is a Dirac distribution centered at ωi). When
we take into account the scattering by microbial cells, as shown on Fig. 9.b, the propagation directions of
the photons gradually deviate as the photons propagate within the suspension: they arrive at z0 at different
angles of propagation.
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Figure 9: The distribution function f(z0, θ) at z0 = 3 cm within the one-dimensional photobioreactor shown in Fig. 6 where
ρF = ρR = 0, for collimated normal incidence (θi = 0). a: Without scattering. b: With scattering. The results were obtained
with the Monte Carlo method (MCM, see Section 4).
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As we saw in Section 2, the scattering and absorption properties depend on the frequency ν (or by
the same token, on the wavelength λ = c/ν). It is therefore necessary to distinguish between photons
with different frequencies: in addition to x and ω, the distribution function depends on the variable ν.
This functional dependence is usually denoted as fν(x,ω) (rather than f(x,ω, ν)) to specify its particular
characteristics: for elastic scattering (which is the case in our study), no operator in the radiative transfer
equation affects the frequency of radiation (only the radiative properties are a function of ν). The equations
of change for the distribution functions fν at each frequency are thus independent:

cω · gradxfν(x,ω) = −c kext,νfν(x,ω) + c ks,ν

∫
4π

dω′fν(x,ω′) pΩ,ν(ω|ω′) (18)

In other words, photon populations corresponding to different frequencies evolve completely independently
from each other. Nonetheless, the frequency of radiation is a dimension of phase space, just as x and ω
are. fν(x,ω)dx dω dν, within the volume element dxdω around (x,ω), is the number of photons that have
a frequency within the unit interval dν around ν. The distribution function f(x,ω), which describes the
photons independently of their frequency, is the integral of fν over the spectral range [νmin, νmax] under
study (PAR in this work):

f(x,ω) =

∫ νmax

νmin

fν(x,ω) dν (19)

The mesoscopic variable describing radiation in engineering sciences is generally intensity rather than
the distribution function. The intensity Lν(x,ω) at location x, in the direction ω, and at frequency ν is
expressed as W · m−2 · sr−1 · Hz−1. It is the flux density due to photons with direction ω crossing the
surface normal to ω at location x (per unit of the solid angle dω and per unit of the frequency interval dν).
To link the intensity and the distribution function, we will consider the radiant energy δQ that crosses the
surface dS⊥ (perpendicular to ω) in the direction ω during dt:

δQ =

∫ νmax

νmin

Lν(x,ω)dν dω dt dS⊥ (20)

which is also equal to the number of photons propagating in the direction ω, with speed c, within the volume
dS⊥ c dt (see Fig. 7.b), multiplied by their energy hν:

δQ =

∫ νmax

νmin

hν × fν(x,ω)dν dω dS⊥c dt (21)

From Eqs. 20 and 21, we obtain the following relation between f and L:

Lν(x,ω) = c hνfν(x,ω) (22)

Our study of kinetic coupling is based on variables expressed in the number of photons rather than in
energy (energetic variables are, for their part, required for formulation of thermodynamic efficiency of the
process). Indeed, in a kinetic study, researchers are particularly interested in the flux of photons propagating
in the direction ω at location x; this flux is usually given by L̂ν(x,ω) expressed in mol·s−1 ·m−2 ·sr−1 ·Hz−1:

L̂ν(x,ω) =
Lν(x,ω)

hν
= c fν(x,ω) (23)

Despite the different units of measurement, we continue to call L̂ intensity. By substituting the above
definition into the radiative transfer equation (Eq. 18), we obtain the following equation of change for L̂:

ω · gradxL̂ν(x,ω) = −kext,νL̂ν(x,ω) + αs,ν kext,ν

∫
4π

dω′L̂ν(x,ω′) pΩ,ν(ω|ω′) (24)

Furthermore, by multiplying Eq. 18 by hν and substituting the definition of L (Eq. 22), we obtain the
same equation of change for the intensity L (expressed in energy units). Thus, f , L̂, and L obey the same
radiative transfer equation.
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Figure 10: The definition of the specular reflection direction ωspec corresponding to the direction ω for a surface with reflectivity
ρ and normal n.

The boundary conditions associated with the radiative transfer equation usually fix the intensity (or the
distribution function) for incoming propagation directions. In the context of solar-energy systems, databases
contain the incident surface flux density q∩ and its spectral distribution q∩,ν (rather than the intensity at
the boundary):

q∩ =

∫ νmax

νmin

q∩,ν dν (25)

In addition to this information, it is necessary to specify angular distribution of the intensity. A Lambertian
distribution corresponds to isotropic intensity for the incoming directions (i.e., diffuse incidence)

Lν(x,ω) =
q∩,ν
π

pour ω · n > 0 (26)

where n is the inner normal of the surface. For illumination collimated in the direction ωi, the intensity is
zero for all directions within the inner hemisphere, except for ωi

Lν(x,ω) =
q∩,ν
µi

δ(ω − ωi) pour ω · n > 0 (27)

where µi = cos(θi), and δ(ω − ωi) is the Dirac distribution centered at ωi (see Fig. 6). Eqs. 26 and 27 set
the intensity for the incoming directions only; the intensity for outgoing directions is a result of the radiative
transfer problem. Under reflection boundary conditions, the intensity is not fixed, but there is a relation
with the intensity across the inner and outer hemispheres. For specular reflection, we have

Lν(x,ω) = ρν Lν(x,−ωspec) pour ω · n > 0 (28)

where ρν is surface reflectivity at the frequency ν, and −ωspec is the specular direction corresponding to ω
(see Fig. 10). For diffuse reflection, we have

Lν(x,ω) =
ρν
2π

∫
ω′·n<0

Lν(x,ω′)dω′ pour ω · n > 0 (29)

where the outer hemisphere is denoted as ω′ · n < 0.
As we have seen, the intensity L expressed in energy units and the intensity L̂ expressed in kinetic units

obey the same radiative transfer equation. The solutions obtained for these two physical quantities thus
have the same formulation and, in case of numerical calculation, either of these variables can be determined
(with the same formula) depending on the unit chosen for expressing the incident flux q∩ or its spectral
distribution q∩,ν . The latter is an input parameter. If we express q∩ in W · m−2, the result determines

L, but if we express q∩ in µmol · s−1 · m−2, then the result determines L̂. For this reason, we no longer
distinguish L and L̂ in the rest of this chapter, except when presenting numerical results.

Let us briefly define, according to the intensity, the usual macroscopic radiative quantities used for
photobioreactor analysis. Irradiance Gν(x) is the integral of the intensity over propagation directions:

Gν(x) =

∫
4π

Lν(x,ω)dω (30)
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Our study of kinetic-coupling phenomena is based on the specific rate of photon absorption A(x) (see
Sections 1 and 5), that is, the number of photons absorbed by a microbial cell located at x per unit of the
time interval:

A(x) =

∫ νmax

νmin

σa,ν Gν(x)dν (31)

where Gν is usually expressed in µmol · s−1 ·m−2 · Hz−1 (which is obtained by using L̂ rather than L in
Eq. 30). Another useful physical quantity is the flux density vector

jR,ν(x) =

∫
4π

Lν(x,ω)ω dω (32)

which is used to define the flux density qν through any surface with normal n: qν(x) = jR,ν(x) · n. For
example, in our one-dimensional configuration of Fig. 6, the surface flux density qν along ez at the abscissa
z is

qν(z) =

∫
4π

Lν(x,ω)ω · ez dω (33)

Note that by substituting the boundary condition Eq. 26 or 27 into this definition, one can verify that
qν(0) = q∩ +

∫
ω·ez<0

Lν(x,ω)ω · ez dω, where ω · ez < 0 is the outer hemisphere.
These macroscopic descriptors correspond to integration of the intensity over the space of directions: the

irradiance is the 0th moment of the intensity, and the flux density vector is its first moment. This integration
results in the loss of a significant portion of information about the propagation directions but reduces the
problem to a number of dimensions that is often easier to think about and solve. Most photobioreactor
models are based on such variables, as is the case here, with the specific rate of photon absorption A.
Rather than solving the mesoscopic model (i.e., the radiative transfer equation) and integrating the intensity
afterwards, we are also interested in formulating models that directly address the macroscopic descriptors.
Integrating the radiative transfer equation (Eq. 24) over all directions ω, leads to the conservation equation

div jR,ν(x) = −ka,ν Gν(x) (34)

In addition to Eq. 34 (that is exact), the construction of macroscopic models consisting of a closed set of
equations for the moments of the distribution function (or the intensity), usually requires to formulate ap-
proximations. In fluid mechanics, this approximation leads, for example, to the Navier-Stokes equation. The
most common approximate macroscopic radiative models describe radiative transfer with heat-like equations
(e.g., see the Rosseland approximation and the P1 approximation). Among them, the P1 approximation
leads to Fick’s equation of the flux density vector jR,ν (see Eq. 73); substituting Fick’s equation into Eq. 34
yields the following heat-like equation for the irradiance G (in the absence of a source term):

−D̃∇2Gν(x) = −c ka,ν Gν(x)

where D̃ is the macroscopic diffusion coefficient (expressed in m2/s), ka,ν is the absorption coefficient (as
defined in Section 2), c is the speed of light in the medium, and ∇2 is the Laplacian operator with respect to
x. Implementation of such models for the purpose of photobioreactor research will be analyzed in Sections 3.4
and 3.5. These macroscopic descriptions are constructed around situations associated with near-equilibrium
conditions. In fluid mechanics, the Knudsen numbers are generally small enough for this hypothesis to be
tested, but usually, this is not the case in radiative transfer, in particular in photobioreactors. Nonetheless,
the macroscopic approximations allow for analysis based on familiar interpretations (such as diffusion),
and their implementation generally corresponds to very short calculation time. Thus, we often seek to
reduce radiative problems to those descriptions, even in situations that may seem unsuitable (i.e., far from
equilibrium). This practice requires accurate knowledge of the radiative configuration in question. The
analysis of typical photobioreactor configurations that we develop in Section 3.2 will allow us to construct,
in Section 3.4, a relevant description of the irradiance field on the basis of the P1 approximation (even in
far-from-equilibrium situations).
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Note on analysis of the spectral dimension. As we saw in Eq. 18, description of each frequency of the
spectrum is completely independent of other frequencies. Thus, all the derivation of equations in the rest of
this section, including the approximate solutions developed in Sections 3.3, 3.4, and 3.5, are valid regardless
of the wavelength of incident radiation. For this reason, we decided to omit the spectral dependencies in
our notations. For numerical calculations, however, one should use the value of the radiative properties and
the incident flux q∩,ν corresponding to the wavelength in question. In this approach, the radiative transfer
equation is solved for each frequency, and the spectral solution thus obtained is integrated over PAR in
order to calculate the local absorption rate A according to Eq. 31. This approach can be implemented with
approximate solutions from Sections 3.3, 3.4, and 3.5.

We made a different choice for the numerical applications presented in this section; namely, we chose
to obtain ”simple” approximate solutions appropriate for analysis. We will use the approximation of an
equivalent gray medium, which defines effective radiative properties that are independent of the frequency.
These properties are provided in Fig. 6 and were obtained by averaging the spectral properties from Section 2
weighted by the incident spectrum:

σ =

∫ νmax
νmin

q∩,ν σν dν

q∩
(35)

and

pΩ(ω|ω′) =

∫ νmax
νmin

q∩,ν σs,ν pΩ,ν(ω|ω′) dν
σs q∩

(36)

where σ is the effective cross-section for extinction σext, absorption σa, or scattering σs; q∩ and q∩,ν are
defined in Eq. 25. For this approximation, Eq. 31 becomes A(x) = σaG(x), where G is the irradiance
obtained by direct use of the effective properties in our approximate solutions as well as the flux q∩ rather
than q∩,ν (no spectral integration is required).

The spectral dimension will be analyzed precisely in Section 4, which is devoted to obtaining reference
solutions by the Monte Carlo method.

3.2. Optical thickness and invariance of the transport problems

In this section, we introduce a set of dimensionless quantities commonly used to characterize radiative
transfer in specific configurations. These quantities are necessary for a detailed understanding of radiative
transfer in photobioreactors. Depending on the value of the albedo αs, the asymmetry parameter g of
the phase function, and the optical thickness of the medium, it is possible to conduct first analysis of the
scattering regime and to identify the appropriate approximations.

The single-scattering albedo represents the proportion of the interaction events that are scattering events:

αs =
ks
kext

(37)

where kext = ks +ka. αs is equal to 0 in the case of a purely absorbing medium (i.e., ks = 0) and equal to 1
in a purely scattering medium (i.e., ka = 0). In the radiative configuration of the flat-plate photobioreactor
in Fig. 6, αs ' 0.86 means that when a photon interacts with a microorganism, the photon is scattered
with probability 0.86 and absorbed with probability 0.14. Each scattering event statistically redistributes
the propagation direction of the photon according to the single-scattering phase function 5 pΩ(ω|ω′). For
analysis purposes, it is interesting to reduce this angular information to its first moment: the asymmetry
parameter

g =

∫
4π

pΩ(ω|ω′) ω · ω′ dω (38)

5pΩ(ω|ω′)dω is the probability that when a scattering event occurs, a photon with the propagation direction ω′ is scattered
within the element of solid angle dω around the direction ω. In the present context, a local thermodynamic equilibrium can
be assumed; therefore, pΩ(ω|ω′) = pΩ′ (ω

′|ω).
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where ω · ω′ = cos(θs), with the notations shown in Fig. 2. g ranges from −1 to 1 and is equal to 0 when
the phase function is symmetric for forward and backward directions (i.e., for ω · ω′ > 0 and ω · ω′ < 0).
This is the case, for example, for an isotropic phase function: all the scattering directions are equiprobable.
Furthermore, g < 0 in the case of a phase function oriented in backward directions, and g > 0 for a phase
function oriented in forward directions. In the case of photosynthetic microorganisms, g is close to 1, or more
precisely, g = 0.945 in the situation under study (see Fig. 6). This means that in a photobioreactor, each
scattering event predominantly redistributes the propagation direction within a small solid angle around
the incident direction ω′ (aperture ' 20◦, see Section 2.2). Nevertheless, the sum of these successive
scattering events may lead to a significant deviation in the propagation directions (see Figs. 9 and 11) and
may result in, among other things, a complex residence time distribution [64, 65]. The information about
this distribution is commonly reduced to the scattering optical thickness es, which is the product of the
characteristic dimension of the reaction volume (E in the case of our flat-plate photobioreactor in Fig. 6)
and the scattering coefficient:

es = E ks (39)

es is the inverse of the Knudsen number. In the radiative configuration under study, es ' 20.
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Figure 11: a: Angular distribution of the intensity L(z0, θ) at the location z0 = 3 cm within the one-dimensional photobioreactor
from Fig. 6 with Lambertian emission and ρF = ρR = 0. The results were obtained by the Monte Carlo method (see Section 4).
b: Assumption for the corresponding optical paths (z0 is the abscissa of the location x0, and θ is the angle between ω and
ez). The complex angular distribution of the intensity is due to the special shape of the phase function for photosynthetic
microorganisms. The multiple-scattering optical path in question is the result of many scattering events corresponding to a
small deviation of the propagation direction. Among them, those leading to directions ω that are significantly different from
ez are the longest: the probability for absorption to occur along these paths before reaching x0 is high (regarding attenuation
by absorption along optical paths, see Section 4.1).
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During analysis of radiative transfer, the angular distribution of the intensity is of great significance
because its deviation from isotropy defines the validity conditions of various approximations and physi-
cal interpretations. Here, it is crucial to distinguish (i) the angular distribution of the phase function,
which corresponds to redistribution of propagation directions because of a single scattering event (under
the assumption of perfect mixing, this radiative property of the microbial cells is homogeneous within the
photobioreactor) and (ii) the angular distribution of the intensity, which corresponds to the distribution
of the propagation directions at a given location. The angular distribution of the intensity (which is gen-
erally a function of the location within the photobioreactor) results from multiple scattering events: it is
formulated by solving the radiative transfer equation. Because the asymmetry parameter is ' 0.95, it is a
significant obstacle for analysis of the angular distribution of intensity within a photobioreactor. Indeed,
in this situation, the extent to which the successive forward-scattering events redistribute the propagation
directions is difficult to grasp. To simplify the physics involved, it is customary to use a transport problem
equivalent to that under study but where the phase function is isotropic. Analysis of this equivalent problem
is much easier because information about the initial propagation direction of a photon (i.e., the boundary
conditions) is lost from the first scattering event: the propagation direction ω is redistributed isotropically,
independently of the incoming direction ω′. This equivalent problem is derived by replacing the radiative
properties kext, ks, ka, and pΩ obtained in Section 2 by the new radiative properties k∗ext, k

∗
s , k∗a, and p∗Ω,

according to the following transformation:

k∗ext = kext(1− αs g)

k∗s = ks(1− g)

k∗a = ka

p∗Ω =
1

4π
(isotropic phase function)

(40)

The dimensionless quantities defined previously become

α∗s = αs
1− g

1− αs g
(41)

g∗ = 0 (42)

e∗s = es (1− g) (43)

The radiative transfer equation is not invariant with this transformation, but we find this invariance in
various situations: for example, the diffusion equation obtained with the P1 approximation is invariant with
this transformation (see Section 3.4). In addition, we found that solution of this equivalent problem usually
provides results that are very close to those obtained by solution of the original problem in the case of
a photobioreactor. The approximate solutions that are derived and validated in Sections 3.3 and 3.4 are
obtained by addressing this equivalent problem. Note that this transformation is also useful for comparison
of very different situations, regardless of the form of the phase function: in the field of transport theory
research, when mentioning optical thickness, we are generally referring to e∗s rather than es.

In the radiative configuration shown in Fig. 6, α∗s = 0.25 and e∗s = 1.1; this situation is typical of a
photobioreactor operating at its optimum biomass production rate. Such intermediate values of optical
thickness mean that scattering plays a significant role but does not systematically ensure that the intensity
within the medium is close to isotropy. Accordingly, the angular distribution within the reaction volume
depends on both the scattering phenomenon and the boundary conditions. Although analysis of such
intermediate situation is not straightforward, the equivalent problem brings us back to situations that are
easily manipulated. Instead of reasoning about complex optical paths resulting from multiple forward-
scattering events (as in Fig. 11), in the following section, we use the single-scattering approximation, where
photons suffer zero or one isotropic scattering event only (see Figs. 12 and 13).
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3.3. The single-scattering approximation

It is always possible to formulate the intensity L of the entire photon population as the sum of the
intensity values L(j) corresponding to the photons that have undergone exactly j scattering events:

L = L(0) + L(1) + L(2) + L(3) + ... (44)

This simply means that the total number of photons within any phase space volume element dxdω is the
sum of the photons that have undergone j diffusion events. Each L(j) is governed by an equation of its own,
in which the source term corresponds to the lower-order photons L(j−1) that are scattered locally and move
from population (j−1) to population (j). In this section, we first derive the corresponding infinite system of
coupled equations (Eq. 46 and Eq. 54) and the associated boundary conditions (Eqs. 47-48 and Eqs. 56-57)
in the special case of the one-dimensional photobioreactor in Fig. 6. Then, we will find a solution to the
equivalent transport problem presented in Section 3.2, where scattering optical thickness is es ' 1. In this
situation, the single scattering approximation [66] is relevant: only the scattering orders (0) and (1) will be
selected, and higher orders will be ignored

L ' L(0) + L(1) (45)

This approach significantly simplifies solution of the mesoscopic problem. Thus, we consider only two subsets
in the photon population: the photons that arrive directly from the surface F (did not undergo any scattering
events) will be called ”ballistic photons”, and the photons that have undergone only one scattering event
will be called the ”scattered photons”.

3.3.1. Expansion of the radiative transfer equation into the successive order of scattering

This section is focused on our one-dimensional photobioreactor with collimated incidence at z = 0, in the
absence of reflection. Ballistic photons obey an independent radiative transfer equation without a source
term; the source is at the boundary F only:

ω · gradxL
(0)(x,ω) = −kextL(0)(x,ω) (46)

with the following boundary conditions (according to Section 3.1):

• At z = 0,

L(0)(x,ω) =
q∩
µi
δ(ω − ωi) for x ∈ F , ω · nF > 0 (47)

where µi = cos(θi), and δ(ω − ωi) is the Dirac distribution centered at ωi (see Fig. 6).

• At z = E,
L(0)(x,ω) = 0 for x ∈ R, ω · nR > 0 (48)

The solution for L(0) is straightforward: it is the incident intensity q∩
µi

attenuated by Bouguer’s exponential
extinction along the ballistic trajectory

L(0)(x,ω) =
q∩
µi

exp

(
−kext

z

µi

)
δ(ω − ωi) (49)

where z is the abscissa of the location x.
L(1) obeys the following radiative transfer equation:

ω · gradxL
(1)(x,ω) = −kextL(1)(x,ω) + C(0)(x,ω) (50)

where C(0) is the source term accounting for ballistic photons scattered at x, which then arrive into the
population (1) with the direction ω (according to the collision term of the radiative transfer equation in
Section 3.1):

C(0)(x,ω) = αs kext

∫
4π

dω′L(0)(x,ω′) pΩ(ω|ω′) (51)

where αs kext = ks. The boundary conditions for L(1) are as follows:
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• At z = 0,
L(1)(x,ω) = 0 for x ∈ F , ω · nF > 0 (52)

• At z = E,
L(1)(x,ω) = 0 for x ∈ R, ω · nR > 0 (53)

The incoming intensity is equal to zero because on the one hand, there is no emission at the boundaries for
this population (only ballistic photons are emitted at the boundary F), and on the other hand, reflectivity
of F and R is zero in the present case.

For the jth order, we have

ω · gradxL
(j)(x,ω) = −kextL(j)(x,ω) + C(j−1)(x,ω) (54)

where

C(j−1)(x,ω) = αs kext

∫
4π

dω′L(j−1)(x,ω′) pΩ(ω|ω′) (55)

is the source term corresponding to the transitions from population (j − 1) to population (j) because of
scattering (with C(0) = 0). The boundary conditions are as follows:

• At z = 0,
L(j)(x,ω) = 0 for x ∈ F , ω · nF > 0 (56)

• At z = E,
L(j)(x,ω) = 0 for x ∈ R, ω · nR > 0 (57)

The equation for L(0) is independent of the other equations, and each of the higher orders j > 0 is coupled
only to the order j − 1: this system of equations is closed at the 0th order. Therefore, truncation of the
expansion Eq. 44 involves simply ignoring the existence of certain photons; this approach will not cause an
error in the description of the orders that are selected for analysis.
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Figure 13: Angular distribution of the intensity L(z0, θ) at location z0 = 3 cm within the one-dimensional photobioreactor
shown in Fig. 6: ρF = ρR = 0, collimated normal incidence µi = 1. a: Results obtained by the Monte Carlo method (see
Section 4). b: Results obtained for the equivalent transport problem where α∗s = 0.25, k∗ext = 110m−1, and p∗Ω = 1

4π
, and the

single scattering approximation is used. The arrow indicates the part of the distribution that is due to the ballistic photons,
i.e., the arrow represents a Dirac distribution. This illustration does not allow for analysis of the ratio of ballistic to scattered
photons, but we invite the reader to see Fig. 14.
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3.3.2. Implementation of the single scattering approximation for an equivalent transport problem: application
to a flat-plate photobioreactor

In the rest of this section, we address the equivalent transport problem defined by α∗s , k
∗
ext, and

pΩ(ω|ω′) = 1
4π (see Section 3.2), and we use only scattering orders 0 and 1 (see Eq. 45). Under these

conditions, Eq. 49 becomes

L(0)(z,ω) =
q∩
µi

exp

(
−k∗ext

z

µi

)
δ(ω − ωi) (58)

and substituting this solution into Eq. 51, we obtain the following source term for population (1):

C(0)(z,ω) =
α∗s k

∗
ext

4π

q∩
µi

exp

(
−k∗ext

z

µi

)
(59)

Due to isotropy of the phase function, the source term C(0)(z,ω) is independent of the direction ω (C(0) is
isotropic). A solution for L(1) is obtained by solving Eq. 50 under the boundary conditions in Eqs. 52 and 53.
This task can be accomplished either by the variation of constants method or by intuitive reasoning: the
intensity L(1)(x0,ω0) is the source term C(0)(x1,ω0) attenuated by extinction along the length ‖x0 − x1‖,
which is integrated over the locations x1 defined by x1 = x0 − sω0 with s ∈ [0,+∞[. In Fig. 12, we show
that this reasoning indeed involves constructing all the single-scattering optical paths with direction ω0 at
x0. In the one-dimensional configuration under study, L(1)(x0,ω0) depends only on the abscissa z0 at x0

and on the cosine µ0 = ω0 · ez. In addition, ‖x0 − x1‖ =
∣∣∣ z0−z1µ0

∣∣∣ (see Fig. 12). For the directions where

µ0 > 0, we obtain

L(1)(z0,ω0) =

∫ z0

0

dz1

µ0
C(0)(z1) exp

(
−k∗ext

z0 − z1

µ0

)
(60)

and for the directions where µ0 < 0,

L(1)(z0,ω0) =

∫ E

z0

dz1

−µ0
C(0)(z1) exp

(
−k∗ext

z0 − z1

µ0

)
(61)

Substituting Eq. 59 into the above equations and solving the integration, we obtain the following:

• for µ0 > 0,

L(1)(z0,ω0) =
α∗s
4π

q∩
µ0 − µi

[
exp

(
−k∗ext

z0

µ0

)
− exp

(
−k∗ext

z0

µi

)]
(62)

• and for µ0 < 0,

L(1)(z0,ω0) =
α∗s
4π

q∩
µ0 − µi

[
exp

(
−k∗ext

E

µi

)
exp

(
−k∗ext

z0 − E
µ0

)
− exp

(
−k∗ext

z0

µi

)]
(63)

Finally, the total intensity L(z0,ω0) is estimated as

L(z0,ω0) ' L(0)(z0,ω0) + L(1)(z0,ω0) (64)

where L(0) is given in Eq. 58.
Fig. 13 presents the angular distribution of L resulting from the single-scattering approximation for the

equivalent transport problem α∗s , k
∗
ext and p∗Ω = 1

4π as well as the reference solution produced by the Monte
Carlo method for αs and kext and the phase function of C. reinhardtii. In the reference situation, at the
location in question (z0 = 3 cm), the ballistic beam is completely attenuated: all the photons have undergone
at least one scattering event but deviated very little from their incident direction (see Section 3.2). This
situation results in a complex angular distribution centered around the incident direction (see Fig. 13.a). In
our equivalent transport problem, this complex distribution is replaced by the sum of a Dirac distribution
(contribution of the ballistic photons, i.e., ∼ 75% of the photons in the present case, see Fig. 14) and
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a relatively broad distribution (contribution of the scattered photons) that is simply modeled as Eqs. 62
and 63 under the single-scattering approximation (see Fig. 13.b). The angular distribution of the scattered
intensity L(1) at different locations is shown in Fig. 15.

Integration of L(z,ω) over the directions ω yields the local irradiance G(z):

G(z) =

∫
4π

dωL(z,ω) '
∫

4π

dωL(0)(z,ω) +

∫
4π

dωL(1)(z,ω) = G(0)(z) +G(1)(z) (65)

where G(0) is the irradiance due to the ballistic photons, and G(1) is the irradiance due to the photons that

have undergone only one scattering event. The expression G(0) =
∫

4π
dω q∩

µi
exp

(
−k∗ext zµi

)
δ(ω − ωi) is

simply

G(0)(z) =
q∩
µi

exp

(
−k∗ext

z

µi

)
(66)

Obtaining G(1) is usually less straightforward, but the integral in Eq. 65 has a symbolic solution in the
present case:

G(1)(z) =
α∗s
2
q∩×{

exp

(
−k∗ext

z

µi

)(
Ei

[
k∗extz

1− µi
µi

]
− Ei

[
−k∗ext(E − z)

1 + µi
µi

]
+ ln

[
1 + µi
1− µi

])
− Ei [−k∗extz] + exp

(
−k∗ext

E

µi

)
Ei [−k∗ext(E − z)]

} (67)

where Ei is the exponential integral Ei(x) = −
∫∞
−x dt

e−t

t , which is a function available in most scientific

computation libraries. In the special case of normal incidence µi → 1, G(1) becomes

G(1)(z;µi = 1) =
α∗s
2
q∩ {exp (−k∗extz) ( γ + ln[2] + ln [k∗extz]− Ei [−2 k∗ext(E − z)] )

− Ei [−k∗extz] + exp (−k∗extE)Ei [−k∗ext(E − z)]}
(68)

where γ ' 0.577 is the Euler-Mascheroni constant.
The irradiance field obtained with the single-scattering approximation is shown in Fig. 14. Panel a

shows the proportion of ballistic and scattered photons within the reaction volume. As indicated by the
intermediate value of the transport optical thickness e∗s = 1.1, the scattered photons are in the minority but
cannot be disregarded. Fig. 14.b shows comparison between the reference solution (Monte Carlo method)
and the results obtained by combining the equivalent transport problem and the single-scattering approxi-
mation. These results indicate that indeed, scattering orders higher that 1 can be ignored during analysis the
equivalent problem. Given the agreement observed, we should note that the simple physical interpretations
that we developed here are relevant to analysis of the process. In particular, substitution of the complex
distribution observed in Fig. 13 by the sum of a Dirac distribution and a wider distribution is extremely
convenient. With this approach, description of the ballistic photons is straightforward, and all difficulty of
the analysis is reduced to description of the scattered photons. Because the scattered intensity is relatively
close to isotropic (see Fig. 15), we can derive the relevant macroscopic description of the scattered photons
in the next section.
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Figure 14: The irradiance field G within the photobioreactor shown in Fig. 6; ρF = ρR = 0 and collimated normal incidence
µi = 1. The results were obtained for the equivalent transport problem where α∗s = 0.25, k∗ext = 110m−1, and p∗Ω = 1/4π:
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b: Comparison with the reference solution obtained by the Monte Carlo method (MCM) for αs = 0.86, kext = 587m−1, and
the phase function of Chlamydomonas reinhardtii (see Section 4).
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3.4. The P1 approximation and diffusion equation

In contrast to the single-scattering approximation (previous paragraph), which is mesoscopic, below we
adopt a macroscopic point of view. In this section and in Section 3.5, angular distribution of intensity is
fixed a priori, and the radiative transfer equation is integrated over all propagation directions in order to
formulate a closed equation for the irradiance.

3.4.1. The diffusion equation in one-dimensional Cartesian geometric configuration

The P1 approximation consists of truncating the spherical-harmonic expansion of the intensity at order
1. In the one-dimensional configuration shown in Fig. 6, for Lambertian or collimated normal incidence,
this method is equivalent to fixing the following functional form for the angular dependence:

L(x,ω) = A(z) [ 1 + C(z) cos(θ) ] (69)

where, given the symmetry of the problem, L is a function of the abscissa z and the angle θ only (cos(θ) =
ω · ez). Substituting this approximation into the radiative transfer equation Eq. 24 (in which we omit the
frequency variable) and integrating it over all the propagation directions ω (i.e., across all angles θ), we
obtain a diffusion equation for the description of the irradiance field [66]:

−D̃ ∂ 2
z G(z) = −c kaG(z) (70)

where ∂ 2
z G(z) is the second derivative of the irradiance with respect to z, and D̃ is the macroscopic diffusion

coefficient: D̃ = c/(3 kext(1 − αs g)) = c/(3 k∗ext); k
∗
ext is defined in Section 3.2. Hereafter, we will express

the diffusion coefficient in m rather than in m2/s; this approach is convenient for analysis of steady-state
systems. Indeed, in this case, the solution of the radiative transfer equation is independent of the speed of
light c; accordingly, it is customary to divide Eq. 70 by c:

−D∂ 2
z G(z) = −kaG(z) (71)

with the macroscopic diffusion coefficient D expressed in m, defined as D = D̃/c:

D =
1

3 kext(1− αs g)
=

1

3 k∗ext
(72)

It should be noted that Fick’s equation is also obtained by substituting Eq. 69 into the radiative transfer
equation, multiplying it by cos(θ), and integrating over the propagation directions [66]:

q(z) = −D∂zG(z) (73)

where q(z) is the surface flux density along ez (see Eqs. 33 and 34).

Boundary conditions. The steady-state diffusion equation (Eq. 71) is an ordinary differential equation of
order 2, whose solution requires two boundary conditions. In radiative transfer, the value of the irradiance
or the net flux at the boundary is rarely available. Therefore, a linear relation between G and its derivative,
that is, between the irradiance and the flux (see Eq. 73) is generally used for the boundary conditions:
this is what researchers in this field call the Marshak boundary conditions [67]. To our knowledge, in the
existing literature, the expression for Marshak’s boundary conditions is brought to the following functional
form [62, 66, 68]:

[G ± L ∂sG] = B (74)

where L is the extrapolation length, and B is a constant. Determination of parameters L and B that ensure
the same order of approximation near the boundaries as within the medium is a topic of research in itself
(e.g., see [68]). In the context of photobioreactor analysis, we use a specific expression for B (derived in [69]),
which leads to the following boundary conditions in the case of the flat-plate photobioreactor shown in Fig. 6:
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• At z = 0,

G(0) − L0 ∂z G(0) = 2
1 + ρF

1− ρF q
(0)(0) +G(0)(0) (75)

• At z = E,

G(E) + LE ∂z G(E) = 2
1 + ρR

1− ρR q(0)(E) +G(0)(E) (76)

where the exponent (0) deals with the ballistic photons (see Section 3.3), and L is the extrapolation length
that is estimated here as in [68]:

L0 =
2

3

1 + ρF

1− ρF
1

k∗ext

LE =
2

3

1 + ρR

1− ρR
1

k∗ext

(77)

where ρ is reflectivity of the bounding surface, and k∗ext is defined in Eq. 40. q(0) and G(0) are respectively
the surface flux density and the irradiance corresponding to the ballistic photons emitted at the boundary.
The analytical solution of the diffusion equation for these boundary conditions in the case of Lambertian
illumination is derived in the following section.

3.4.2. The case of diffuse illumination: direct solution of the diffusion equation

In the text below, we will solve the diffusion equation (Eq. 71) for the boundary conditions (Eqs. 75
and 76) for the case of the one-dimensional configuration shown in Fig. 6 with Lambertian emission at z = 0
and reflection at z = E. The general solution that satisfies Eq. 71 is

G(z) = C0 exp (ξ z) + C1 exp (−ξ z) (78)

where C0 and C1 are constants, and ξ =
√
ka/D (in the configuration under study ξ ' 161). The boundary

condition at z = 0 is (according to Eqs. 75 and 77 where ρF = 0):

G(0) − L0 ∂z G(0) = 2 q(0)(0) +G(0)(0) (79)

with

L0 =
2/3

k∗ext
(80)

We will now focus on the expression for G(0)(0) and q(0)(0), which are ballistic irradiance and ballistic surface
flux density, respectively (see Section 3.3). The mesoscopic definition of Lambertian emission (according to
Eq. 26) results in

L(0)(0,ω) = q∩/π for θ ∈ [0, π/2] (81)

where q∩ is the incident surface flux density. Moreover, in the present case, we assume that L(0)(0,ω) = 0
for θ ∈ [π/2, π] because the ballistic optical paths reflected at z = E are completely attenuated when they
return at z = 0 (the scattering optical thickness is es ' 20). Therefore, the intensity is integrated easily,
according to Eqs. 30 and 33:

G(0)(0) =

∫
4π

L(0)(0,ω) dω = 2 q∩ (82)

q(0)(0) =

∫
4π

L(0)(0,ω)ω · ez dω = q∩ (83)

Hence
G(0) − L0 ∂z G(0) = 4 q∩ (84)
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For the boundary condition at z = E, ballistic photons can be ignored (they are scattered or absorbed before
reaching z = E, as in the case of the boundary conditions at z = 0 above 6), i.e., q(0) ' 0 and G(0) ' 0.
Therefore, Eq. 76 becomes

G(E) + LE ∂z G(E) = 0 (85)

Constants C0 and C1 in the general solution (Eq. 78) that satisfy the boundary conditions (Eqs. 84 and 85)
are

C1 =
4 q∩

exp (−ξ 2E) LE ξ−1
LE ξ+1 (1− L0 ξ) + 1 + L0 ξ

(86)

and

C0 = C1
LE ξ − 1

LE ξ + 1
exp (−ξ 2E) (87)

Thus, we obtain the following expression for the irradiance field:

G(z) = 4 q∩ C

(
exp [−ξ z] +

LE ξ − 1

LE ξ + 1
exp [−ξ (2E − z)]

)
(88)

where

C =
1

exp (−ξ 2E) LE ξ−1
LE ξ+1 (1− L0 ξ) + 1 + L0 ξ

(89)

From the mesoscopic point of view, the P1 approximation (according to Eq. 69) gives us

L(z,ω) =
1

4π
[G(z)− D∂z G(z) cos(θ)] (90)

where

∂z G(z) = 4 q∩ C ξ

(
−exp [−ξ z] +

LE ξ − 1

LE ξ + 1
exp [−ξ (2E − z)]

)
(91)

Figs. 16 and 17 represent respectively the irradiance field and the angular distribution of the intensity 7

obtained with the P1 approximation. Although the situation under study is far from equilibrium, the
irradiance field produced by the approximation is in good agreement with the reference solution. This
correspondence is surprising because P1 should be unsuitable for such a situation with intermediate optical
thickness. The next paragraph is focused on the validity conditions of the P1 approximation.

6Contrary to Section 3.3, where we addressed the equivalent transport problem, ballistic photons here are in the minority,
except close to z = 0, for θ ∈ [0, π/2]. It is possible to take into account all the ballistic photons in our calculations (Eqs. 75
and 76) because the mesoscopic solution for L(0) is obtained easily, even in the present case, with Lambertian emission and
reflection at z = E. Nonetheless, except for the term that we used in Eq. 84, their contribution to the boundary conditions is
negligible for most photobioreactor configurations during operation close to the optimum biomass growth rate.

7In the angular distributions presented in Fig. 17, we use the same scale for the P1 approximation and the Monte Carlo
method. Note that the area under the curve does not represent the irradiance because the element of solid angle sin(θ)dθ dϕ
is not taken into consideration here: G = 2π

∫ π
0 dθ sin(θ)L(θ).
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3.4.3. Validity conditions of the P1 approximation

These conditions are frequently defined as

e∗s � 1

where e∗s is the scattering optical thickness defined in Eq. 43. In the situation studied in Fig. 16, e∗s = 1.1,
and the approximation already works well. If we now address the same situation but replace the Lambertian
illumination with a collimated source (the situation corresponding to Fig. 18), then the approximation does
not work at all. In these two configurations, optical thickness has the same value, and yet the P1 approxi-
mation works well in one case but not in the other. In the text below, we explore the validity conditions of
the P1 approximation, and the results will lead to a strategy for analysis of collimated illumination.

The P1 approximation postulates the functional form

L(x,ω) = A(z) [ 1 + C(z) cos(θ) ]

for the intensity L (i.e., Eq. 69). It is therefore valid if the intensity can be represented by this functional
form: this is the only strict definition that can be formulated for validity of the P1 approximation. This
form corresponds to situations where the intensity is close to isotropy (i.e., near-equilibrium situations 8). In
fact, in the above equation, C(z) ∈ [−1, 1] because otherwise the intensity may be negative. Thus, we see in
Fig. 19 that the range of angular distributions resulting from the P1 approximation is not compatible with
the description of a photobioreactor during collimated illumination (see Fig. 20.a). The figure shows the
angular distribution of the intensity as a function of the boundary conditions: for Lambertian emission, light
enters the medium from all directions, resulting in intensity that is much closer to isotropy, in comparison
with collimated incidence. We thus understand that the P1 approximation allows us to analyze Lambertian
emission (Section 3.4.2), even in a situation far from equilibrium. We also see that this approximation fails
in the case of collimated incidence in Fig. 18. The condition e∗s � 1 (mentioned above) usually ensures
that the intensity is close to isotropy (because of a large number of isotropic scattering events), but the
P1 approximation is actually less restrictive: it is sufficient that the intensity is compatible with Eq. 69,
regardless of the scattering phenomenon. This situation will allow us to develop an approach to analysis of
collimated illumination phenomena in the paragraphs that follow.

3.4.4. The case of collimated illumination: separation of ballistic and diffusive contributions

Separation between ballistic and scattered photons. In Section 3.3, Fig. 13, we saw that the equivalent
transport problem allows us to separate our radiative study into two simple systems: the ballistic photons,
for which the exact solution is analytical, and the scattered photons, which correspond to intensity close
to isotropy. This relative isotropy of the scattered intensity in the equivalent transport problem suggests
that the P1 approximation is relevant. Therefore, to formulate the collimated incidence phenomena, we
will address the equivalent transport problem and separate the analysis of ballistic photons from that of
scattered photons: only scattered photons will be subjected to the P1 approximation. In the rest of the
chapter, the ballistic population is denoted as (0), whereas the scattered photons will be called ”the diffuse
population” and denoted as (d).

It is always possible to formulate the irradiance of the entire photon population as the sum of ballistic
irradiance and diffuse irradiance (as is the case for the intensity in Eq. 44):

G(z) = G(0)(z) +G(d)(z) (92)

where G(d) is defined as the sum of the irradiance values for all scattering orders j ≥ 1, G(d)(z) =∑∞
j=1G

(j)(z) (see Section 3.3.1). The rigorous solution for the ballistic irradiance G(0) is easy to obtain:
we already did so in the context of the single-scattering approximation, in Eq. 66. The diffuse irradiance

8We will remind readers that here, the angular distribution of the intensity in question is completely different from the
angular distribution of the phase function most of the time.
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G(d) is the solution to a radiative transfer problem in which the source SG(d) is isotropic and distributed
throughout all the reaction volume: this source represents ballistic photons that are scattered for the first
time in the medium 9, exactly as in Section 3.3. Therefore, the diffusion equation for G(d) is the same as in
Eq. 71 but with addition of the source term SG(d) :

−D∂ 2
z G

(d)(z) = −kaG(d)(z) + SG(d)(z) (93)

where the macroscopic diffusion coefficient D and the absorption coefficient ka are identical to those used
in Section 3.4.2 for the analysis of Lambertian emission. This is because they are invariant with the trans-
formation Eqs. 72 and 40.

In the text below, we address the equivalent transport problem defined by α∗s , k
∗
ext, and p∗Ω(ω|ω′) = 1

4π
(see Section 3.2), and we analyze the one-dimensional configuration shown in Fig. 6 with collimated incidence
at z = 0 and a non-reflecting surface at z = E. We use the solution obtained in Section 3.3 for ballistic
irradiance (according to Eq. 66):

G(0)(z) =
q∩
µi

exp

(
−k∗ext

z

µi

)
(94)

where µi = cos(θi) is the cosine of the angle of incidence. Then, we address the diffuse irradiance G(d) by
solving the diffusion equation (Eq. 93) where the source term is

SG(d)(z) =

∫
4π

dω C(0)(z) = 4π C(0)(z) = α∗s k
∗
ext

q∩
µi

exp

(
−k∗ext

z

µi

)
(95)

where C(0)(z) is the mesoscopic source term discussed in Section 3.3 (see Eq. 59). Compared to Section 3.4.2,
here, we replaced the sources at the boundaries (responsible for the strong anisotropy of the intensity) by an
isotropic source distributed throughout the entire volume. The general solution that satisfies the diffusion
equation (Eq. 93) is

G(d)(z) =
q∩
µi

[
C0 exp (ξ z) + C1 exp (−ξ z)− ξ2 − k∗ext/D

ξ2 − (k∗ext/µi)
2

(
exp

[
−k∗ext

z

µi

]
− exp [−ξ z]

)]
(96)

where C0 and C1 are constants, and ξ =
√
ka/D (in the configuration under study ξ ' 161).

Boundary conditions. Here, the ballistic photons are analyzed separately; therefore, G(0) = 0 and q(0) = 0
in Eqs. 75 and 76 (there is no source at the boundary for the diffuse population). In addition, we ignore
reflectivity (i.e., ρ = 0); thus, we have the boundary conditions as follows:

• At z = 0,
G(d)(0) − L0 ∂z G

(d)(0) = 0 (97)

• At z = E,
G(d)(E) + LE ∂z G(d)(E) = 0 (98)

where

L0 = LE =
2/3

k∗ext
(99)

Constants C0 and C1 in Eq. 96 that satisfy the boundary conditions (Eqs. 97 and 98) are

C1 = − ξ2 − k∗ext/D
ξ2 − (k∗ext/µi)

2
×

L0(k∗ext/µi − ξ) 1+LE ξ
1−L0 ξ

+ exp [−ξ 2E]
{

1− LE ξ −
(

1− LE k
∗
ext

µi

)
exp [(ξ − k∗ext/µi)E]

}
exp [−ξ 2E] (1− LE ξ)− (1 + L0 ξ)

1+LE ξ
1−L0 ξ

(100)

9These scattering events are isotropic because the phase function is isotropic in the equivalent transport problem as defined
in Section 3.2.
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and

C0 = −C1
1 + L0 ξ

1− L0 ξ
− L0

ξ2 − k∗ext/D
(ξ + k∗ext/µi)(1− L0 ξ)

(101)

Finally, the irradiance G(z) is obtained by adding up the ballistic irradiance (Eq. 94) and the diffuse
irradiance (Eq. 96):

G(z) =
q∩
µi

[
exp

(
−k∗ext

z

µi

)
+ C0 exp (ξ z) + C1 exp (−ξ z)

− ξ2 − k∗ext/D
ξ2 − (k∗ext/µi)

2

(
exp

[
−k∗ext

z

µi

]
− exp [−ξ z]

)] (102)

From the mesoscopic point of view, the P1 approximation yields the following diffuse intensity:

L(d)(z,ω) =
1

4π

[
G(d)(z)−D∂z G

(d)(z) cos(θ)
]

(103)

The total intensity L is the sum of L(d) and of the contribution of ballistic photons, that is, a Dirac
distribution centered at the incident direction.

Figs. 21 and 22 show respectively the irradiance field and the angular distribution of the diffuse intensity
obtained with the P1 approximation of the equivalent transport problem. Fig. 21.b shows comparison with
the reference solution. As we expected in the previous paragraph, the agreement here is significantly im-
proved in comparison with Fig. 18. On the one hand, the solution for the ballistic irradiance is exact; on the
other hand, the description of the diffuse population is now compatible with restrictions of the P1 approx-
imation. The angular distributions of the diffuse intensity are compared with the results obtained for the
single-scattering approximation in Fig. 15. We show this comparison because these are the two solutions that
we obtained for the equivalent transport problem, but these formulae cannot serve as a reference solution.
We see, however, that the single-scattering approximation is more likely to describe the phenomena at the
boundary because it takes into account the discontinuity phenomena of the intensity angular distribution,
whereas the P1 approximation requires spherical-harmonic expansion. Inside the reaction volume, the two
approximations yield the diffuse intensity close to isotropy.
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Figure 21: The irradiance field G within the photobioreactor shown in Fig. 6; ρF = ρR = 0 and collimated normal incidence
µi = 1. The results were obtained by means of the P1 approximation of the equivalent transport problem where α∗s = 0.25,
k∗ext = 110m−1, and p∗Ω = 1/4π: the expression for G(0) is provided in Eq. 94, the expression for G(d) is shown in Eq. 96, and

the total irradiance G = G(0) +G(d) is shown in Eq. 102. a: The proportions of ballistic and diffused photons. b: Comparison
with the reference solution obtained by the Monte Carlo method (MCM) for αs = 0.86, kext = 587m−1, and the phase function
of Chlamydomonas reinhardtii (see Section 4).
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To sum up, the P1 approximation was shown to efficiently model the irradiance fields in typical flat-
plate photobioreactor configurations with intermediate optical-thickness values. Yet the validity condition
of the P1 approximation is often associated with high scattering optical thickness (and with low absorption)
because this criterion ensures situations near equilibrium. Nonetheless, P1 requires only that the angular
dependence of the intensity can be formulated as the cosine of the propagation angle. Using a well-known
invariance property of transport (in order to construct an equivalent transport problem), we proposed an
approach enabling the use of the P1 approximation in a relevant manner in studies on photobioreactors,
even for collimated incidence.

3.5. Two-flux approximation

This approximation is widely used for analytical purposes in spectroscopy (where it is called the Kubelka-
Munk theory), astrophysics, and photobioreactor engineering. Its implementation and capabilities in the
context of photobioreactor research are detailed in [2, 4, 6, 7, 8, 11, 27, 70, 71, 72]. The two-flux approxima-
tion is a macroscopic approximation of radiative transfer in the sense that it formulates a set of equations
for description of the irradiance and flux density. Its advantage over other macroscopic approximations is
that the assumption of near-equilibrium is not required. As in the case of the P1 approximation, the angular
distribution of the intensity L is fixed a priori, but here, L does not have to be close to isotropy. Indeed,
the functional form is fixed independently for forward and backward hemispheres, and this situation yields
discontinuity at θ = π/2 (see Fig. 23). The approximation was originally developed under the assumption
of isotropic intensity across both hemispheres [73] (see Fig. 23.a) and was then formulated for collimated
intensity [74] (Dirac distributions in the forward and backward directions) and later extended to the inter-
mediate anisotropic situation (e.g., see [75]). In the text below, we focus on a recent generalization [2, 6, 7]
(developed in the context of photobioreactor engineering) that consists of the following functional form for
the intensity, when applied to the configuration shown in Fig. 6:

L(x,ω) = A+(z)
∣∣∣cosn

+

(θ)
∣∣∣ for θ ∈ [0, π/2]

L(x,ω) = A−(z)
∣∣∣cosn

−
(θ)
∣∣∣ for θ ∈ [π/2, π]

(104)

where A+(z) and A−(z) are functions of z, and the value of the parameters n+ and n− determines the
form of the angular distribution (n = 0 for isotropic intensity and n → ∞ for collimated intensity). These
parameters have to be fixed a priori and allow us to assume a wide range of the angular distribution with
the same formula, as shown in Fig. 23.b. For example, different values can be chosen for n+ and n−,
leading to different assumptions for the angular distributions in the forward and backward hemispheres:
Fig. 23.c represents the case of an isotropic distribution for one hemisphere (n− = 0), and collimated for
the other (n+ → ∞). Nevertheless, we observed very low sensitivity of the results to the value of n−

for typical photobioreactor configurations. For this reason, we restrict the rest of our study to situations
with n+ = n− = n. Unlike with P1, the angular distribution here is identical within the whole reaction
volume (n+ and n− are independent of the location) with discontinuity at the junction between the two
hemispheres. On the basis of Fig. 17, we should note that this discontinuity may be justified at the boundary
of the system, but within the volume, this assumption is plausible only for optically thin media (i.e., e∗s � 1),
or equivalently, for locations close to the boundaries.

Substituting Eq. 104 into the radiative transfer equation Eq. 24 (in which we omit the frequency variable)
and integrating over propagation directions ω (i.e., over the propagation angles θ), we obtain the following
equation for the irradiance within the photobioreactor shown in Fig. 6 with ρF = 0 [2]:

G(z) =
q∩
µi

2
n+ 2

n+ 1
×

ρR(1 + α) exp(−δE)− (1− α) exp(−δ(E − z)) +
[
(1 + α) exp(δE)− ρR(1− α) exp(δE)

]
exp(−δz)

(1 + α)2 exp(δE)− (1− α)2 exp(−δL) + ρR(1− α)2 [exp(−δE)− exp(δE)]
(105)
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where

α =

√
σa

σa + 2b σs
(106)

δ =
α

µi
Cx (σa + 2b σs) (107)

where µi is the cosine of the incidence angle θi, b is the backscattering coefficient

b = 2π

∫ π

π/2

p(θs) sin(θs)dθs (108)

i.e., the integral of the phase function p over backscattering directions (see Section 2 and Fig. 2), b = 0.008
for the phase function in question, and all other notations are defined in Fig. 6.

In Fig. 24, the irradiance field obtained with the two-flux approximation for n → ∞ is compared with
the Monte Carlo reference solution in the case of collimated solar-light incidence. The two-flux approxi-
mation will be used in Section 5.6 to analyze the coupling between radiative transfer and photosynthesis
thermokinetics in photobioreactors with simple geometric structure.
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3.6. Implementation of the analytical approximate solutions developed in this section for the field of specific
absorption rate A

During the previous radiative-transfer analysis, the following approximate solutions were obtained for
the irradiance field within the typical photobioreactor configuration in Fig. 6:

1. The single-scattering approximation applied to the equivalent transport problem for analysis of colli-
mated illumination in the case of non-reflecting surfaces: Eqs. 65 to 68.

2. The P1 approximation for analysis of diffuse illumination: Eq. 88.

3. The P1 approximation applied to the equivalent transport problem for analysis of collimated illumi-
nation in the case of non-reflecting surfaces: Eq. 102.

4. The two-flux approximation: Eq. 105.

These solutions can be used in various ways to calculate the field of specific absorption rate A:

• In the numerical calculations presented in the figures of this section, we used the approximation of
an equivalent gray medium (see Eqs. 35 and 36). In this case, the gray radiative properties are used
directly in the expressions, and the variable q∩ is the value of the incident surface flux density (inte-
grated over PAR). Finally, the solution for the irradiance is simply multiplied by the gray absorption
cross-section to obtain the specific rate of photon absorption A = σaG (see the discussion at the end
of Section 3.1). This approach allows us to obtain simple analytical solutions appropriate for such
analysis.

• On the other hand, the spectral integration can also be analyzed. In this case, the spectral radiative
properties are used in the expressions, and the variable q∩ assumes the value of the spectral distribution
q∩,ν of the incident flux density (see Eq. 25). This situation leads to an expression for the spectral
distribution Gν of the irradiance, which is multiplied by the spectral absorption cross-section and
integrated over PAR in order to obtain the specific rate of photon absorption: A =

∫ νmax
νmin

σa,νGν dν

(see Eq. 31).

In both of the above cases, A and G (according to Section 3.1) can be expressed

• either in moles of photons per second if the variable q∩ is expressed in moles of photons per second,

• or in Watts if the variable q∩ is expressed in Watts.

It should be noted that the approximations explored in this section can also be used to obtain analyti-
cal solutions for one-dimensional cylindrical configurations (e.g., see [2] regarding the case of the two-flux
approximation). Moreover, in the case of solutions 1 and 3 in the above list, we chose to focus on non-
reflecting surfaces in order to simplify the mathematical expressions. These approximations, however, are
not restricted to non-reflecting surfaces. For example, when extended to reflecting surfaces on both sides,
solution 3 is still analytical.

It is also important to note that due to the linearity of the radiative transfer equation, the solutions for
configurations illuminated on both sides (or for mixtures of collimated and diffuse illumination) are obtained
simply by adding up the solutions obtained in this section. For example, for incident solar radiation with
direct and diffuse components, the radiation field can be obtained by adding up solutions 2 and 3. For a
photobioreactor illuminated on both sides, the radiation field is G(z) = G̃(z) + G̃(E − z), where G̃ is any
solution obtained for an emitting surface at z = 0. Again, these solutions can be linearly combined in order
to analyze a photobioreactor illuminated on both sides by a mixture of collimated and diffuse radiation.
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4. Numerical implementation of photobioreactor models by the Monte Carlo method, includ-
ing rigorous solution of the radiative transfer equation for complex geometric structure

Since Metropolis’ original work in 1949 [76], numerous monographs and review articles have been devoted
to the Monte Carlo method. In the present study, we are concerned both with simulation of a linear trans-
port phenomenon (namely radiative transfer) and with a solution to our integral model for a photobioreactor
(see Section 1). Here, we arbitrarily chose to point out J.M. Hammersley and D.C. Handscomb’s book [77]
because of the everlasting influence of this short synthesis on this area of research as well as J.R. Howell’s
review [78] because of its proximity to our more specific engineering-application concerns in the field of
radiative transfer. These texts provide a sufficient theoretical framework for most of the algorithms encoun-
tered in photobioreactor research and may serve as a meaningful starting point for any further bibliographic
research.

Among more recent methodological advances, simulation of nonlinear processes, sensitivity estimation,
and the zero-variance concept are discussed in Section 4.3, Section 4.4, and [79, 80], respectively, because
they can be at least partially translated into simple systematic procedures for simulation and analysis
of photobioreactor models. They rely on explicit definition of the strict relation between a linear Monte
Carlo algorithm and an integral formulation. Indeed, the Monte Carlo method is, above all, a numerical
approach to solving integrals. In our context, this approach implies that the method is not only pertinent
to simulation of radiative transfer (it is generally thought to be the reference method for solution of the
radiative transfer equation) but also very well suited for solving our photobioreactor model, which is based on
integral formulations. Let us briefly illustrate this relation between the Monte Carlo algorithms and integral
formulations with a simple example that does not imply radiative transfer: estimation of the average rate
of biomass production < rx > in a photobioreactor, as formulated in Eq. 1 (Section 1):

< rx >=

∫
V

1

V
rx(x0) dx0

where the local rate rx is assumed to be known at any location x0 (for illustration purposes). This integral
formula can be interpreted statistically as the expectation of the random variable W = ŵ(X0) = rx(X0),
where X0 is a random location within V, with uniform probability density function pX0

= 1
V :

< rx >=

∫
V
pX0 ŵ(x0) dx0 (109)

The corresponding Monte Carlo algorithm consists of sampling N independent realizations w1 and w2 · · · wN
of the random variable W by repeating N times the following sampling procedure (where i = 1, 2 · · · N):
Step (1) A location, x0, is sampled within V according to the probability density function pX0 = 1

V (i.e.,
uniform sampling).
Step (2) The weight wi is calculated according to wi = rx(x0).
Then, < rx > is estimated as

< rx >' b̃N =
1

N

N∑
i=1

wi (110)

Because realizations wi are independent, meaningful statistical uncertainty (evaluation of the standard
deviation of the estimator) is systematically available as

σ̃N =
1√
N − 1

√√√√( 1

N

N∑
i=1

w2
i

)
− b̃2N (111)

that is, directly related to the numerical error. In general terms, during analysis of the physical quantity B
(in our example B =< rx >), any approximation b̃N of B corresponding to a linear Monte Carlo algorithm
involving N sampled events is constructed as Eq. 110, with the statistical uncertainty Eq. 111. The events
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can be simple, as in our example. In contrast, as illustrated in Section 4.1, the events rapidly become
quite complex as soon as radiative transfer in multiple-reflection and multiple-scattering configurations is
simulated. In all cases, however, the reason why the Monte Carlo method is so popular is its intuitive
nature: in the above example, the average production rate < rx > is estimated simply as the average of N
local production rates evaluated at uniformly sampled locations. The method is nonetheless mathematically
rigorous: the meaning of the integral formulation Eq. 109 is that when N → +∞, the estimator b̃N evaluates
< rx > as the expectation of the random variable W . When we simulate radiative transfer (i.e., when B
is a radiative quantity), the events are more complex, but these advantages (mathematical rigor and the
ease of understanding) are preserved: the integral solution of the radiative transfer equation is estimated by
”tracing photon trajectories” in the photobioreactor.

In the above example, the local production rate rx was assumed to be known for the purposes of il-
lustration. Nevertheless, as stated in Section 1 (and detailed in Section 5), rx is a function of the specific
rate of photon absorption A. This is why photobioreactor studies require solution of the radiative transfer
equation prior to estimation of the production rate < rx >. A radiative-transfer Monte Carlo algorithm for
rigorous estimation of A is presented in Section 4.1, and its implementation for complex geometric struc-
ture is discussed in Section 4.2. Based on this algorithm, the estimation of the production rate < rx > of
photobioreactors is addressed in Section 4.3. Finally, in Section 4.4, we briefly explore the expected benefits
of sensitivity estimation, in relation to the analysis and optimization of the process.

Monte Carlo integral-formulations such as Eq. 109 lie at the root of the work that is presented below.
Nevertheless, we chose to avoid the details of these kinds of formulations in the text that follows because we
believe that they are beyond the scope of the present book: integral formulae will be used for illustrative
purposes only. Readers wishing to explore the formal basis of our work more deeply are invited to read [79,
80].

4.1. An algorithm for evaluating the specific rate of photon absorption

In this section, we present a Monte Carlo algorithm for estimation of the specific photon absorption rate
A(x0) at any location x0 within any photobioreactor’s reaction volume confined by two diffuse-reflective
surfaces (R and F) with uniform reflectivity ρR and ρF , respectively, where F is Lambertian emitting
with uniform surface flux density q∩,ν and R is non-emitting. Let us recall the definition of A(x0) from
Section 3.1:

A(x0) =

∫ νmax

νmin

dν

∫
4π

dω0 σa,ν Lν(x0,−ω0) (112)

where Lν(x0,−ω0) is the intensity at x0 in the direction −ω0 at frequency ν. You may recall that the integral
over the reaction volume was translated into a location-sampling procedure in our introductory example.
In exactly the same way, the Monte Carlo algorithm for estimation of Eq. 112 starts with the sampling of a
frequency, that is, with translation of the integral over PAR [νmin, νmax], followed by sampling of a direction
(ω0), that is, translation of the integral over the total solid angle 4π. Then, in order to estimate L(x0,−ω0),
we design a reverse Monte Carlo procedure consisting of sampling of a multiple scattering and reflection
optical path starting from x0 with direction ω0 until it is ”absorbed” at the emitting surface F (i.e., the
optical paths are sampled backward). The sampling procedure is detailed next and illustrated in Fig. 25
with two examples: the one-dimensional photobioreactor from Fig. 6 and a prototype of the volumetrically
illuminated photobioreactor from Fig. 26. The corresponding integral formulation is reported in [79, 80].

The sampling procedure:
Step (1) A frequency is sampled across [νmin, νmax] (PAR) according to the uniform probability density
function pν(ν) = 1

νmax−νmin . This frequency determines all the spectral properties for the current optical
path: scattering and absorption properties of the reaction volume (i.e., the radiative properties calculated
in Section 2), reflectivity of surfaces, and surface flux density q∩,ν emitted at the surface F .
Step (2) Starting from the location x0, the first propagation direction ω0 is sampled across the total solid
angle according to the isotropic probability density function pVΩ0

(ω0) = 1
4π , and the first scattering length

l0 is sampled across [0,+∞] according to the Beer extinction law pL0,ν(l0; ks,ν) = ks,ν exp(−ks,ν l0), where
ks,ν is the scattering coefficient calculated in Section 2.
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Step (3) Now that {x0, ω0, l0} has been sampled, the first interaction location x1 ≡ x1(x0, ω0, l0) is deter-
mined. As discussed in Section 4.2, purely geometric considerations are easily translated into scientific com-
putation libraries. For a given couple, {x0, ω0}, such libraries provide us with the location y1 ≡ y1(x0, ω0)
of the first time the half-line (starting at x0 in the direction ω0) intersects the total bounding surface R∪F
(see Fig. 25.a). If the distance ‖y1 − x0‖ to the bounding surface is smaller than the scattering length
l0, then the optical path interacts with the surface (see Fig. 25.b); otherwise, scattering occurs inside the
volume of culture (Fig. 25.a):

x1 =

{
y1 if ‖y1 − x0‖ < l0
x0 + l0ω0 otherwise

Step (4) A branching test is performed depending on the nature of the interaction:

• In case of an interaction with the non-emitting surface R of the photobioreactor, the Bernoulli test is
performed: a random number, r1, is uniformly sampled across the unit of interval and

– if r1 is less than the surface reflectivity ρR, then the optical path is reflected (see Fig. 25.b): the
reflection direction ω1 is sampled according to the diffuse angular distribution pRΩ1

(ω1) = ω1.n1

π
(n1 being the normal at the location x1), and a new scattering length l1 is sampled according to
the same extinction law as for l0 (pL1,ν ≡ pL0,ν);

– otherwise, the optical path sampling procedure is terminated and the weight ŵ1 is calculated
according to Eq. 113 (in this case, the photon is dissipated at the reflecting surface and therefore
ŵ1 = 0).

• In case of an interaction with the emitting surface F , a Bernoulli test is performed: a random number,
r1, is uniformly sampled across the unit of the interval and

– if r1 is less than the surface reflectivity ρF , then the optical path is reflected (see Fig. 25.c): the
reflection direction ω1 and the scattering length l1 are sampled as described above (pRΩ1

≡ pFΩ1
);

– otherwise, the optical-path-sampling procedure is terminated, and the weight ŵ1 is calculated
according to Eq. 113 (in this case, the optical path contributes to local absorption, and therefore
ŵ1 is not zero).

• Finally, if x1 is within the volume of culture V, a scattering direction (ω1) is sampled according to the
single-scattering phase function pVΩ1,ν

(ω1|ω0) calculated in Section 2, and l1 is sampled as described
above (see Fig. 25.d).

Step (5) At this stage, if the optical-path-sampling procedure is not terminated, the algorithm loops to
(3) and evaluates the next interaction position (the index 1 being incremented to 2, and the index 0 being
incremented to 1) and so on until absorption occurs at the surface R or F .

An example of an optical path sampled by this procedure is shown in Fig. 26.c. Altogether, each sampled
optical path leads to evaluation of the weight according to the weight function ŵj (see below), and A(x0) is
estimated as the average of all weights.

ŵj = 0 if xj ∈ R
ŵj = (νmax − νmin) 4π σa,ν

q∩,ν
π (1− ρF )

e−ka,ν dj if xj ∈ F (113)

where [νmin, νmax] is PAR, σa,ν is the absorption cross-section10 determined in Section 2, q∩,ν is the spectral
distribution of the surface flux density emitted at F (see Section 3.1), ρF is reflectivity of F , q∩,ν/π (1−ρF )
is the equivalent blackbody intensity for emission at F , and e−ka,ν dj is the transmission along the optical

10In Section 3, we estimate the local irradiance G(x0) by the same algorithm, only replacing ŵj with the new weight function
ŵGj = ŵj/σa,ν .
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path (accounting for attenuation due to absorption), with dj =
∑j−1
q=0 ‖xq+1 − xq‖ being the total length of

the sampled optical path.
The Monte Carlo method is usually preferred to other numerical simulation approaches because of its

flexibility (in terms of inclusion of new physical phenomena) and its ability to deal with geometrically complex
realistic systems. Next, we briefly illustrate the flexibility of the above algorithm; analysis of complex
geometric structures is specifically addressed in Section 4.2. Monte Carlo codes for standard radiative
transfer can be depicted as close translations of well-established physical situations of photon emission,
scattering, reflection, refraction and absorption. Therefore, such codes are indeed easy to design and easy
to upgrade toward representation of additional (or more accurate) physical phenomena. For example, the
above algorithm can be easily modified for analysis of specular-reflective surfaces: in this case, at Step (4),
the reflection direction ω1 is set to the specular direction corresponding to the incident direction ω0 (see
Fig. 10) instead of sampling ω1 according to the diffuse angular distribution. Extension of our algorithm
to heterogeneous illumination is also straightforward (e.g., simulation of a tubular photobioreactor): the
very same algorithm is used except in the weight function (Eq. 113), the homogeneous surface flux density
q∩,ν is replaced by the surface flux density q∩,ν(xj) at location xj . Among all the possible refinements
of our algorithm, the addition of solar-light collection (accounting, for example, for shading and blocking
effects or collector orientation) is certainly an interesting perspective. In this case, the optical-path-sampling
procedure does not stop at the surface F but continues (e.g., within the atmosphere) according to standard
Monte Carlo algorithms for concentrated solar applications, such as those presented in [79].

4.2. Practical implementation for complex geometric structure

In this section, we address the practical question of numerically implementing the above algorithm within
photobioreactors with complex geometric structure. Fig. 25 shows an example of a DiCoFluV photobiore-
actor [7], in which the incident solar-light flux density is diluted within the volume of culture because of
a thousand light-diffusing optical fibers emitting a quasi-homogeneous density flux on the totality of their
surface (see Fig. 26).

With the Monte Carlo method, the difficulty with the geometric complexity is reduced to calculation
of the intersections between the straight rays and surfaces. In Section 4.1, this situation corresponds to
calculation of the intersection between half-lines starting at xj in the direction ωj and the surface R ∪ F
[Step (3) of our algorithm]. Indeed, the calculation of these intersections for the complex surface R ∪ F
of a DiCoFluV is the only additional difficulty, in contrast to the implementation for a one-dimensional
Cartesian photobioreactor (see Fig. 25).

In [79, 80], this practical difficulty is alleviated by implementation in the EDStar development envi-
ronment [56], which makes available to radiation physicists a set of computational tools produced by the
computer graphics research community during the last 20 years, in particular within the framework of the
Physically Based Rendering Techniques (PBRT) project [81]. These tools are helpful in the process of geo-
metric definition of complex scenes and for accelerating photon tracking in such scenes. The implementation
in EDStar completely separates the geometry and physics: the geometric structure is defined (or imported)
in a specific file, whereas the Monte Carlo algorithm describing the physical phenomena (such as absorp-
tion, scattering, and reflection) is written in a separate file where researchers have access to abstractions
such as ray, intersection, or shape that are used to code the optical-path-sampling procedure regardless of
the geometric structure specified in the first file. This separation perfectly meets the needs of the modern
engineering studies: first, the algorithm is developed without worries about the technical characteristics
that have no direct relation to physical reasoning (EDStars scientific computation libraries handle statistical
methods, parallelization, and pure geometric questions), then the algorithm is validated in simple geomet-
ric structure, and finally it can be directly implemented for any geometric structure of a photobioreactor
(without modification of the sampling procedure).

Both the file for the optical-path-sampling algorithm corresponding to the procedure in Section 4.1
and the scene description file corresponding to the DiCoFluV photobioreactor in Fig. 26 are provided on
the EDStar website [56]. This code was used in [79, 80] to estimate the specific absorption rate at any
location within the DiCoFluV. For estimation with 1% accuracy, we observed calculation time of ∼ 5s per
location with the processor Quad-Core Intel Xeon 2.66 GHz (the time decreases linearly with the number
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Figure 25: Illustration of the Monte Carlo algorithm presented in Section 4.1 for evaluation of the local rate of photon absorption
A(x0) at any location x0 within the culture volume: (left panel) the case of the one-dimensional Cartesian configuration shown
in Fig. 6; (right panel) the case of the DiCoFluV photobioreactor presented in Fig. 26.
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of processors in a parallel implementation). Additionally, Fig. 27 shows the influence of the number of
optical fibers in the photobioreactor. These results indicate that because of the computer graphics tools for
acceleration of ray tracing, the calculation time is independent of the geometric complexity. These results
were obtained for the configuration presented in Fig. 26, in which both the photobioreactor R and fibers F
are modeled as cylinders. In [82], we tested our ability to extend this practice to simulation of performance of
a photobioreactor on the basis of its computer-aided design (CAD), which is a tool used by engineers in the
process of designing an innovative reactor, from initial sketching to final realization. We imported the CAD
of the DiCoFluV prototype into EDStar and estimated the radiation field within this geometric structure,
which is composed of 73 000 triangles describing the surfaces of fibers and a stainless-steel vessel. Common
bugs encountered with such complex geometric structure were tracked, in particular, photon losses at the
triangles’ edges. No major difficulties were encountered in the present case, and the stability of calculation
time was preserved.

Therefore, available computer graphics tools allow us to simulate any geometric structure of a photo-
bioreactor with the same Monte Carlo algorithm and with acceptable calculation time. This recent advance
in the field of the Monte Carlo method opens up interesting perspectives on photobioreactor design, for
example, in relation to the optimization algorithm.
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FF
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+x2
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x4

Figure 26: a: A 25L prototype of the solar volumetrically illuminated photobioreactor DiCoFluV [7]. b: EDStar geometric
structure: both the reactor (R) and the 979 light-diffusing optical fibers (F) are cylinders 1m high; the reactor’s diameter is
16.5cm; the distance between two fiber axes is dF = 4.8mm; the fiber radius is rF = 1.2mm. R and F are diffuse-reflective
with uniform reflectivity ρR and ρF , respectively. F is Lambertian emitting with the uniform surface flux density q∩,ν . c:
Two-dimensional hexagonal lattice fiber arrangement; an optical-path example in the culture medium V.

4.3. Coupling of radiative transfer with photosynthesis

The following paragraphs address estimation of the production rate < rx > of a photobioreactor. To
be precise, we discuss how a recent methodological advance in the simulation of nonlinear processes by the
Monte Carlo method allows us to estimate < rx > without constructing the field of the absorption rate A
within the reaction volume. On the one hand, this method obviates the cumbersome task of constructing
an appropriate volume mesh for estimation of the A field; this approach is especially convenient in the case
of internally lightened technologies such as DiCoFluV. On the other hand, this approach allows researchers
to rigorously evaluate < rx > with acceptable calculation time (a few minutes in the case of DiCoFluV).

Among the numerical methods for evaluation of integrals, the Monte Carlo method is famous because
its convergence is independent of the dimension of the integration domain [77]. In the present context,
this means, for example, that the calculation time for evaluating the average absorption rate < A >=
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Figure 27: Calculation time for estimating the specific rate of photon absorption A within the reaction volume of the DiCoFluV
photobioreactor, as a function of the number of light-diffusing optical fibers. The results were obtained in EDStar [79] by
implementation of the algorithm presented in Section 4.1 for different versions of the geometric structure in Fig. 26.b (containing
different numbers of fibers).

∫
V dx0

1
V A(x0) is almost the same as that for evaluating A(x0) at one location x0. This is because the

integration domains are linearly combined in the integral formula for < A >:

< A >=

∫
V
dx0

1

V

∫ νmax

νmin

dν

∫
4π

dω0 σa,ν Lν(x0,−ω0) (114)

where we substituted Eq. 112 into the definition of < A >. Therefore, evaluating < A > requires only
addition of a new step to the sampling procedure from Section 4.1 before Step (1): first, the location x0 is
uniformly sampled across the reaction domain V (as in our introductory example); then, the following steps
and the weight function are strictly identical to those for evaluation of A(x0) in Section 4.1. Each optical
path that is sampled in this way contributes to the specific absorption at a different location x0. With
this Monte Carlo algorithm, < A > is estimated easily, with calculation time t<A> ' tA ' 5s, without
calculating A(x0) for a set of M locations x0 (leading to calculation time t<A> = MtA), where tA is the
calculation time for estimating A at one location (we estimate that M ' 105 in the case of DiCoFluV).
Actually, this algorithm estimates < A > without calculating A(x0) at any location x0: the integration over
the reaction volume and integration over the optical paths are simultaneously statistically sampled. This
property makes the Monte Carlo method well suited for numerical implementation of our photobioreactor
model, which is based on integral formulae with many dimensions (see Section 1).

In contrast, during evaluation of the average production rate < rx >=
∫
V dx0

1
V rx(A(x0)), integration

domains are no longer combined linearly:

< rx >=

∫
V
dx0

1

V
rx

(∫ νmax

νmin

dν

∫
4π

dω0 σa,ν Lν(x0,−ω0)

)
(115)

where the local production rate rx(A(x0)) is a nonlinear function of A(x0). Because the coupling law
rx(A) is nonlinear, it leads to well-known difficulties [83, 84]. Practically, this means that construction of
a Monte Carlo algorithm for evaluating < rx > is much more subtle than in the case of < A >. The
same difficulty is encountered during solution of Schiff’s approximation in Section 2 for calculation of the
radiative properties of photosynthetic microbial cells. The Monte Carlo code that is used in Section 2 is
based on a method presented in [51] that allows for analysis of quadratic functions. In [69], this method is
extended to formulation of any analytic 11 nonlinear function and is successfully implemented for solution
of Eq. 115. The resulting Monte Carlo algorithm is used in Section 5.7 (see Fig. 29) for estimation of

11Here we mean continuous and infinitely differentiable functions.
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the production rate < rx > of a DiCoFluV photobioreactor (cultivating C. reinhardtii), including rigorous
solution of the radiative transfer equation for the spectral radiative properties obtained in Section 2. The
sampling procedure of this algorithm consists of, first, uniform sampling of a location (x0) within the reaction
volume and then, sampling of a few optical paths starting from this location, according to the optical-path-
sampling procedure presented in Section 4.1. Altogether, for estimation with 1% accuracy, we observed
calculation time ranging from 1 to 6 min with the processor Intel Core i7-2720QM 2.20 GHz, depending on
the biomass concentration under study (see Fig. 29). This algorithm retains all the features of the Monte
Carlo method: the numerical error is systematically evaluated as in Eq. 111; addressing integrals of < rx >
is conceptually straightforward (in terms of, for example, annual averages); and the theoretical framework
of recent methodological advances such as the zero-variance concept (see [79, 80]) and sensitivity estimation
(see Section 4.4) remains accessible. The present study on the capabilities of this novel methodology yielded
promising results, in particular for solar-energy applications; however, formulation of coupling laws with
discontinuity phenomena, such as the law derived for cyanobacteria in Section 5, remains an open question.

4.4. Sensitivity analysis

When a Monte Carlo algorithm is used for estimation of any physical quantity (B), a simple and fast ad-
ditional procedure can be implemented that simultaneously estimates sensitivity of B to any parameter [79].
This practically means that when Monte Carlo code is available that computes B, only a few additional lines
of code are needed so that partial derivatives of B are also computed with respect to all the parameters of
interest. We are interested either in physical analysis (how does B evolve when a parameter is modified ?) or
in optimal design (what is the optimal value of the parameter for a target value of B ?). A general overview
of sensitivity estimation is available in [79]. This methodology was implemented in [80, 79] to evaluate
sensitivity of the radiation field within a DiCoFluV photobioreactor (see Fig. 26) to radiative properties
of microorganisms, to biomass concentration, and to the reflectivity of the optical fibers. In Section 5.7,
the same methodology was applied in a straightforward manner to the algorithm from Section 4.3 in order
to evaluate sensitivity of the production rate < rx > of a DiCoFluV photobioreactor to the absorption
cross-section, to biomass concentration, and to reflectivity of the optical fibers.

Sensitivity estimation is a methodological advance that we consider mature enough for immediate use in
a photobioreactor study. In particular, this approach can be used to accelerate optimization procedures by
providing simultaneously < rx > and its gradient in the parameter space, in relation, for example, to the
method of steepest descent. Nevertheless, the specific case of sensitivity to parameters defining the geometric
structure of the system leads to well-known difficulties that were characterized in [85]. To date, practical
implementation of such sensitivity to geometric parameters has been restricted to academic configurations.
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5. Stoichiometric, thermokinetic, or energetic coupling with a radiation field. Calculation of
the main averaged rates and efficiency for the photobioreactor

As explained in Introduction, the mean volumetric biomass growth rate < rx >, which is linked to the
stoichiometric equation for the biomass synthesis, is the key process variable appearing in all the other
observable variables representative of photobioreactor performance (for instance, the surface growth rate
and thermodynamic efficiency). The model then requires formulation of the thermokinetic coupling between
the local rate of photon absorption and the local rate of biomass growth, as it is done in the engineering
community for any other type of photoreactions [86, 87, 3, 88]. Here, the word “thermokinetic” means that
it is impossible to obtain purely kinetic coupling for a light-matter interaction process and for conversion of
radiant light energy into biomass through definition of quantum or energetic yields. As already discussed
(see Section 1), because photosynthesis shows non-linear behavior (< J(x) > is a non-linear function of
A(x) and < f(A(x)) >), this coupling must be formulated at the local scale (the medium is considered
a continuum) before averaging the resulting rates across the total volume of the photobioreactor. As an
important consequence, any attempt to formulate direct coupling of a mean spatial growth rate using a given
averaged radiative quantity will lead only to representative model formulation. Application of the latter is
strongly limited to geometric structures, the range of process variables, and experimental conditions used
to identify the model’s parameters.

Obtaining a predictive and generic knowledge model of the growth rate in a photobioreactor requires
then (i) first to clearly define the main controlling steps involved (and their corresponding yields) in the
coupling with the radiation field and (ii) to calculate ab initio all the resulting parameters appearing in
this formulation (the reification procedure reduces the parametric space of the model). In this section, we
intend to demonstrate that it is possible to formulate such a predictive model of thermokinetic coupling
in the limited domain of photosynthesis modeling only, i.e., ignoring the effect of respiration on the global
metabolism of the photosynthetic microorganisms. This assumption is not restrictive in the case of prokary-
otic cyanobacteria, in which respiration is indeed inhibited by light [89] as soon as it has irradiance levels
in the photobioreactor that are at least fivefold higher than the compensation point. This assumption,
however, must be considered only as a chloroplast level coupling model for eukaryotic microalgae (see the
last part of this section for perspectives on the coupling radiation field and rates for microalgae). In the
text below, it will become clear to the reader that such predictive and knowledge coupling formulation relies
on a sound and accurate description of the radiation field, thus explaining the special attention paid to this
subject matter in the previous sections of this chapter. Finally, the link between rates and stoichiometry
will be explicitly determined via the crucial role played by the well-known P/2e− ratio (see Section 5.2). At
this stage only, the analysis requiring to deal with a given microorganism will be restricted to the case of A.
platensis, for which the authors have accumulated a considerable amount of experimental data.

5.1. Specific rates and thermokinetic coupling with radiation field formulation

As already explained (see Section 1), local thermokinetic coupling with the radiation field must be
formulated at the microorganism scale requiring us to work with molar specific rates Ji (in moli ·kg−1

x ·s−1),
which are defined (as a generalization of Eq. 2) for any compound i from the local molar volumetric rate ri
by

Ji =
ri
Cx

(116)

In particular, if the specific rate for biomass growth Jx is specified in the model, then any molar volumetric
rate ri must be deduced from the data on the dry-mass concentration Cx and the stoichiometric coefficients
involved in the associated stoichiometric equation for biomass synthesis (requiring nevertheless predictive
formulation giving a C-molar formula of the produced biomass). The mass volumetric rates are then easily
deduced using the molar mass of the compound i being considered. Particularly, the volumetric biomass
growth rate Rx (in kilograms of dry mass per unit of volume and per unit of time) is given by the following
relation:

Rx = JxCxMx (117)
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where Mx is C-molar mass of the biomass produced in the photobioreactor (which will be shown later to
depend on the P/2e− ratio, i.e., on the radiation field inside the photobioreactor).

On the other hand, the specific local photon absorption rate (in µmolhν ·kg−1
x ·s−1)A(x) =

∫
PAR

σa,λGλ(x) dλ
is obtained from the radiative approaches described in Sections 3 to 4 above by an integral over all the wave-
lengths under study (in PAR). Finally, the thermokinetic coupling between kinetic rates and radiant energy
absorption rates can be easily formulated from the definition, as for any photo-reactive process [88, 90, 6, 2],
of the overall quantum yield Φ as follows:

Jx(x) = Φ(x)A(x) = ρ(x) φ̄xA(x) (118)

First, this equation clearly establishes, as explained in Introduction, that the coupling law inside the pho-
tobioreactor is a non-linear local law (depending on the location x), which will be shown to be in the form
of Eq. 4). The above equation also shows that proper analysis of coupling with radiant energy absorption
rates is not compatible with the use of the classical “local growth rate” µ as a time constant. Second,
one should always keep in mind that the overall quantum yield Φ has been split in two kinds of yield. The
purely energetic yield ρ, which is a local parameter, takes into consideration all the dissipative phenomena in
the light-to-chemical energy conversion processes by the primary mechanisms of the photosynthesis (oxygen
evolving complex OEC, reaction centers in photosystems). In contrast, the “stoichiometric” quantum yield
φ̄x is associated with the conservative photon-to-electron mechanisms involved in the Z-scheme for synthesis
of ATP and NADPH2. We will see later that this is a time-averaged parameter, i.e., in the linear domain
assumption, φ̄x depends on a spatially averaged function of the radiation field (see Eq. 3).

The thermokinetic coupling (Eq. 118) must be applied directly in the case of eukaryotic microalgae in
the limited situation of photosynthesis modeling in chloroplasts (respiration in mitochondria requires an
additional part for the coupling model). In case of prokaryotic cyanobacteria, which have common electron
carrier chains [89], respiration is inhibited by light, and this law is applicable to the whole-cell metabolism
above the compensation point of photosynthesis (corresponding to the specific absorption rate Ac), i.e., in
the form [6, 2]:

Jx(x) = ρ(x) φ̄xA(x)H(A−Ac) (119)

where the Heaviside function H(A−Ac) is introduced (Jx = 0 if A < Ac).

5.2. Structured stoichiometry, biomass composition, and the P/2e− ratio

As discussed above, the kinetic rate for biomass must be linked to a stoichiometric equation of biomass
growth to enable calculation of the rates of all the abiotic compounds involved in the metabolism of the
microorganism. In photosynthesis, this stoichiometric equation can be formulated without any degree of
freedom as soon as the mean C-molar formula for the microorganism is known. It was established a long
time ago [5] that the biomass composition of a given photosynthetic microorganism depends on the radiation
field inside the photobioreactor, regardless of any mineral or carbon source limitations. We will demonstrate
in the next part of this section that indeed, the biomass composition is fixed by the well-known P/2e− ratio
(the ratio of the mean specific rate of photo-phosphorylation to the mean specific rate of cofactor reduction,
see Eq. 120) in the Z-scheme of photosynthesis (see Fig. 28). This ratio is itself a function of the radiation
field controlling subsequently quality of the biomass produced in the photobioreactor:

P/2e− = P2e =
J̄ATP
J̄COF

= < f(A) > (120)

In the case of A. platensis considered here as a model organism of cyanobacteria, it is well known [5, 91]
that the P/2e− ratio deviations are balanced by the synthesis of an exopolysaccharide (EPS). Thus, the only
degree of freedom for the microorganism’s metabolism (corresponding to the value of the P/2e− ratio imposed
by the radiation field on the Z-scheme of photosynthesis) is filled by the corresponding ratio of a specific
rate of synthesis (of “active biomass” with constant composition) to the specific EPS synthesis rate [5]. The
C-molar formulas of active biomass (as the averaged sum of carbohydrates, proteins, lipids, and nucleic acids
[classes of macromolecules]) and EPS for A. platensis together with their structured stoichiometry [92] have
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been reported elsewhere [5]. In this section, we provide the resulting structured stoichiometric equation for
the total biomass synthesis (active biomass plus EPS) averaged by their respective molar fractions appearing
then as a function of the ratio P/2e−:

CO2 + (1.806P2e − 0.885)H2O + (0.507− 0.256P2e)HNO3 + (0.013P2e − 0.011)H2SO4

+(4.475− 1.291P2e)NADPH,H
+ + (3.146 + 0.330P2e)ATP

Jx−→

CH(1.428+0.112P2e)O(0.727P2e−0.489)N(0.507−0.256P2e)S(0.013P2e−0.011)P(0.016−0.008P2e)

+(3.130 + 0.338P2e)Pi+ (4.475− 1.291P2e)NADP
+ + (3.146 + 0.330P2e)ADP

(121)

The associated couple of structured stoichiometric equations for photosynthesis (Z-scheme) is then expressed
as

(4.475− 1.291P2e)NADP
+ + (4.475− 1.291P2e)H2O

JCOF−→

(4.475− 1.291P2e)NADPH,H
+ + (2.238− 0.645P2e)O2

∗ ∗ ∗

(3.146 + 0.330P2e)[ADP + Pi]

JATP−→

(3.146 + 0.330P2e)ATP + (3.146 + 0.330P2e)H2O

(122)

Of course, summing Eq. 121 and 122 enables us to obtain the following unstructured equation of biomass
synthesis:

CO2 + (0.185P2e + 0.445)H2O + (0.507− 0.256P2e)HNO3

+(0.013P2e − 0.011)H2SO4 + (0.016− 0.008P2e)Pi

Jx−→

CH(1.428+0.112P2e)O(0.727P2e−0.489)N(0.507−0.256P2e)S(0.013P2e−0.011)P(0.016−0.008P2e)

+(2.238− 0.645P2e)O2

(123)

It must be noted that these stoichiometric equations have been established with the preferred nitrate NO−3
ion as an N source, leading to the value of the stoichiometric coefficient:

υNADPH,H+−X = 4.475− 1.291P2e (124)

If ammonia NH+
4 is used as the N source, the same analysis leads to the following stoichiometry:

CO2 + (0.439P/2e− 0.059)H2O + (0.507− 0.256P/2e)NH3

+(0.013P2e − 0.011)H2SO4 + (0.016− 0.008P2e)Pi

Jx−→

CH(1.428+0.112P2e)O(0.727P2e−0.489)N(0.507−0.256P2e)S(0.013P2e−0.011)P(0.016−0.008P2e)

+(1.225− 0.134P2e)O2

(125)
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in which the stoichiometric coefficient υNADPH,H+−X = 2 υO2−X is sharply different:

υNADPH,H+−X = 2.450− 0.268P2e (126)

At this stage, we must make the following important observation regarding the Z-scheme for photo-
synthesis (summarizing all the primary biochemical reactions of the metabolism, i.e., the light reactions
of photosynthesis). If we consider only the “stoichiometric” photons involved in this scheme, then we can
simply define the mean quantum yield φ̄x using the data on the stoichiometric coefficient υhυ−X , directly
linked by the structured equations (e.g., Eq. 121) to the stoichiometric coefficient υNADPH,H+−X and to
the value of the P/2e− ratio from

φ̄x =
10−6

υhυ−X
=

10−6

2 υNADPH,H+−X(1 + P2e)
(C −molx.µmol−1

hν ) (127)

This result is highly important because it means that (i) if we can develop a theory to determine the value of
the P/2e− ratio for any situation regarding the radiation field in the photobioreactor, we will then be able to
obtain as a predictive mean both the composition of the produced biomass (in terms of the molar fraction of
each intracellular-macromolecule class and in terms of the global C-molar formula) and the value of the mean
quantum yield φ̄x involved in the thermokinetic law of coupling. (ii) All the dark reactions of the anabolism
in the cells operate under the physical constraint of radiant light transfer controlled only by a tenth of light
reactions in the Z-scheme. The first tentative attempt to calculate the P/2e− ratio in a predictive manner
[using linear thermodynamics of irreversible processes (LTIP) to formulate a phenomenological model of the
Z-scheme] will be presented later, in Section 5.4.

5.3. Calculation of parameters related to dissipative mechanisms in the light-to-chemical energy conversion
process

Regarding light as a wave or as photons, if we are reasoning either at the microscopic scale (reversibility)
or at the macroscopic scale (irreversibility), then we can develop many theoretical approaches to analysis
of the light-matter interaction and energy conversion. All these approaches are more-or-less tractable and
could be used eventually to calculate the energy dissipation in the process of photon-exciton-electron gen-
eration at the early primary stages of photosynthesis. The authors of this chapter are currently working
on reconciliation of different approaches in the fields of natural and artificial photosynthesis using materials
or molecular complexes as photocatalysts. This reconciliation is necessary to better understand the link
between the kinetic approach (flux of photons) and thermodynamic approach (energy flux) in formulation
of the coupling. As a whole, this is a considerable amount of work, which is clearly beyond the scope
of this chapter, especially because any theory would lead to the same value, with calculation of at least
the maximum free chemical energy that can be extracted from a photon interacting with an exciton in a
photosynthetic antenna.

We present below a classical approach (based on the macroscopic theory of radiant energy conversion)
to such an analysis, which was recently reconciled with the non-equilibrium thermodynamic approach built
on the definition of the chemical potential of a photon [93].

The energetic yield ρ represents the dissipative part of the photonic energy absorbed by the antenna,
i.e., the part of the absorbed energy that does not lead to electron transfers in the carrier chain and to the
reduction of NADP+ (energy losses in the light-matter interaction process). First, generally speaking and
as explained elsewhere [6], this local value decreases with the local specific absorption rate A according to a
convenient relation postulated here as an approximation of a theoretical quantum mechanical study on the
excitation transfer mechanisms in antennas [94]:

ρ ' ρM
1

1 + A
K

= ρM
K

K +A (128)

where ρM is the maximum value of the yield, obtained when the system operates under the optimal ther-
modynamic conditions, at a very low rate, near the compensation point of photosynthesis (the photon
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absorption rate Ac becomes negligible in regards to the half-saturation constant K). It must be pointed
out at this stage that even if Eq. 128 remains a representation model, it adds some theoretical background
to the well-known hyperbolic behavior of photosynthesis in relation to irradiance values or specific photon
absorption rates (with respect to the use of ρ in the coupling law Eq. 118). Second, the maximum energetic
yield ρM will be further discussed in the text below. This yield corresponds to the maximal thermodynamic
efficiency (the minimal losses), for the photon conversion in terms of free chemical energy (excitons and elec-
trons in photosystems) at the level of the reaction centers. This maximal efficiency for any radiant-energy
conversion process has been extensively debated in the past and eventually clarified by Bejan [95, 96]. We
nevertheless propose here to use the simpler approach proposed by Jeter (used in photosynthesis analysis for
a long time [97]). These authors simply consider an extension of the Carnot formula for maximal radiation
conversion [95], in the same form as that recently obtained independently from the thermodynamic definition
of the chemical potential of photons [93]:

ρM = 1− T

TR
(129)

where the temperature TR for the radiation is expressed as the ideal blackbody formula of Planck, with
assignment to the spectral intensity Lc,λ̄ (under optimal thermodynamic conditions) of the value at the
compensation point for photosynthesis in the photobioreactor [6].

Evaluation of ρM by this approach in a wide range of radiation characteristics (such as angular distri-
bution, frequency, or the value of the intensity) in prokaryotic and eukaryotic microorganisms (they have
different optimal temperatures for functioning) generally yields numerical values ranging between 0.76 and
0.82 (in PAR). This result allows us to use in the first approximation the constant value ρM = 0.8 with
less than 10% deviation for any photosynthetic microorganism considered in this study. It should be men-
tioned that this value is in good agreement with the theoretical values determined by a thorough analysis of
the excitation transport in an antenna at the quantum mechanical level [94], demonstrating that near the
compensation point, photosynthesis operates close to the optimal thermodynamic conditions.

The last kinetic parameter in Eq. 128, the half-saturation constant K, must be discussed at this point.
Because Eq. 128 is only an approximate relation, today, there is no way to devise a predictive method
producing a theoretical value of K as a function of a knowledge description of the OEC functioning. Ac-
cordingly, in the model, K appears to be the only parameter that needs to be identified, and this value is
indeed specific for a given microorganism. It may be easily obtained, for example, by independent mea-
surements of O2 evolution as a function of the specific photon absorption rate (if the latter is rigorously
quantified). Surprisingly, such experiments on different kinds of photosynthetic microorganisms (prokaryotic
or eukaryotic) yield rather close values of K, within a range of ±30%. Such variation indicates, however,
that experimental determination in each microorganism under study can significantly increase the accuracy
of the proposed approach. The corresponding value determined for A. platensis and used in this study has
already been widely reported by the authors when they wrote the coupling kinetic formula as a function of
irradiance [5, 6]. The corresponding value in specific absorption rate units (see Eqs. 118 and 128) is

K = (1± 0.1)× 104 µmolhν · kgx−1 · s−1 (130)

5.4. The use of linear thermodynamics of irreversible processes (LTIP) for calculation of parameters related
to conservative mechanisms in the process of light-to-chemical energy conversion. P/2e− calculation
and analysis

After the pioneering work of Prigogine [12, 98], the use of LTIP for modeling of different patterns of
biological behavior was strongly debated in the 80s and 90s. When analyzing mainly the metabolism, and
particularly the Z-scheme for photosynthesis (the light-driven primary metabolic reactions for photosyn-
thetic microorganisms), it is very important to discuss applicability of such a phenomenological approach
to situations involving photons and reactions operating far from equilibrium (|Ai| > RT ). First, we have
already shown that only the conserved and stoichiometric photons are considered in our model (calculation
of the P/2e− ratio and stoichiometric quantum yield φ̄x), and this approach enables proper use of the linear
energy converter formalism. Second, it was demonstrated in the 80s [13, 14, 99] that the mean variables
describing biological systems and satisfying the nonasymptotic stability criterion (in the sense of Lyapunov)
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obey linear phenomenological relations. This state of affairs requires of course choosing a characteristic
time point to perform time-averaged integrals for these variables and working after that with mean rates as
multi-linear functions of mean affinity levels obeying the reciprocity Onsager relations. Consequently, LTIP
seems to plausibly describe the mean functioning of processes far from equilibrium: unstable for instanta-
neous values but stable for time-averaged values during operation in a highly organized spatial biological
structure [14]. The characteristic time point under consideration for variable observations must be conse-
quently chosen at a level enabling the use of the pseudo-steady-state assumption for intermediate products
of the metabolism (approximately one minute). This period is clearly of the same order of magnitude as
the mixing time inside a photobioreactor; consequently, we will assume below that because all the relations
involved are linear, the mean time variables B̄ are equivalent to the spatially averaged values < B > inside
the photobioreactor. Eventually, there are no additional restrictions on the use of LTIP to describe the
Z-scheme for photosynthesis in the same form as it has been done in the seminal work of Stucki [99, 100]
and Dussap [14] for respiration.

As for the previous conditions of applicability, it is then possible to use linear phenomenological ther-
modynamics of irreversible processes to analyze the coupling between redox reactions leading to reducing
NADPH2 synthesis (specific molar rate JCOF ) and the photo-phosphorylation mechanisms leading to ATP
synthesis (specific molar rate JATP ) according to the Z-scheme of photosynthesis (Fig. 28). The ratio of
these two mean specific rates is defined as the P/2e− ratio (see Eq. 120):

P2e =
J̄ATP
J̄COF

Because we work with “stoichiometric” photons (corresponding to the transfer of one electron), we can
define the Z-scheme as two coupled reactions involving four photons for one molecule of water split at
the OEC of photosystem II. This model requires that one equation be exergonic (positive affinity) and one
endergonic (negative affinity), so that the partition among the four photons is unique and straightforward [5]:

3 hν +ADP + Pi
J̄ATP−→ ATP +H2O where ĀATP > 0 (131)

hν +H2O +NADP+ J̄COF−→ 1

2
O2 +NADPH,H+ where ĀCOF < 0 (132)

It must be noted here that this formulation remains purely phenomenological and must not be used in
any case as a tentative mechanistic explanation of cyclic photo-phosphorylation. The affinity values Ai in
this formula are defined by means of the chemical potential µ̃i calculated under cytosolic conditions from

ĀATP = 3hν + µ̃ADP + µ̃Pi − µ̃ATP − µ̃H2O

ĀCOF = hν + µ̃H2O + µ̃NADP+ − µ̃NADPH − µ̃H+ − 1
2 µ̃O2

(133)

Assuming that one mole of photons at λ = 680 nm corresponds to enthalpy of 176 kJ/mol and using the
models of calculation of thermodynamic properties developed in our lab [101], we obtain the following result
for the theoretical affinity values:

ĀATP,max = 3hνmax − 32, 5 = 495, 2 kJ.mol−1

ĀCOF,max = hνmax − 216, 3 = −40, 4 kJ.mol−1
(134)

These affinity values are considered maximal because they are calculated with the enthalpy of a photon
(hν), but the optimization procedure that is explained below will result in new affinity values at lower free
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Figure 28: The Z-scheme of photosynthesis for cyanobacteria (from [5]). The cyclic photo-phosphorylation pathway enabling
values of P/2e− greater than 1.0 is indicated.

enthalpy hνeff . Therefore, it will become evident that energetic efficiency of the coupling decreases with
the increasing specific photon absorption rate < A >. By means of the partition of the entropy balance in
the photobioreactor [70], it is then possible to derive the expression for the rate of entropy production σ
(or the dissipation function) in the reactive system under study (the Z-scheme). Assuming here the system
as isotherm, we will soundly define the mean specific isotherm dissipation function at a given optimal
temperature (T ∗) as σ̄∗ = σ̄ T ∗/Cx in the following form:

σ̄∗ =

r∑
j=1

J̄jĀj = J̄ATP ĀATP + J̄COF ĀCOF ≥ 0 (135)

Contrary to the complete expression established previously by the authors for photobioreactors [70], the
specific radiant light absorption rate here is ignored in the dissipation function because the radiant light
energy in the photochemical process was taken into account directly in the affinity definitions (see Eqs. 131
to 134).
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The theory of linear energy converters then postulates a multi-linear relation between affinity values and
specific rates, leading to the following equations, with the help of reciprocity relations of Onsager:

J̄ATP = LAAĀATP + LACĀCOF (136)

J̄COF = LACĀATP + LCCĀCOF (137)

where the phenomenological coefficients Lij must be eliminated from convenient normalization [99, 14]
leading to definitions of the coupling coefficient:

q =
LAC√
LAALCC

(138)

of the phenomenological stoichiometric coefficient:

χ =

√
LCC
LAA

(139)

and finally, the ratio of generalized forces:

x = χ
ĀCOF
ĀATP

, x < 0 (140)

Thus, the specific rates of cofactor or ATP synthesis can be expressed with the help of the previous variables
as

J̄ATP = LAAĀATP (1 + qx) (141)

J̄COF = χLAAĀATP (q + x) (142)

yielding the values of chemical power as the key parameters involved in the dissipation function and in the
energetic analysis of the photobioreactor (see Section 5.5):

J̄ATP ĀATP = LAAĀ
2
ATP (1 + qx) (143)

J̄COF ĀCOF = LAAĀ
2
ATP x(q + x) (144)

and eventually allowing us to establish a tractable expression for the specific source of entropy production
rate:

σ̄∗ = LAAĀ
2
ATP (1 + 2qx+ x2) (145)

The ultimate variable from which we intend to derive all the predictive information on the Z-scheme modeling
is the P/2e− ratio rewritten from the normalized variables as

P2e =
1 + qx

χ (q + x)
(146)

The whole theoretical approach relies now on the ability to calculate, for any condition of radiation field in
the photobioreactor, the variables q, χ, and x in a predictive manner. This calculation can be performed
in two steps. First, it can be demonstrated [14] that there are two non-adaptive conditions (i.e., fixed
conditions arising at the early stage of a cell’s life cycle), allowing us to obtain constant values for q and
χ. The first condition links the stoichiometric coefficient for the phosphorylation to the phenomenological
stoichiometric coefficient in non-ideal coupling:

χ = υCOF−ATP q (147)

It is well established that there is only one site for phosphorylation in the electron carrier chain of photo-
synthesis; therefore, υCOF−ATP = 1, and consequently, according to Eq. 147:

χ = q (148)
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The second non-adaptive condition means that the optimal thermodynamic functioning of the cell corre-
sponds to maximization of chemical power (Eqs. 143 and 144), leading to calculation of the coefficient
q [99, 14]:

q =

√
2 (
√

2− 1) = 0.91 (149)

Second, we must invoke the adaptive conditions of the cells experiencing a given mean radiation field inside
the photobioreactor. As explained throughout this chapter, any photosynthetic microorganism operates
under conditions of physical limitation by light. This means that the radiation field (or rather a spatial
averaged function of the radiation field for the time constants considered in this analysis) is a constraint
entirely determining the behavior of the Z-scheme functioning in the cells. If we assume that this behavior
obeys the principle of minimum entropy production rate [5, 14, 98, 99], then the ratio x of generalized forces
can be determined by an optimization procedure confirming that

d σ̄∗ = 0 (150)

This classical optimization problem under constraints requires introducing a Lagrange function L with
Lagrange multipliers λk associated with the constraints gk in the following form:

L̄ = σ̄∗ −
∑
k

λk ḡk (151)

and requires calculating the partial derivatives(
∂Āj L̄

)
Āk

= 0 , (k 6= j) (152)

Generally speaking, the main difficulty here is to formulate the constraints gk linked to an averaged function
of the radiation field < f(A) > in all the situations encountered in photobioreactors (e.g., a kinetic regime,
luminostat regime, and photo-limitation with dark zones). A comprehensive analysis of this complicated
problem is still a work in progress by the authors and clearly beyond the scope of this chapter. In contrast, it
is quite easy to examine two extreme situations for which the unique constraint on the Z-scheme functioning
may be formulated as a limit, independently of knowledge about the function < f(A) >.

The first situation that can be envisaged concerns functioning close to the compensation point for pho-
tosynthesis (very low specific photon absorption rates < A >→ 0) corresponding to the strongest physical
limitation by radiant light energy transfer. In this condition, the specific rate J̄ATP is the constraint im-
posed on the photosynthetic functioning [14, 5] and must be assumed to be a constant. Eq. 151 can then
be written as

L̄ = LAAĀ
2
ATP (1 + 2qx+ x2)− λLAAĀATP (1 + qx) (153)

Accordingly, the optimization (Eq. 152) leads to calculation of the ratio of generalized forces:

x = 0 (154)

With the previous values of q and χ, it is then possible to obtain the P/2e− value in this situation from
Eq. 146: P2e = 1.21. It is important to note that this value is very close to the value of P2e = 1.23 obtained
independently for the active biomass of A. platensis in a complete analysis of its metabolism [5] and used
in a previous stoichiometric equation for total biomass synthesis: Eq. 121 or 123.

The second simple situation is to consider, at the other extreme, the maximal saturation rate for pho-
tosynthesis (very high specific photon absorption rates < A >→∞), i.e., the functioning without the light
transfer limitation. In this case, the constraint imposed on the Z-scheme metabolism is the chemical power
output J̄ATP ĀATP [5, 14], which is constant and independent of the radiation field. The Lagrange function
takes the following form:

L̄ = LAAĀ
2
ATP (1 + 2qx+ x2)− λLAAĀ2

ATP (1 + qx) (155)
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and the optimization yields

x =

√
1− q2 − 1

q
= − 0, 643 (156)

with the highest value for the P/2e− ratio: P2e = 1.71.
Although general formulation of the problem is beyond the scope of this chapter as explained above, it

is nevertheless possible to report here an important conclusion for a photobioreactor operating in optimal
situations [7] in terms of its kinetic or energetic performance (luminostat or photo-limitation). In this case,
the maximum P/2e− value that can be reached with very high specific photon absorption rates [corresponding
to incident photon flux density (PFD) of a full-sun AM 1.5 near 2000 µmolhν ·m−2 · s−1] is P2e = 1.5. The
highest values of the P/2e− ratio do not occur under natural outdoor sunlight conditions and in most
of the artificially illuminated indoor photobioreactors. Considering now this optimal range of the P/2e−

functioning for the Z-scheme in optimal situations for photobioreactor operation, i.e., 1.2 < P2e < 1.5, and
using Eqs. 124 and 127 for calculation of the mean stoichiometric quantum yield of the coupling law φ̄x, we
obtain a constant value equal to

φ̄x = 7.8× 10−8 C −molx.µmol−1
hν (157)

This surprising result is caused by the opposite effects in Eq. 127 where an increase in the P/2e− ratio
is strictly compensated by a decrease in the stoichiometric coefficient υNADPH,H+−X in the global stoi-
chiometry for the quantum yield calculation. This phenomenon is important because it shows that the
“stoichiometric” coupling may be considered linear coupling in Eqs. 118 and 119, independently of any
function < f(A) >. It also shows that the energetic yield ρ remains the only radiation field-dependent
parameter. In contrast, the biomass composition, i.e., stoichiometry of the photosynthetic growth reaction
and the C-molar formula of the biomass inside the photobioreactor are clearly dependent on the radiation
field and P/2e−.

The value of the quantum yield (Eq. 157) was obtained with the preferred N source (nitrate) in the
stoichiometry, but the calculation could be performed with ammonia as the N source. In this case, using
Eq. 126 instead of Eq. 124 in Eq. 127, we also obtain the quasi-constant value:

φ̄x = 1.0× 10−7 C −molx.µmol−1
hν (158)

This interesting result shows that the efficiency of photosynthesis is 25% higher if ammonia is used instead
of nitrate as the N source; this is a well-known phenomenon for cultivation of aerobic microorganisms as
mentioned by Roels [92].

5.5. Thermodynamic efficiency and energetic-coupling analysis

As discussed in Introduction, the previous thermokinetic model of coupling (Sections 5.1 to 5.4) may be
used to predictively calculate the mean averaged specific rates < Ji >, volumetric rates < ri >, or surface
rates < si > by a volume integral for any given geometric structure of a photobioreactor. This approach
requires first solving the radiative transfer equation using one-dimension-approximated or rigorous numerical
approaches such as the Monte Carlo method discussed in Section 4 or the finite element method (proposed
in [70]) used for calculation of the local specific rate of photon absorption A. In all these situations, it is
easy to evaluate the local volumetric rate of radiant energy absorbed Av and its mean averaged integral over
the total volume of the photobioreactor < Av >. This parameter is derived from the data on the specific
rate of photon absorption A from

Av = ACxℵ (in W.m−3) (159)

where ℵ (in J · µmol−1
hν ) is a conversion factor between micromoles of photons and joules (depending on the

spectral nature of light in the incident PFD as a boundary condition). This is all that we need to calculate
thermodynamic efficiency of the photochemical process as a whole. Considering first the thermodynamic
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efficiency of the photosynthesis inside the photobioreactor and using the entropic analysis proposed by
Cornet et al. [70], we obtain the following relation:

〈ηth,φS〉 =

∑r
j=1

∑n
p=1 υp,j < rj > µ̃p

< Av > −
∑r
j=1

∑m
s=1 υs,j < rj > µ̃s

' < rx > ∆g′0x
< Av >

(160)

where all the parameters were determined by a predictive approach. Defining the total thermodynamic
efficiency now requires working with the mean incident PFD < q∩ > arriving into the photobioreactor and
then with surface rates rather than volumetric rates (see Section 1):

〈ηth〉 =

∑r
j=1

∑n
p=1 υp,j < sj > µ̃p

< Av > −
∑r
j=1

∑m
s=1 υs,j < sj > µ̃s

' < sx > ∆g′0x
< q∩ >

(161)

It has been previously demonstrated in both cases that these thermodynamic-efficiency levels strongly
decrease with the increasing incident PFD q∩; this effect forms the basis of the light dilution concept for
improvement of thermodynamic performance of photobioreactors [7, 2]. For example, in the DiCoFluV
concept (for which simulations of the complete model are shown in Fig. 29 at the end of this section), the
sunlight capture surface can be 50-fold smaller than the light distribution surface inside the photobioreactor
(see Chapter 5 by Pruvost et al. in this book).

5.6. Experimental validation of the proposed model for different simple geometric structures of a photobiore-
actor

Experimental validation of the predictive knowledge model described in Sections 2 to 5 is shown below
for simple geometric structures of photobioreactors. These results have already been published for analysis
of validity of a simple and reliable engineering equation [6]. They are used here again to analyze validity
of the complete model, i.e., for validation of the predictive approach as presented throughout this chapter.
These experimental results have been obtained in eight very different, completely stirred photobioreactors,
whose working liquid volume varied between 0.1 and 77.0 L, with the dark-volume fraction fd ranging
between 0 and 0.48 (i.e., the volume fraction of photobioreactors that is not illuminated by design). Various
kinds of geometric structures have been explored with different artificial illumination systems and with
different methods of mixing the culture medium. In all the experiments, the microorganism was Arthrospira
(Spirulina) platensis PCC 8005 grown axenically on the Cogne medium [102]. The temperature (35-36◦C)
and pH (between 8 and 10) were maintained at the levels optimal for growth. Incident hemispherical PFD
ranged between 30 and 1600 µmolhν ·m−2 · s−1 (PAR, with multi-point measurements by means of the LI-
COR cosine quantum sensor LI-190SA, with subsequent confirmation by actinometry). The main parameters
influencing the biomass volumetric growth rates (geometric structure and characteristics of the illumination
system), the culture conditions (mixing as well as pH and temperature control), and the operating conditions
(batch mode or continuous culture) were described elsewhere [6] and are summarized here only briefly (see
Table 2).

In all the experiments, the experimental mean volumetric growth rates were obtained according to the
biomass balance in a well-mixed photobioreactor (defining the so-called residence time for continuous culture
as τ = VL

QL
):

< Rx > =
Cx
τ

+ dt Cx (162)

The resulting values of < Rx >, all obtained under optimal conditions of limitation by light (luminostat γ
= 1, or photo-limitation γ < 1, see [7]) are presented in Table 2. They are compared with the predictive
model calculations presented in this chapter, where the radiative transfer equation was solved using the
one-dimensional two-flux approximation for all the simple geometric structures of photobioreactors except
for reactor PBR 2 (as indicated in Table 2), for which we used the three-dimensional finite element method
developed by Cornet et al. [70]. As shown in the table, the mean deviation between the experimental results
and the model calculation is less than 5% (i.e., within the range of the experimental standard deviation),
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thus confirming the ability of the proposed predictive approach to quantify photobioreactor performance
under many conditions of operation.

It must be noted that the new advances in the Monte Carlo method presented above would have led to the
same < Rx > values for the model calculation, with numerous advantages such as shorter calculation time,
assessment of standard deviations, model parameter sensibility analysis, evaluation of any local parameter
without calculation of the whole field, possibility of increasing integral dimensionality of the problem without
increasing the calculation time, and no need for a specific mesh grid. Additionally, as explained in Section 4,
recent advances in this field allow researchers to separate the Monte Carlo algorithm formulation from
analysis of complexity of a photobioreactor’s geometric structure [79, 80]. These are the reasons why the
authors today strongly recommend the Monte Carlo method, at least in the case of complex geometric
structure or for development of a reference solution. Such Monte Carlo simulations are implemented in the
next section for eukaryotic microalgae.

Finally, the reader will also find experimental validation of the proposed model in other interesting
situations in Chapter 5 written by Pruvost et al. in this book.
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Table 2: Comparison between experimental biomass volumetric growth rates obtained in different kinds of photobioreactors
cultivating Arthrospira platensis and the knowledge model presented in this chapter. The photobioreactors’ main characteristics
and the experimental conditions are described in [6].
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5.7. Perspectives on formulation of thermokinetic coupling for eukaryotic microalgae

The preliminary work on formulation of the thermokinetic coupling that we just presented above is
limited to the metabolism of cyanobacteria or, in the case of eukaryotic microalgae, to their chloroplast
functioning. Obviously, substantial additional work is needed to obtain such a general and predictive coupling
law for eukaryotic photosynthetic microorganisms containing chloroplasts and mitochondria (which enable
respiration at light). Although the LTIP approach that was described above has been strongly improved in
relation to mitochondrial function [14, 99, 100], general formulation requires at least research into additional
coupling between photosynthesis and respiration (including elucidation of the effect of light on respiration-
specific rates). Evidently, this coupling must be formulated at the primary level, i.e., taking into account
the commutation between NADPH2 and NADH2 and its re-oxidation in the electron carrier chains of
mitochondria. This commutation is possibly constrained by the radiation field inside the photobioreactor
and the P/O ratio of mitochondria that is properly described by means of LTIP to analyze this new coupling.
Unfortunately, we are today unable to provide a knowledge model for this thermokinetic coupling, and here,
we will simply report tentative formulation of a representative law that seems consistent with numerous
experimental observations (see Chapter 5 by Pruvost et al. in this book).

Because only primary stages are involved in photosynthesis and respiration (electron carrier chains and
some key enzymes in the cofactor exchange reactions), it seems convenient to first formulate a kinetic coupling
law related to the specific net oxygen production rate JO2. Assuming that respiration rates are affected
by the radiation field (as confirmed for some microalgae and reported for experimental measurements by
specific analytical methods [103]), we can propose a rather symmetrical local law for respiration (this law is
related to the already developed approach at the chloroplast level in the general form [2]):

JO2
(x) = ρM

K

K +A(x)
φ̄O2
A (x)− Jr

Kr

Kr +A(x)
(molO2 · kg−1

x · s−1) (163)

where the specific respiration rate is simply related to the rate of cofactor regeneration by respiration:

Jr =
JNADH2

υNADH2−O2

=
JCOF

υNADH2−O2

and υNADH2−O2 = 2 (164)

The coupling equation above is still strongly linked to the radiation field, including the respiration term.
At obscurity (anywhere in the photobioreactor) or at a very low value of A(x), the maximal respiration
rate Jr must be considered constant and can be measured in independent experiments. In this case, the
value of the new parameter Kr is not independent because it can be deduced directly from the data on the
specific photon absorption rate at the compensation point Ac (the other parameters known in our knowledge
model):

Kr =
Ac

JNADH2

υNADH2−O2
ρM φ̄O2

[
1
Ac + 1

K

]
− 1

(165)

In these equations, once Ac is specified, it is possible to use the predictive parameters described in the
preceding sections (ρM and K). Then, the stoichiometric oxygen quantum yield is easily deduced from the
data on the P/2e− ratio in the chloroplast from :

φ̄O2
=

10−6

4 (1 + P/2e−)
' 1.1× 10−7molO2 · µmol−1

hν (166)

Finally, if necessary, the mean volumetric biomass growth rate in the photobioreactor < Rx > is easily
obtained by means of a spatial integral of the specific rate of net oxygen production < JO2 > and again by
means of

< Rx > =
< JO2 > CxMx

υO2−x
(kgx ·m−3 · s−1) (167)

where υO2−x and Mx are P/2e−-dependent parameters.
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Obviously, further work is necessary to devise a predictive and knowledge model of thermokinetic coupling
for eukaryotic microalgae. This model may help to predict the specific compensation absorption rate Ac for
any microorganisms (specific data explaining mainly the kinetic diversity of microalgae), which is perhaps
linked to some hydrodynamic or physiological parameters. Such a model could also be used for predictive
stoichiometric analysis, thus enabling assessment of quality of the produced biomass.

Now, the proposed kinetic coupling law (Eq. 163), already used for example by Takache et al. [72] for C.
reinhardtii cultivation in a simple rectangular photobioreactor, is discussed in the text below as illustration
of the whole methodology developed throughout this chapter, especially the use of the integral Monte Carlo
formulation for easy calculation of the radiation field, volumetric biomass growth rate < Rx >, standard
deviation of the results, and all the desired types of sensitivity (with the same calculation time).
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Figure 29: The volumetric biomass growth rate < Rx > and its sensitivity parameters ∂p 〈rx〉, ∂Cx 〈rx〉, and ∂ρF 〈rx〉 in a 25L
DiCoFluV photobioreactor (see Fig. 26) operating in continuous mode and cultivating Chlamydomonas reinhardtii. The results
were obtained with the algorithm presented in Section 4.3 for 106 realizations, as a function of the dry-biomass concentration
Cx. Statistical estimation of the numerical error is provided as error bars (gray). Relative types of sensitivity are shown, i.e.,
∂π 〈rx〉 × π

〈rx〉
, where ∂π is the partial derivative with respect to the parameter π under study: p is pigment content, Cx is the

dry-biomass concentration, and ρF is reflectivity of the optical-fiber surface (see Fig. 26).

Fig. 29 shows the results obtained from simulations of the whole predictive model (from calculations
of optical and radiative properties to determination of the growth rate) presented in this chapter for C.
reinhardtii cultivated in a geometrically complex photobioreactor with a thousand internal optical fibers
(see [7, 80] and Fig. 26). At each scale, the model was solved by the integral Monte Carlo method, including
the volume integral, which implies formulation of the non-linear coupling law Eq. 163 (see Section 4.3).
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The CPU time ranged from 1 to 6 min for typical biomass concentrations varying between 0.5 and 3 g/L
(2 × 105 realizations, standard deviation 1%, on Intel Core i7-2720QM). The DiCoFluV photobioreactor,
with its complex geometric structure, obeys the same engineering rule as the rules classically developed for
one-dimensional geometric structure [2, 6, 7]: we identified an optimal biomass concentration that yields
maximal productivity. Using the method presented in Section 4.4, we estimated the sensitivity of < rx >
to different parameters (biomass concentration Cx, optical-fiber reflectivity ρF , and pigment content p)
simultaneously with < rx >. The sensitivity to Cx is simply the slope of the curve < rx > versus Cx in the
upper part of the figure. For optimal operation, when ∂Cx < rx > is positive, the biomass concentration
should be increased, but when ∂Cx < rx > is negative, Cx should be decreased. Of course, the optimum
corresponds to ∂Cx < rx >= 0. Estimation of ∂Cx < rx > is especially relevant for maintenance of optimal
operation without evaluating < rX > for the full range of biomass concentration. The sensitivity to ρF

is low but positive, indicating that the fiber reflectivity should be increased to reduce photon losses at
the boundary. Finally, ∂p < rx > indicates that diminution of pigment content in microbial cells leads to
homogenization of the radiation field, but the overall energy absorbed by the culture decreases, and losses
at the fibers’ and the photobioreactor’s surface increase. This sensitivity is positive; therefore, the pigment
content should be increased to improve performance of the photobioreactor.
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