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Abstract

We develop multistep machine learning schemes for solving nonlinear partial differential equations (PDEs)
in high dimension. The method is based on probabilistic representation of PDEs by backward stochastic
differential equations (BSDEs) and its iterated time discretization. In the case of semilinear PDEs, our
algorithm estimates simultaneously by backward induction the solution and its gradient by neural networks
through sequential minimizations of suitable quadratic loss functions that are performed by stochastic gra-
dient descent. The approach is extended to the more challenging case of fully nonlinear PDEs, and we propose
different approximations of the Hessian of the solution to the PDE;, i.e., the I'-component of the BSDE, by
combining Malliavin weights and neural networks. Extensive numerical tests are carried out with various
examples of semilinear PDEs including viscous Burgers equation and examples of fully nonlinear PDEs like
Hamilton-Jacobi-Bellman equations arising in portfolio selection problems with stochastic volatilities, or
Monge-Ampére equations in dimension up to 15. The performance and accuracy of our numerical results
are compared with some other recent machine learning algorithms in the literature, see [HJE17|, [HPW20],
[BEJ19|, [Bec+19] and [PWG19].

Furthermore, we provide a rigorous approximation error analysis of the deep backward multistep scheme
as well as the deep splitting method for semilinear PDEs, which yields convergence rate in terms of the
number of neurons for shallow neural networks.

Key words: Nonlinear PDEs, Backward SDEs, neural networks, numerical approximation, multistep schemes,
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1 Introduction

Let us consider the nonlinear parabolic partial differential equation (PDE) of the form
o+ p- Dyu+ 3 Tr(oo"D2u) = f(-,-,u,0"Dyu) on [0,T) x R? (L1)
u(T,") =g on R4, '

with u, 0 functions defined on [0, 7] x R?, valued respectively in RY, and M (the set of d x d matrices), a
nonlinear generator function f defined on [0, 7] x R? x R x R%, and a terminal function g defined on R?. Here,
the operators D,, D? refer respectively to the first and second order spatial derivatives, the symbol . denotes
the scalar product, and 7 is the transpose of vector or matrix.

A major challenge in the numerical resolution of such semilinear PDEs is the so-called "curse of dimensional-
ity" making unfeasible the standard discretization of the state space in dimension greater than 3. Probabilistic
mesh-free methods based on the Backward Stochastic Differential Equation (BSDE) representation of semilinear
PDEs through the nonlinear Feynman-Kac formula were developed in [Zha04], [BT04], |[GLWO05|, [LGWO06| to
overcome this obstacle. These schemes are successfully applied upon dimension 6 or 7, nevertheless, their use
of regression methods implies a dimension dependence through the number of required basis functions. Let us
also mention recent probabilistic approach relying on (i) branching method, see [HL+19| and [Warl7|, and (ii)
on multilevel Picard methods, developed in [E+18] and [Hut+18] with algorithms based on Picard iterations,
multi-level techniques and automatic differentiation. These methods permit to handle some high dimensional
PDEs with non linearity in v and its gradient D,u, with convergence results as well as numerous numerical
examples showing their efficiency in high dimension.

An even more challenging problem is to design numerical schemes for high dimensional fully nonlinear PDEs
of the form

{&gu + p-Dyu+ 3 Tr(oo™D2u) = F(-,-,u, Dyu, D2u) on [0,T) x R? (12)

uw(T,") =g on R,

In this case, the nonlinearity of the PDE also carries on the second order derivative through the function F,
which is now defined on the larger space [0,7] x RY x R x R? x S¢ with S the set of symmetric d x d matrices.



Several methods are available to solve fully nonlinear equations mostly in low or moderate dimension. Let us
mention among others:

e Deterministic methods based on finite-difference and finite-element: we refer to [FGN13| for a review of
this extensive literature.

e Max-plus methods for Hamilton-Jacobi-Bellman equations, see e.g. [McE07|, |JAGLOS].

e An effective scheme developed in [FTW11|, using some regression techniques, has been shown to be
convergent under some ellipticity conditions. Due to the use of basis functions, this scheme does not
permit to solve PDE in dimension greater than 5.

e A scheme based on nesting Monte Carlo has been recently proposed in [Warl§|. It seems to be effective
in very high dimension for not too long maturities and small non linearities. However, no results of
convergence is given.

Over the last few years, machine learning methods have emerged since the pioneering papers by [HJE17|
and [SS17], and have shown their efficiency for solving high-dimensional nonlinear PDEs by means of neural
networks approximation. The work [HJE17] introduces a global machine learning resolution technique for the
BSDE approach. The solution is represented by one feedforward neural network by time step, whose parameters
are chosen as solutions of a single global optimization problem. It allows to solve PDEs in high dimension
and a convergence study of Deep BSDE is conducted in [HL18|. Variants with a single neural network or
Long Short Term Memory (LSTM) networks are extensively tested in [CWNMW19|, alongside a fixed point
machine learning method relying on branching processes. Extension to fully nonlinear PDEs has been proposed
by [BEJ19] based on the second order backward stochastic differential equations (2BSDE) representation of
|Che-+07] and global deep neural networks minimizing a terminal objective function, but no test on real fully
nonlinear case is given. The Deep Galerkin method of [SS17| proposes another global meshfree method with
a random sampling of time and space points inside a bounded domain. Their authors propose a convergence
study without rate of the scheme in Lebesgue spaces for semilinear equations on bounded domains. Neural
networks with a specific structure especially designed to represent Hamilton Jacobi Bellman equations solutions
are also derived in [DLM19).

A different point of view is proposed by [HPW20| with convergence results in L? for solving semilinear
PDEs, where the solution and its gradient are estimated simultaneously by backward induction through the
minimization of sequential loss functions. Similar idea also appears in [VSS18| for linear PDEs. At the cost
of solving multiple optimization problems, the Deep Backward scheme of [HPW20] verifies better stability and
accuracy properties than the global method in [HJE17], as illustrated on several test cases. The recent paper
|Bec+19| also introduces machine learning schemes based on local loss functions, called Deep Splitting method
which estimates the PDE solution through backward explicit local optimization problems relying on a neural
network regression method for the computation of conditional expectations. Finally, we mention our paper
[PWG19|, which combines ideas in [HPW20] and [Bec+19] to propose a neural networks-based scheme for fully
nonlinear PDEs where the Hessian is approximated by automatic differentiation of the gradient computed at
the previous step.

In this paper, we propose machine learning schemes that use multistep methods introduced in |[BDO7|
and |GT14] (see also |GT16|, |Turl5]). The idea is to rely on the whole previously computed values of the
discretized processes in the backward computations of the approximation. According to these works, it leads
to a better propagation of regression errors. We shall adapt this approach to the deep backward scheme
(DBDP) of [HPW20], leading to the so-called deep backward multi-step scheme (MDBDP). This can be viewed
as a machine learning version of the Multi-step Forward Dynamic Programming method studied by |GT14].
However, instead of solving at each time step two regression problems, our approach allows to consider only a
single minimization as in the DBDP scheme. Compared to the latter, the multi-step consideration is expected to
provide better accuracy by reducing the propagation of errors in the backward induction. Our main theoretical
contribution is a detailed study of the approximation error of MDBDP scheme. Furthermore, by relying on
recent approximation results for shallow neural networks in |[Bacl7|, and by deriving estimates for Lipschitz
constants of shallow neural networks and its gradient, we can obtain a rate of convergence of our scheme in
terms on the number of neurons. The arguments can be adapted to show the convergence of the deep splitting
(DS) method in |Bec+19], and we show in particular that the error rate for MDBDP improves the rate of DBDP
and DS schemes.

Next, we extend this deep multistep backward scheme to the fully nonlinear PDE case where the main
difficulty is to provide en efficient approximation of the Hessian, or equivalently of the I'-component of the
BSDE. We first give a multistep version of the scheme in [PWG19|. Then, we combine ideas from the Malliavin
regression scheme of [GT16] together with the monotone scheme from [FTW11|, in order to approximate the
Hessian by neural networks. This can be done with Malliavin weights of order one or two, hence corresponding



to two versions of the algorithm, and it leads to more stable approximation of the Hessian than the algorithm
in [PWG19].

We provide numerous and various numerical tests of our proposed algorithms both for semilinear and fully
nonlinear PDEs, and we compare our results with the cited machine learning schemes. Our examples include
viscous Burgers equations, fully nonlinear Hamilton-Jacobi-Bellman equations arising from portfolio selection
problems, and Monge-Ampére equations up to dimension 15.

The outline of the paper is organized as follows. In Section [2| we give a brief reminder on neural networks
and notably on a specific class of shallow network functions considered in |[Bacl7| that yields an approximation
result with rate of convergence for Lipschitz functions. We also review recent machine learning schemes for
the numerical resolution of semilinear PDEs. We then describe in detail the deep backward multi-step scheme.
We then extend in Section [3| our algorithm to the case of fully nonlinear PDEs. We state in Section [4] the
convergence of the deep backward multi-step and splitting schemes, while Section [f] is devoted to the proof of
these results. Finally, we present all the numerical results in Section [6] and we conclude with some discussion
about the pros and cons of the different tested algorithms. All the codes of the implemented algorithms in this
paper are available at: https://github.com/MaxGermain/MultistepBSDE.

2 BSDE Machine learning schemes for semilinear PDEs

In this section, we review recent numerical schemes, and present a new scheme for the resolution of the semi-
linear PDE (L.1) by approximations in the class of neural networks and relying on probabilistic representation
of the solution to the PDE.

2.1 Neural networks

We denote by
£517d2 = {¢ . Rdl N Rdz -3 (W,ﬁ) c Rdzxdl % Rdz7 ¢($) = p(W$ +ﬁ) }7

the set of layer functions with input dimension d;, output dimension ds, and activation function p : R — R.
Here, the activation is applied component-wise, i.e., p(z1,...,Za,) = (p(xl), e p(xdz)), to the affine map = €
R s Wz + 3 € R%, with a matrix W called weight, and vector 3 called bias. Standard examples of activation
functions are the sigmoid, the ReLu, the Elu, tanh. When p is the identity function, we simply write Lg, 4,.
We then define
NI = {szdo SRY 3poeLh 3Ll i=1,...,0—1, 3 € Lonar,

0,d’",£,;m do,m’ m,m>
¢ = deodr100 ),

as the set of feedforward (or artificial) neural networks with input layer dimension dy, output layer dimension
d', and ¢ hidden layers with m neurons (or units). These numbers dy, d’, ¢, m, and the activation function p,
form the architecture of the network. When ¢ = 1, one usually refers to shallow neural networks, as opposed
to deep neural networks which have several hidden layers. In the sequel, we shall mostly work with the case
dp = d (dimension of the state variable z) and d’ = 1 (dimension of value function u) or d’ = d (dimension of
gradient function D, u).

A given network function ¢ € Ngmd’,t’,m is determined by the weight /bias parameters § = (W, Bo, ..., We, B¢)
defining the layer functions ¢y . . ., ¢¢, and we shall sometimes write ¢ = pg. The set of parameters is denoted by
©. When there are no constraints as in the above definition and practically the case in numerical implementation,
O = RM where M = m(dy + 1) +m(m + 1)(¢ — 1) + d’(m + 1) is the number of parameters. For theoretical
analysis, we may consider sparsity-inducing norms on the parameters as in [Bacl7| for an architecture with a
single hidden layer ¢ = 1 and ReLu, activation function, i.e., p(x) = (x4)%, for some integer «, with x;, =
max(x,0). In this case, we denote by N;;ﬁg,, for v, R > 1, the set of network functions ¢y : R* — R? | with

parameters § = (W, Bo, Wi, B1) € R™*4 x R™ x R4 xm x R satisfying row by row

(O, B8/ R, = 0 i€ [Lm], and [V, B5)], < 3, ke[1,d], (21)
where |.|,, |.|, and |.|__ are respectively the ¢1, {5 and ¢, norms in Euclidian spaces. We simply denote as usual
|.| for the norm on R.

In the sequel, we shall mainly focus on the cases @ = 1 or 2, and d’ = 1 or d. Notice that a network function
p €Ny 1’5; 7, for @ = 2, is C'. We state an elementary Lemma about the growth and Lipschitz properties on
network functions in theses classes.


https://github.com/MaxGermain/MultistepBSDE

Lemma 2.1. (1) Let ¢ € dlgg/ Then

6@, < V@) < Vadymas (1,7), 2Rt (22)
[6(2) = 0(a), < VA [é(x) = $(@)|.. < V@ Fle—a'l,, @l R (2:3)

(2) Let ¢ € N; BY Then,

m,1*

|2
lo(2)] < 'y(lJeraX 1, ]), z €RY, (2.4)
Dep(@)l, < VlDyp(a)|., < 247 max (1, %)’ z e R, (25)
|Dyo(z) — Dpp(2)| < 2%|x —a|,, z,r’ € RY (2.6)

o R

Proof. (1) By definition of ¢ = ¢g € dlﬂlj"g,, with parameter 8 = (W, 8o, Wh, 81), the k-th component of the

RY -valued function ¢ is equal to
_ ;w{”(ZWO o+ 5) B weRL ke[Ld]
We deduce that

|¢* ()|

IN

Z|wm[|m| Z\w |+ 1651] + 185

max(|z[,, R Z|W 1OV, Bo/ Rl + 157

IN

< Vdmax(lal,, R Zwv 10V B/ B), + 18] < Vdmas (1,2

)Zw |+ 1851

< \/ﬁmax(l, |P|LZ)|(Wf7ﬂf)|l < Vdymax (1, |3;2),

where we used the fact that |.|, < v/d|.|, in R?, and the condition (2.1I) on #. We get the required growth
condition (2.2) by recalling that |- | < V/d'|-|_ in RY.
On the other hand, since ReLu function is 1-Lipschitz, we have for all z,z’ € R?,

W{“IZI 2! — o]

A

6" (@) — ¢"(2")] <

IN

WEIWLI — 1, < 2D Je -, < Dl -l

>

by Cauchy-Schwarz inequality, and the condition ([2.1)) on 6. This proves the required Lipschitz property (2.3)
for ¢.

(2) By definition of ¢ = ¢y € N ' ”y , with 8§ = Wy, Bo, Wi, 51), we have

m
_ 12
= > Wi
=1

and thus by Cauchy-Schwarz inequality

ol < 23 [laf2 Z| P +1832] +161]

< 2max |a:|2 R?%) Z|W I( Wovﬁo/R)‘Q'i‘ |81

(iwéjwj+ﬂé)+‘2+ﬁ1, z e R, (2.7)
j=1



From the condition (2.1)) on 6, this shows the required quadratic growth condition on . Next, from ([2.7)), we
derive

O, p(a :221/\/1“ Z G B, i=1....d, (2.8)
from which we deduce that

m d
2> VWL |l - 3|+ 163 ]

|Dap(x)] <
i=1 j=1
< 2max(|zl,, R) > W Wil |(W5, B5/R)I,
=1
< 2Vdmax(|z|,, R) Y WL IWiL,I(W, B5 /R,
=1

From the condition (2.1) on 6, this shows the required linear growth condition on D, .
Finally, from (2.8]), and since ReLu function is 1-Lipschitz, we see by Cauchy-Schwarz inequality that for all
z,x’ € RY,

| Dap(@) = Dop(a)] < 2 IWEIIWGLL WG], 2 — o).,

i=1

which ends the proof by using again the condition (2.1]) on 6. O

Remark 2.1. Relation (2 1n Lemma means that any ¢ € (} fj’ 4 is Lipschitz on R? with Lipschitz constant
[¢], < C(d)y/R, for some Constant C(a that depends only on the input dimension d (but not on the number
of neurons). Relation (2.5)) shows in particular that any ¢ € N, j fzf is locally Lipschitz, and

p(z) — p(a’ gl
[@]LYR = Sup | ( ) /( )| < C(d)
z,x' € Ba(R),x#x’ |‘T - |2

Here, By(R) denotes the ball By(R) := {z € R? : |z|, < R}. Moreover, relation (2.6) means that D,¢ is
Lipschitz continuous on R? with Lipschitz constant [D,¢], < C(d)7z. O

We recall the fundamental results of [HSW89]-[HSW90] that justify the use of neural networks as function
approximators.

Universal approximation theorem. The space Ufnozlj\/' 50 & 0.m 1S dense in L?(v), the set of measurable

functions h : R% — R% s.t. [ |h(2)|?v(dz) < oo, for any finite measure v on R%, whenever p is continuous and
non-constant.

This universal approximation theorem does not provide any rate of convergence, nor reveals even in theory
how to achieve a given accuracy for a fixed number of neurons. There are few results in the literature that prove
precise rates of convergence for approximation with deep neural networks, and most of them focus on single
hidden layer. We mention the recent approximation theorem for (locally) Lipschitz continuous functions, which
results from Proposition 6 combined with Proposition 1 (for o = 1) or Section 2.5 (for o = 2), in [Bacl7|, and

motivates the introduction of the set of network functions N ; 75 .

Approximation of Lipschitz continuous functions with finitely many neurons. For any locally Lipchitz
continuous function h : RY — R%  s.t. [h] .z <1, there exists ¢ € Ng;n ’J,, for some v larger than a constant
depending only on d, such that

\//1632 —(x)|? p(dz) < C(d, d’)(n(z)_wrmll)/2 In (%) +vm_da>, (2.9)

with do, = (d+3)/(2d) for « = 1, and d,, = 1/2 for « = 2, and where C(d,d’) is a constant that depends only
ond,d, and p is a probability measure on R%.




2.2 Existing schemes

We recall recent machine learning schemes that will serve as benchmarks for our new scheme described in the
next section. All these schemes rely on Backward Stochastic Differential Equation (BSDE) representation of
the solution to the PDE, and differ according to the formulation of the time discretization of the BSDE

For this purpose, let us introduce the diffusion process X in R? associated to the linear part of the differential
operator in the PDE (1.1f), namely:

t t
X=Xy —I—/ w(s, Xs)ds —|—/ o(s, Xs)dW,, 0<t<T, (2.10)
0 0

where W is a d-dimensional standard Brownian motion on some probability space (2, F,P) equipped with a
filtration F = (F})¢, and Aj is an Fp-measurable random variable valued in R?. Recall from |[PP90| that the
solution u to the PDE (1.1) admits a probabilistic representation in terms of the BSDE:

T T
Y; = g(Xr) 7/ F(s, Xy, Yy, Z,)ds 7/ ZodW,, 0<t<T, (2.11)
t t

via the Feynman-Kac formula Y; = u(t, X;), 0 <t < T. When u is a smooth function, this BSDE representation
is directly obtained by Itd’s formula applied to u(t, X;), and we have Z; = o(t, X;)"Dyu(t, X;), 0 <t <T.

Let 7 be a subdivision {tp = 0 < t; < --- < ty = T} with modulus |7| := sup; At;, At; = ti41 — b,
satisfying |7| = O (%), and consider the Euler-Maruyama discretization (X;)i—o,...,n defined by

N
i—1 i—1
Xi=Xo+ ) ulty, Xj)At; + Y olty, X;) AW,
=0 =0

where AW; :=W;, ., —W;,,j=0,..., N. When the diffusion process X cannot be directly simulated, we shall
rely on the simulated paths of (X;); that act as training data in the setting of machine learning, and thus our
training set can be chosen as large as desired.

The time discretization of the BSDE ([2.11)) can be written in backward induction as

Y[ = Y7 — f(ti, Xy, YT, Z5) At — ZF AW, i =0,..., N — 1, (2.12)
which also reads as conditional expectation formulae
Yr = Efvr, - f(tz,Xi,Yf,ZgT)Ati}
S e (2.13)
zr = E T;YZ.H], i=0,...,N—1,

where E; denotes the conditional expectation w.r.t. F;,. Alternatively, by iterating relations (2.12)) together
with the terminal relation YJ = g(Xx), we have

N-1
= g(Xn) = > [ft, X, Y], Z])At; + Z7.AW;], i=0,...,N —1. (2.14)

J=t

Y

K2

e Deep BSDE scheme [HJE17].

The idea of the method is to treat the backward equation as a forward equation by approximating the
initial condition Yy and the Z component at each time by networks functions of the X process, so as to match
the terminal condition. More precisely, the problem is to minimize over network functions Uy : R¢ — R, and
sequences of network functions Z = (2;);, Z; : RY = R? i =0,..., N — 1, the global quadratic loss function
2

)

Jo(Uo, Z) = E‘Yk,’"’z —g(Xy)

where (Yiuo’z)i is defined by forward induction as

Yizfl’z = VP 4 f(ti, Xi, YYOF  Z,(X0)) AL + Z4(X,).AW;,  i=0,...,N —1,

starting from YOMO’Z = Uy(Xp). The output of this scheme, for the solution (Z/A{o, 2) to this global minimization
problem, provides an approximation Z/Alo of the solution u(0,.) to the PDE at time 0, and approximations YZ-UO’Z
of the solution to the PDE (L.1)) at times ¢; evaluated at X,, i.e., of Yz, = u(t;, X,), ¢ = 0,...,N.

e Deep Backward Dynamic Programming (DBDP) [HPW20|.

The method relies on the backward dynamic programming relation (2.12)) arising from the time discretization
of the BSDE, and learns simultaneously at each time step ¢; the pair (Y;,, Z;,) with neural networks trained
with the forward process X and the Brownian motion W. The scheme has two versions:



1. DBDPI. Starting from Z:l\](\,l) = g, proceed by backward induction for ¢ = N —1,...,0, by minimizing over
network functions i; : R — R, and Z; : R — R¢ the local quadratic loss function

~ 2
TPV WU, 23) = BIULD (Xir) —Ui(X0) — F(tiy XanUs(X3), Zi(X0) AL — Z4(X:).AW;|

and update (Z/A[i(l), ZAi(l)) as the solution to this local minimization problem.

2. DBDP2. Starting from u ](\? ) = g, proceed by backward induction for ¢ = N —1,...,0, by minimizing over
C' network functions U; : R — R the local quadratic loss function

TP ) = BUD, (Xis1) — Us(Xs) — F(ta, Xo,Ui(X2), 0 (83, X3) T Doy (X)) At
2
— DU (X;)To(ti, X)) AW;|

)

where D,U; is the automatic differentiation of the network function ;. Update Z}Z@ as the solution to

this local minimization problem, and set ZAZ-(Q) = o7 (t;, .)Dl.l/{l@).
The output of DBDP provides an approximation (Z]M Z:) of the solution u(t;, .) and its gradient o7 (¢;, .) Dyu(t;, .)
to the PDE (1.1)) at times ¢;, ¢ = 0,..., N — 1. The approximation error has been analyzed in [HPW20].
Remark 2.2. A regression-based machine learning scheme in the spirit of regression-based Monte-Carlo meth-
ods (|[BT04], [GLWO5]) for approximating condition expectations in the time discretization (2.13)) of the BSDE,
can be formulated as follows: starting from Uy = g, proceed by backward induction for ¢ = N —1,...,0, in
two regression problems:
(a) Minimize over network functions Z; : R — R?

r AW; ~ 2
I (2) = E’ﬁui-&-l(Xi-f—l) - Zi(X3)

and update Z as the solution to this minimization problem

(b) Minimize over network functions ¢/; : R — R

2

o~

TPV (Us) = Uy (Xip1) — Us(X3) — F(t, Xo, Ui(X0), Zi(X0)) At

and update Z/Ali as the solution to this minimization problem.

Compared to these regression-based schemes, the DBDP scheme approximates simultaneously the pair compo-
nent (Y, Z) via the minimization of the loss functions J;Bl)(ui, Z;) (or JL.(BQ)(UZ-) for the second version), i =
N —1,...,0. One advantage of this latter approach is that the accuracy of the DBDP scheme can be tested
when computing at each time step the infimum of loss function, which should be equal to zero for the exact
solution (up to the time discretization). In contrast, the infimum of the loss functions in the regression-based
schemes is not known for the exact solution as it corresponds in theory to the residual of L?-projection, and
thus the accuracy of the scheme cannot be tested directly in-sample. O

e Deep Splitting (DS) scheme |Bec+19|.
This method also proceeds by backward induction as follows:

- Minimize over C! network functions Uy : R — R the terminal loss function

T3 Un) = Elg(Xn) — Un(Xn)|

and denote by Z:ZN as the solution to this minimization problem. If g is C'!, we can choose directly Z]N =
g.

- Fori= N —1,...,0, minimize over C' network functions ¥; : R — R the loss function

JP (U;)

~ —~ 2
= EU1 (Xip1) = Us(X;) — [ty Xivr, Uip1(Xig1), 0 (i, Xi) " Dallip1 (X)) AL |, (2.15)

K2

and update LA{l as the solution to this minimization problem. Here D, refers again to the automatic
differentiation operator for network functions.



The DS scheme combines ideas of the DBDP2 and regression-based schemes where the current regression-
approximation on Z is replaced by the automatic differentiation of the network function computed at the
previous step. The current approximation of Y is then computed by a regression network-based scheme. In
Section [ we shall analyze the approximation error of the DS scheme, i.e., a bound for the difference between
L{i and U(ti7.)7 = 0,...,N71.

2.3 Deep backward multi-step scheme (MDBDP)

The starting point of the Multi-step Deep Backward Dynamic Programming (MDBDP) scheme is the iterated
representation (2.14)) for the time discretization of the BSDE. This backward scheme is described as follows: for
i=N—1,. 0 minimize over network functions /; : R — R, and Z; : R — R the loss function

N—-1
TME Uy, 2:) = E‘g (Xn) — Z Flt, X5, Ui (X)), Z5(X;) At — > Z5(X;).AW;
J=i+1 Jj=i1+1

(2.16)

and update (Z;{\i,é/,’\i) as the solution to this minimization problem. This output provides an approximation
(Z/Al,», ZAl) of the solution u(t;,.) to the PDE at times t;, ¢ = 0,..., N — 1. This approximation error will be
analyzed in Section [

MDBDP is a machine learning version of the Multi-step Forward Dynamic Programming method studied by
IBDO7] and |[GT14]. Instead of solving at each time step two regression problems, our approach allows to consider
only a single minimization as in the DBDP scheme. Compared to the latter, the multi-step consideration is
expected to provide better accuracy by reducing the propagation of errors in the backward induction.

In the numerical implementation, the expectation defining the loss function J2 in is replaced by an
empirical average leading to the so-called generalization (or estimation) error, largely studied in the statistical
community, see [Gy02|, and more recently [Hur+18|, [BJK19| and the references therein. Moreover, recalling the
parametrization (4%, Z9) of neural network functions in N/ 4,1,0m % NT d.d.0.m» the minimization of the empirical
average is amenable to stochastic gradient descent (SGD) extenswely used in machine learning. More precisely,
given a fixed time step ¢ = N —1,...,0, at each iteration of the SGD, we pick a sample (XF,AW});—; _ n
of the Euler process and increment of Brownian motion (X;, AW;);, k = 1,..., K, of mini-batch size K, and
consider the empirical loss function:

K N-1
z\ Y X O.E XA - Y () A
k=1 j=i+1 Jj=i+1

2
= UP(XE) = [t XEUO(XP), 22(XP)) Aty — Z0(XF).AWE|, (2.17)

7

where Z)j = L{jej, ZAj = Z;)j, and éj is the resulting parameter from the SGD obtained at dates j =i+1,..., N—1.
In practice, the number of iterations for SGD at the initial backward induction time N — 1 should be large
enough so as to learn accurately the value function u(ty_1,.) and its gradient D u(tn_1,.) via Uov-1 and
Z9v-1_ However, it is then expected (by continuity in time of the value function) that (Z/A{j, ZAJ) does not vary a
lot from j = i+ 1 to ¢, which means that at time ¢, one can design the SGD with initialization parameter equal
to the resulting parameter from the previous SGD at time 7 + 1, and then use few iterations to obtain accurate
values of U; and Z;. This observation allows to reduce significantly the computational time in (M)DBDP scheme
when applying sequentially N SGD. The stochastic gradient descent algorithm for computing an approximate
minimizer of the loss function induces the so-called optimization error, which has been extensively studied in the
stochastic algorithm and machine learning communities, see [BM], [BF11|, [CB18§|, and more recently [BJK19],
and the references therein.

Remark 2.3. The MDBDP requires at each time step ¢ to keep in memory the previously computed network
functions U;, and Z;, j =i+ 1,..., N, and to sample the process X from j until the terminal time N. This
is computationally expensive, especially when the horizon T', and so the number N of time steps is very large.
To overcome this issue in practice, one can split the time interval [0,7] in two, apply the DBDP scheme on
the interval [T'/2,T], which yields an approximation QN /2 of the value function at time T'/2, and then use the

MDBDP scheme on [0, T/2] starting from the terminal condition 2/ N2 O



Algorithm 1: MDBDP scheme.

Data: Initial parameter éN. A sequence of number of iterations (5;);=o,... N—1
for i=N-1,...,0do
Initial parameter 0; < éi+1
Set s =1
while s < S; do
Pick a sample of (X;, AW}),=;, ...~ of mini-batch size K
Compute the gradient VJZ () of JX(6) defined in
Update 0; + 0; — nVJX(6;) with 7 learning rate
s+ s+1
end

~

Return él <~ 0;, Z:I\Z = Ué"', Z; = 20 /* Update parameter, function and derivative */
end

3 Extension to fully non linear PDEs: second order deep backward
multistep scheme

In this section, we consider fully nonlinear PDEs in the form , and discuss how the MDBDP scheme can
be extended for their numerical resolution in this more challenging case. Since the function F' contains the
dependence both on the gradient D,u and the Hessian D?u, we can shift the linear differential operator (left
hand side) of the PDE into the function F'. However, in practice, this linear differential operator associated
to a diffusion process X is used for training simulations in SGD of machine learning schemes. While the choice
of v does not really matter, the choice of ¢ is more delicate, and can be viewed as a parameter for state space
exploration. In the sequel, we assume w.l.o.g. that 4 = 0, and o is a constant invertible matrix.

Assuming that the solution u to the PDE is smooth C?, and denoting by (Y, Z,T') the triple of F-adapted
processes valued in R x R% x S?, defined by

Y; = u(t,Xy), Z; = Dyu(t,X;), Ty = D2u(t,&;), 0<t<T,

a direct application of 1t6’s formula to u(t, Xy), yields that (Y, Z,T') satisfies the backward equation
T T
Y: = g(X7) —/ F(s,Xs,Ys, Zs, s )ds — / Zlo(s, Xs)dWs, 0<t<T. (3.1)
t t

Compared to the case of semi-linear PDE, the key point is the approximation/learning of the Hessian
matrix D2?u, hence of the I'-component of the BSDE . A basic idea in line of the schemes described in the
previous section would consist in approximating the solution w and its gradient D,u by network functions U
and Z, and then Hessian D?u by the automatic differentiation D, Z of the network function Z, by a learning
approach relying on the time discretization of the BSDE (3.1). It turns out that such method approximates
poorly I' inducing instability of the scheme: indeed, while the unique pair solution (Y, Z) to the BSDE (2.11)
completely characterizes the solution to the semi-linear PDE and its gradient, the relation does not allow
to characterize directly the triple (Y, Z,T"). Instead, we need a suitable probabilistic representation of the
[-component for learning accurately the Hessian function DZu.

We start from the training simulations of the forward (X;); on the grid 7 = {¢;,4 =0,..., N}, and assume
for simplicity that the grid is uniform, i.e., t; = i|x|, |x| = T/N. Notice that X; = X;,, and is equal to

Xi= Xo+o0W,, i=0,...,N.

The approximation of the value function w and its gradient D,u is learnt simultaneously on the grid 7 as
described in the previous section but requires in addition a preliminary approximation of the Hessian D2u in
the fully non linear case. This will be performed by regression-based machine learning scheme on a subgrid 7« C
7, which allows to reduce the computational time of the algorithm. We propose three versions of second order
MDBDP based on different representations of the Hessian function, and assuming that g is smooth C?. For the
second and the third one, we need to introduce a subgrid # = {tz¢,£ = 0,...,N} C 7, of modulus || = &|x],
for some & € N*, with N = &N.

1. Following the methodology introduced in [PWG19|, the current I'-component at step ¢ can be estimated
by automatic differentiation of the Z-component at the previous step while the other I'-components are
estimated by automatic differentiation of their associated Z-components:

I, ~ DIZiJrl, F]‘ ~ Dsz, 7> .
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2. The time discretization of (3.1]) on the grid #, where (Y7, Z7,I'7) denotes an approximation of the triple
(’U,(t,%g, Xiae)y Doultae, Xze), D2u(tze, X,%g)), ¢=0,...,N, leads to the standard representation formula for

the Z component (see (2.13)):

75 = IEM[}QLHH, 0=0,...,N—1,
(recall that Ez, denotes the conditional expectation w.r.t. Fy,,), with the Malliavin weight of order one:

1AW, AW, = W,

R(L+1)

— Wi,
By direct differentiation, we then obtain an approximation of the I'-component as
7 ~ Eq [Dzu(t,%(g+1), X%(M))ﬁ}] .
Moreover, by introducing the antithetic variable
X%(é-&-l) = Xpo — cAW,
we then propose the following regression estimator of D2u on the grid # with

{f(l)(tkN7XkN) = ng(XkN)

F(l)(t,%g, Xz) = Ep |:Dzu(t%(2+l)7X:%(£+1));Dzu(t%(£+l)7Xl%(f+1))E[eli| . 0=0,...

N —1.

3. Alternatively, the time discretization of (3.1)) on 7 yields the iterated conditional expectation relation:
N-1

}/Zﬂ' = Eze |:g(X,QN) - ‘ﬁ-| Z F(tkm7X&m7Y£7 Z;ur:rn)}7 (= 0,..., N7
m={

By (double) integration by parts, and using Malliavin weights on the Gaussian vector X, we obtain a
multi-step approximation of the I'-component as

N—-1
F? ~ Eze g(X,%N)ﬁ?N - |ﬁ-| Z F(tRm7Xl%m’Y£7Zﬁzvrﬁm)ﬁzm]a é:O,,,,,N7

m=¢+1
where
. LAWPAWYT — (m = 0|7, s
2 T\—1 4 4 1 mo,__
Hé,m - (0 ) (m — €)2|7AT|2 g AW@ = Wi, = Wi,
By introducing again the antithetic variables
X;@mz X,%g—O'AWZn, m:€—|—1,...,N,
we then propose another regression estimator of D2u on the grid # with
A 9(X5) +9(Xon) 5
PO (g, Xie) = Bp| T T2
i N~
- 7 (F(tf%ma Xf%ma u(t/%m; Xr%m); Dwu(tfwna Xfwn)a 1—\(2) (tfwna Xﬁwn))
m=~+1

+ F(tf%mv Xfima u(tf%mv Xfim)v Dxu(tl%ma Xﬁ;m)a f(2) (tﬁcmu X}%m))
- 2F(tf-c£aXkZaU(tkEaXk£)7Dxu(tkhde)af(z)(tk&Xk(Z)))Hez,m]a
for ¢ =0,...,N —1, and f‘(Q)(t,%N,X&N) = D?g(X, ). The correction term —2F evaluated at time tz¢
in f‘(2)(t;d, Xi¢) does not add bias since
Eze {F(tke,Xf@e,U(tke,XM),Dxu(tke,Xﬁ;z)vf@)(tu,Xf@z))ng,m} = 0,
forallm=/¢+1,... ,N — 1, and by Taylor expansion of F' at second order, we see that it allows together

with the antithetic variable to control the variance when the time step goes to zero. Similar idea was used
in [Warlg|.
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Remark 3.1. In the case where the function g has some regularity propelty, one can avoid the integra-
tion by parts at the terminal data component in the above expression of I'®. For example, when ¢ is C?,

MH?N is alternatively replaced in I'® expression by (Dg(X.x) — DQ(X,%N))HgN’ while when it
is C? it is replaced by D?g(X, ). O

We can now describe the three versions of second order MDBDP schemes for the numerical resolution of the
fully nonlinear PDE (1.2).

Algorithm 2: Second order Explicit Multi-step DBDP (2EMDBDP)

fori=N-1,...,0do

If i = N — 1, update fl = D?g, otherwise fz = DmZAZ-H, fj = DxZAj, jei+1,N—1], /* Update
Hessian */

Minimize over network functions ¢ : R — R, and Z : R? — R? the loss function at time ¢;:

N-—1
JMB (. Z) = - Z (b, X5 U, (X)), Z5(X,), T5(X50) = S Z5(X,)T0AW,
—it+

Jj=i+1 =i

= UX) = || F (s, Xi, UXG), Z2(X0), Di (X)) — Z(X0)T

Update (;, Z;) as the solution to this minimization problem  /* Update the function and its
derivative */

end

Algorithm 3: Second order Multi-step DBDP (2MDBDP)

for ¢ = N,...,O do
If £ = N, update I'; = D2g, otherwise minimize over network functions I' : R? — S? the loss function

Zaer1)(Xa@r1) — Zaer1)s Xk(€+1))ljl1 2
2 £

TM(D) = ED(Xze) -

Update I'; the solution to this minimization problem /* Update Hessian */
fork=%k-1,...,0do
Minimize over network functions &/ : R? — R, and Z : R — R the loss function at time ¢;, i =
-1k +k:

JMBY, 2) = wz (t7, X, Uj (X;), Z;(X;), De(X;)) — Zi(X,) o AW,
Jj=i1+1 Jj=i+1

- U(Xl) — |7T|F(ti, Xi,U(Xi), Z(XZ'), F((Xi)) - Z(Xi)TO'AWi

Update (ZZ, Z) as the solution to this minimization problem /* Update the function and
its derivative */

end
end
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Algorithm 4: Second order Multi-step Malliavin DBDP (2M2DBDP)

for (=N ,0do
Ifé= N update Fz D?2g, otherwise minimize over network functions I : R? — S¢ the loss function

D29(X;gN) + ng(Xﬁ;N)

2
R
m={+1
NP - . . 2
- 2F(tké;X»%évuf%é(X»%é)aZkZ(XM)vFZ(XM)))HKQ,m‘ .
Update fg the solution to this minimization problem /* Update Hessian */

fork=%k-1,...,0do

Minimize over network functions &/ : R? — R, and Z : R — R the loss function at time ¢;, i =
(£—1)k+ k:
JMEU, 2) = — |7 Z (6, X5, U5 (X5), Z5(X,), Te(X) = D Z5(X,)T0 AW,
Jj=i1+1 Jj=i+1
— UXy) — || F (i, Xi, U(X0), 2(X5), To(X0)) — Z(X,)T
Update (LA{Z, 21) as the solution to this minimization problem /* Update the function and
its derivative */
end
end

The above proposed schemes are in backward iteration, and involve one optimization at each step. Moreover,

as the computation of I" requires a further derivation for Algorithms [3]and [4] we may expect that the additional

propagation error varies according to =l — and thus the convergence of the scheme when & is large. We

7] ;«n
postpone the convergence analysis of second order MDBDP for further investigation. In the numerical imple-
mentation, as detailed in Algorithm |1} the expectation in the loss functions JZI’M (resp. Jf M) and JMB are
replaced by empirical average and the minimization over network functions is performed by stochastic gradient
descent.

4 Convergence analysis in the semilinear case

This section is devoted to the approximation error analysis and rate of convergence of the deep backward
multistep (MDBDP) and deep splitting (DS) schemes described in Section

We make the following standard assumptions on the coefficients of the forward-backward equation associated
to semilinear PDE (1.1]).

Assumption 4.1. (i) X, is square-integrable: Xy € L*(Fy,R9).
(ii) The functions p and o are Lipschitz in x € R?, uniformly in t € [0,T].

(iii) The generator function f is 1/2-Hélder continuous in time and Lipschitz continuous in all other variables:
3 [f], > 0 such that for all (t,z,y,2) and (t',2',y',2') € [0,T] x R¢ x R x R%,

|f(t,:v,y,z) - f(tlvxlay/azl)‘ S [f]L (|t - t/‘l/z + |$ - $/|2 + |y - y/‘ + |Z - Z/|2)'
Moreover,

sup |f(¢,0,0,0)] < oc.
t€[0,7)

(iv) The function g satisfies a linear growth condition.

13



Assumption guarantees the existence and uniqueness of an adapted solution (X,Y, Z) to the forward-

backward equation (2.10])-(2.11]), satisfying

T
E{ sup X2 + sup |Yt\2 / |Zt\2dt} < 0.
0<t< 0

Given the time grid 7 = {t; : i = 0,..., N}, let us introduce the so-called L2-regularity of Z:

N-1 ;44 B B 1 tit1
Z(r) = E[Z/ 2, — 74,2 ] with Z,, = EEZ{/ tht]
i=0 Yti i t;

Since Z is a L2-projection of Z, we know that £Z(7) converges to zero when |7| goes to zero. Moreover, as
shown in |Zha04], when the terminal condition g is also Lipschitz, we have

e (m) = O(|nl).

Here, the standard notation O(|7|) means that limsup,|_,q |7|7tO(|7]) < oo.

4.1 Convergence of the MDBDP scheme

We fix a class of functions N and N’ for the approximations of the value function and its gradient, and recall
that (U;, Z;) denotes the output of the MDBDP scheme at times ¢;, i =0, ..., N, resulting from the minimization
of the loss function in ([2.16]). The class N is typically the class of neural networks A rZ 1,6,m» Or more specifically

1 . 1
N df:l’lf, while the class N7 may be the class of neural networks N7, , . or N} ’%’5‘.

Let us define (implicitly) the process

L N-1
Vi o= B[g00n) + £ (6 X0 Vi Zo) A+ S0 (1, X5, 05(X5), 25(%5) A,

j=i+1 AWA (41)
7 - (G)AW, b _
7 El[g x + Z £, X5.U5(X5), Z5(X5) =~ A } =0,...,N,

j=i+1

and notice by the Markov property of the discretized forward process (X;); that
V% = Ui(Xi), Zz = 2(X1), ’L':O,...,]\f7
for some deterministic functions v;, z;. Let us then introduce

. 2 PR ~ 2
Eg = L}gﬁ/'E’vZ(Xl)_u(Xl” s g; = Zlélj{.//]E‘Zl(Xz)_Z(Xl” s

2

for i = 0,...,N — 1, which represent the L2-approximation errors of the functions v;, z; in the class of neural
networks A and N”.

Theorem 4.1 (Approximation error of MDPBD). Under Assumption there exists a constant C > 0
(depending only on the data of the problem p, o, f,g,d,T) such that

N 2 Pyt = 2
ElY; —U;(X;)| +E / Zs — Zi(X; d
et ofE [ 2ot

N-1
< C(E\g(XT)—g(XNM +lrl + 2 (m) + Y (e + Atge? ) (4.2)
7=0

Remark 4.1. The upper bound in for the approximation error of the MDBDP consists of four terms.
The first three terms correspond to the time discretization of BSDE, similarly as in [Zha04], |BT04], [GLWO05],
namely (i) the strong approximation of the terminal condition (depending on the forward scheme and the
terminal data ¢), and converging to zero, as |7| goes to zero, with a rate |w| when g is Lipschitz, (ii) the strong
approximation of the forward Euler scheme, and the L?-regularity of Y, which gives a convergence of order |/,
(iii) the L?-regularity of Z. Finally, the last term is the approximation error by the chosen class of functions.
Note that the approximation error Z -0 (E + Atje?) in is better than the one for the DBDP scheme

derived in [HPW20|, with an order ijo (Ne¥ +¢€3). O
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We next study the rate of convergence for the approximation error of the MDBDP scheme, and need to
specify the class of network functions N and A”.

Proposition 4.1 (Rate of convergence of MDBDP). Let Assumptionm hold, and assume that Xy € L*>T9(Fy,R%),
for some § > 0, and g is Lipschitz. Then, for N' = N;%?, and N' = dmg’, we have

N-1

tis R
sup E|Y;, — Us(X) +E[Z/ ' Z(Xz)|j ds}: O(1/N),

1€[0,N] =

for a choice of m, R,~ of order
m = O(N™), R = O(NT*), 5 = O(R),

for any € > 0. Here, the constants in the O(-) term depend only on the data p,o, f,g,d, T, Xp.

Remark 4.2. The rate of convergence in Proposition can be expressed in terms of the number of neurons
m, and says that

(0, Xo) — Uo () \/E\ (0, Xo) — Uo(Xo)|” = O(m~2a+).

This exponent 1/(2d), which is decreasing with the input dimension d, does not overcome in theory the so-
called curse of dimensionality. This is due to the use of the approximation result in [Bac17] for locally Lipschitz
functions with shallow neural networks, and could be probably improved by considering a class of multilayer
neural networks. However, to the best of our knowledge, we could not find in the literature approximation
results providing a rate of convergence for class of network functions that allow in our context to overcome the
curse of dimensionality. O

4.2 Convergence of the DS scheme

We consider an architecture N/ 2% dm | of the neural network for the approximation of the value function at time
t;, and U; € Nj fj? denotes the output of the DS scheme, for ¢ = 0,..., N.

Let us define the process

Vi= E [L?m(XM)+f(thXz-,Ei[ﬁiH(XiH)LEi[a(a,X»TDALZ-H( )]) At (4.3)
fori =0,...,N—1, and Vy = LA{N( ~). By the Markov property of (X;);, we have V; = v;(X;), for some
deterministic functions v; : R* = R, i = 0,. N 1, and we introduce

2

infueNjy,m E|vi(X;) — U(X3)|7, i=0,...,N—1,

m,Ry | _
€ = . 2 ~ 2 .
i lnfUGNj)’f:ng(XN)_H(XN)’ = E|g(XN)—Z/[N(XN)| , 7 = N.
the L?-approximation error of v;, i = 0,...,N — 1, and ¢ in the class of neural networks Ni;f"’

Theorem 4.2 (Approximation error of DS). Let Assumption hold, and assume that Xy € L*(Fy,R?). Then,
there exists a constant C > 0 (depending only on p, o, f,g,d, T, Xy) such that

sup E|Yi, - %(X)[* < C(E|g(Xx) = g(¥r)|” + || + ()
1€[0,N]

2 N-1
+ max [ —5 |17l + e By LN Z e R”) (4.4)
=0

Remark 4.3. We retrieve a similar error as in the analysis of the second version DBDP2 of the deep backward
dynamic programming scheme derived in [HPW20|. Notice that when g is C*, one can choose to initialize the
DS scheme with Uy = g, and the term €E’R”Y is removed in (4.4). O

We next study the rate of convergence for the approximation error of the DS scheme, and make the additional
Lipschitz assumptions on f and g.
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Assumption 4.2. (i) The function f,(t,z,y,z) = f(t,z,y,0(t,x)7z) is Lipschitz in z, i.e., there exists a
constant [f,], > 0 such that for allt € [0,T], z € RY, y € R, 2,2' € R,

|f(t,z,y,0(t,2)2) — f(t,z,y,0(t,2)2")| < [fo] |2 — 7],

(ii) g is Lipschitz continuous on RY.

Remark 4.4. The Lipschitz condition in Assumption (i) combined with the Lipschitz property of f,o in
Assumption implies that there exists some constant Ky, such that for all t € [0,7], z,2’ € RY, y,y/ € R,
2,2 € R4,

[f(tz,y,0(t,2)72) — f(t, 2,y o(t,2')2)| < Kpo(lo—a',(L+ [2,) +ly —¢/| + ]2 = 2,).  (4.5)
This is clearly satisfied when o is bounded under Assumption O

Proposition 4.2 (Rate of convergence of DS). Let Assumptions and hold, and assume that Xy €
LA (Fo,RY), for some § > 0. Then, we have

2

sup E }/tz _Z:l\z(Xz) = O(I/N)a
1€[0,N]
for a choice of m, R,~y in the class of networks functions Njﬁf of order

m = O(N*55), R = o), 4 = O(R),
for any € > 0.

Remark 4.5. The rate of convergence in Proposition [£.2] can be expressed in terms of the number of neurons
m, and says that

(0, Xo) — Uo(Xo)||, = O (m~ 5@ +°).

In comparison with the rate obtained in Proposition we see that 1/3(d 4+ 5) < 1/(2d), which means that
the MDBDP has a better rate of convergence than the DS (and DBDP) scheme in terms of the number m of
neurons in shallow networks, whatever the dimension d. O

5 Proof of the main theoretical results
We shall often use some classical inequalities that we recall:

Young inequality. For all (a,b) € R2, 3 > 0,

(1—B)a2+(1—%)b2§ (a+b)?* < (1+6)a2+(1+%)b2.

Discrete Gronwall lemma. Let (uy, vy, hy )y, be positive sequences satistfying for all n € N
Un < (14 hp)tunt1 + v, VneN.

Then, we have for all N € N*
N—1

sup u; < exp ( Z hi> (uN —I—NZ_:lvi).
i i=0

1€[0,N] e

In particular, when h; = BAt;, with 8 > 0, At; = O(1/N), there exists C' independent of N s.t.

N-1
sup u; < C’(uN—FZUi), VN e N*.
i€[0,N] =0
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5.1 Proof of Theorem [4.1]

Let us introduce the processes (V;, Z;); arising from the time discretization of the BSDE (2.11)), and defined by
the implicit backward Euler scheme:

V; = E ‘7i+1+f(tiin"7i’Zi>Ati] (5.1)
Zi = Eq, ‘7i+1AA‘;‘?:|7 ’L':O’_,,7N_17 |

starting from Vi = g(Xx). We recall from |Zha04] (see also [BT04] or [GLWO05|) the time discretization error:

B N-1 ;g
sup E[Y;, —w|2+E[Z/ 12, - Zi| as] < C(Elg(xr) - g(Xn)[ + 17l +%(m)),  (5:2)
1€[0,N] i=0 Yt

for some constant C' depending only on the coefficients satisfying Assumption
Let us introduce the auxiliary process

‘71‘: Ei[g(XN)+Zf(tjvXj’aj(Xj)’é\j(Xj))Atj}7 i=0,...,N, (53)

and notice by the tower property of conditional expectations that we have the recursive relations:

V; = E, [ Viir + £t Xi, Ui (X3), ZAZ-(X,»))AtZ}, i=0,...,N—1. (5.4)

Observe also that ?1 defined in (4.1) satisfies

N AWZ}

Ei:]Ei{Vi-&-l AL i=0,...,N—1. (5.5)

We now decompose the approximation error, for i € [0, N — 1], into

E[Y, - U(X)|" < 4(E[Y;, - Vil + B[V - G|* + E|V; - Vi[* + BV - th(Xy)[*)

= MI} T2+ 3+ T, (5.6)

and analyze each of these contributions terms. In the sequel, C' denotes a generic constant independent of w
that may vary from line to line, and depending only on the coefficients satisfying Assumption [4.1] Notice that
the first contribution term is the time discretization error for BSDE given by (5.2)), and we shall study the three
other terms in the following steps.

Step 1. Fix i € [0, N — 1]. From the definition (4.1) of V; and by the martingale representation theorem, there

exists a square integrable process {ZS, t; < s < T} such that

_ N—-1 R tn R
GOXN) + (b Xi Vi Z) A+ S F(t5, X5,85(X;), Z5(X;)) Aty = Vi+/ Z.dw.,. (5.7)
j=i+1 t;

From the definition (4.1]) of Z, and by Ito isometry, we then have

_ Ei[ [/ Z.ds]

tivy1 —

i

Plugging (5.7)) into (2.16]), we see that the loss function of the MDBDP scheme can be rewritten as

TMBU;, 2;) = ((Xa) + Aty [ f (ti, X, Un(X3), Zi(X4)) — f (i, X, W,Z)}

N-1 tivi . tiv1
+ Y [Tz gl [ 2 - 200
j=i+17t ti
N=1 g4, _ N-1 _
— FMBy,, Z,) HE[Z/ Ajﬁds} + 3 ALE|Z - Zi(X))]5, (5.9)
j=i j=i+1
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where we use (5.8, and

TMEWU;, 2;) =

LX) + AG[F (t, X Ui(X2), Z6(X0)) — F(ti, Xi, Vi, Z4)] ‘2
+ ALE|Z; - Zi(X0)[.
It is clear by Lipschitz continuity of f in Assumption [{.1] that
TMBy,, 2,) < C(IE|V U(X:)|* + AtE| Z; — Z(X)|2). (5.10)

2

On the other hand, by Young inequality with 3 € (0,1), we have
~ = 5
TMEU;, 2:) > (1- BE|V: —Us(X. | + (1 - *)\At PE|f (t:, X, Us(X5), Zi(Xa)) — f(ti, X, Vi Zs)|

+ AtiE|Z - Zi(Xi) |j

> (1- BE[V; -t (xy)|” - Z[QiAtiP(EWi(xi) ~Vi|> + E|2:(X)) fZE)
+ AtiE|?—Z-(X-)\f
> (17(4[f]L )At>E|V Ux)|” + 5 LAtE[Z - 20X, (5.11)

2

where we use the Lipschitz continuity of f in the second inequality, and choose explicitly 8 = 4[f]? At; (for At;
small enough) in the last one. By applying inequality (5.11)) to (U;, Z;) = (U;, Z;), which is a minimizer of J;M5
by (5.9), and combining with ([5.10)), this yields for At; small enough and for all network functions U;, Z;:

E|V; — Ui(X.)|* + AE| Z: - Z(X)[ < C(BIVi —U(X0)|" + ALE|Z; - 2i(x3)[2).

By minimizing over U;, Z; in the right hand side, we get the approximation error by neural networks of the

regressed functions V;, Z
E|V; - U(X)|” + ALE|Z; — Zi(X0)[7 < C(e! + Atie?). (5.12)

Step 2. From the expression of V; and V; in (1)), (5.3), and by Lipschitz continuity of f, we have

E|V; — Vi‘Q = AJE[E; [f(ti,Xi7a¢(Xi)7ZA¢(Xi)) - f(thi,VmZﬂ ’2
< 2[f12|At,[? (E|V U(x,)|> +E|Z: - Ai(Xi)E)
< CAL(eY + Atie?), 1=0,...,N, (5.13)

where we use (5.12)) in the last inequality.

Step 3. From the recursive expressions of V;, V; in (5.1), (5.4), and by applying Young, Cauchy-Schwarz in-
equalities, together with the Lipschitz continuity of f, we get for 8 € (0,1):

<j I

V! < (1+6)E]Ei[vi+l*Vi+1]’2+2[f]2< )|At| ( Vi — | +E|Z; - Z(X)L)

IN

(1+B)E

_ N 2 _ N =

L 2

+ 2012 (L+ ) |AtI? (3EIV: = ViP + 3BV (X0 + 28| Z: - (X))

2 |12 -
< 1+ PB)EE;[Vig1 — Vz‘+1] ’2 +(1+ ﬂ)%rm(?’mvz —Vi?+ 2E|Z; — Zl|j)
1 2
+ Clf? (1 + B)Ati(ﬁf + Atief), (5.14)

where we use (5.12) and (5.13) in the last inequality. Moreover, by (5.1]) and (5.5)), we have
At (Z; — Z) = E; {AWi (Vigr — ViJrl)}

= E; {AWZ- (Vi+1 - ‘}}+1 —E; [Vz‘+1 - ‘772+1])]7

18



and thus by Cauchy-Schwarz inequality
AtLE|Z; —ZE < d(EWiH - Vi+1|2
Plugging into (5.14)), and choosing 8 = 4d[f]? At;, gives
(1= CALE|V; = Vi]* < (14 CALE|Vipy — Vi |* + (14 CAL) (¥ + Atye?)

— BB [Vig1 — Viga] (2) (5.15)

By discrete Gronwall lemma, and recalling that Viy = Vi (= g(Xx)), we then obtain

-1

E|V; — V <C + At; 5.16
LR W 19

The required bound for the approximation error on Y follows by plugging (5.2 , (5.12), (5.13)), and (5.16) into
(-6).-

Step 4. We decompose the approximation error for the Z component into three terms

N-1 tit1 . 9
E[;/t |2, — Z(X,)|’ ds} (5.17)

2

- ti = = ~
<3 gl [z, - z]? ds + ALE|Z — Z,)F + ALE|Z; — Zi(X)|7).
t 2 2

i

By summing the inequality (5.15) (recalling that Vy = VN), and using ([5.14)), we have for 5 € (0,1)

N-1 _
> ALE|Z - Zi|
i=0
- 2
< d ( *EUE [Vig1 — Vz‘+1” )
=0
N—1 2 1 9 5 _ ~ g =2
< d ( Vig1 — Vz‘+1]‘ —+ (1 + B) (2[f]L|Afi| )(3]E|Vz‘ - Vil +2E|Zi _Zi|2)
+ CUP O+ B)Ati(sf +ALeE))
N—-1 2At

2 3 A C .
<1 (T A Vo = Vo) + GBIV = VI + et + 5t
1
+ 5 Z ALE|Z; - 2], (5.18)

=0

by choosing explicitely § = % = O(At) for At; small enough. Plugging (5.2), (5.12)), (5.16), and

(5.18) (using Jensen inequality) into , this proves the required bound for the approximation error on Z,
and completes the proof. (I

5.2 Proof of Proposition

In the sequel, C' denotes a generic constant independent of |7|,~y, R, m, possible depending on the coefficients
u, 0, f,9,T, Xo, that may vary from line to line. We write sometimes the constant C(d) to stress the dependence
on d.

Step 1. Fix i € [0, N — 1]. Let us show that the functions v;, z; defined in (4.1]) are Lipschitz. For z € RY, we
define by induction the processes X7, j=1,...,N,

X;-c_i_l = XJI —|—/J(t],X;)At] —‘rO’(tj,X;-c)AWj, ]: i,...,N— 1, )(Zz = T,

so that
vil@) = E[g(XE) + [(ti,,vil2), 5(w) Aty + Z P (5, X3, 05(X5), 25(X0) At
N1 j=ird (5.19)
At; 5i(z) = E{g(Xﬁ,)AWi+ 3 f(tj,X;”,LA{j(Xf),ZAj(Xf))AWiAtj].
j=i+1
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From the Lipschitz condition on ¢ in Assumption[d.2] on f in Assumption[L.1] and by Cauchy-Schwarz inequality,
we then have for all z, 2’ € R?,

AtifZi(2) - H()]
o VAAG||IXE — XK,
N-1
JVadt 301X = X5 N+ [[8(x5) = T (X, + [125(x5) = Z5(x5)

j=i+1

Jat,

where || X||,, = (E|X|??) % denotes the L2P- norm, p > 1. Now, by the Lipschitz property (2.3| ofu € Ndl’%R
and Z; € /\/'dl’% we have

m,d’

~

;x5 =X, + 12X - 25X, < C@E X7 =X .. (5.20)

2

From the standard estimate || X7 — Xj‘-‘/H2 < Clx—2'|,,j =1,...,N, it follows that
AtilZi(z) — 52| < C(d)\/Ati(l + %) iz —2'|,, za R (5.21)

Back to (5.19)), we have similarly

[vi(@) = vil@) < (g XK = XK [, + At[f], (Jo = 2|, + os(z) — vi(@)] + |Zi(@) - Z(2")])
N-1

U S [IXE = X3+ 00 - T, + 12506 - Z50x3)], ] Ay,
j=i+1
and so for At; small enough, and by using , :
vi(z) = vi(2')] < CAti (o — 2|, +|Zi(z) — Z(x')l)
+ ClIxg x5+ (1+ ) > I At
Jj=i+1
< C(d)(1+ R)\x—x ,, =z, €R% (5.22)

On the other hand, back to the expression (5.19)), and from the linear growth conditions on f, g, together
with Cauchy-Schwarz inequality, we have

N-1

AtfE@)] < OVRR[LHIXEL + X (LHIXEL + (@], + 2], ) A
j=i+1
N-1
< ClapVaE 1+ X5+ Y (1+1X71.)A8]
j=it1
< C(d)yv/At(1+|zl,), z€RY
from the growth condition (2.2) on Uf; € Nl’%’ R Z e ./\/jﬁd, and the standard estimate || X7],, < C(1+ |z],).
We then get similarly for v;:
[0i@)| < C[1+ X%, + At (14 1XT1, + Juil@)| + |5 ()]
N-1 R R
+ > (XL + D], + 1B, ) A,
j=it1
and so for At; small enough
lvi(z)] < C(d)y(1+ |z],), xeR™ (5.23)

Step 2. From the approximation result in (2.9) for Lipschitz functions, localization of X; on B2(R) = {z €

4. |z|, < R}, Holder inequality, and Bienaymé-Chebyshev inequality, the approximation error of v;, i =
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0,...,N —1, by the class of networks N;’ﬁﬁ’, is bounded by

\/g - ueigfﬁ’ff X9 7M(Xi)”2

~

= u inlthﬁ (vi(Xi) _U(Xi))lxiEBz(R)Hz T H(UZ(XZ) - i(Xi))lxxnzzR
ENGT )
< C([vi]L,R (ﬁ) e log <[Uzﬁ R) 4 'ym*%)

+mmwm+mmeMM
Rp ’

(5.24)

for any § > 0, and p > 1. Now, from the growth condition (2.2)) for any function in d m 1, and the growth

condition 7 we have
j& X, + [eXoll, < C@pn(1+1X.)

Recalling the standard estimate ||X1||2 < C(1+ [| &y, ) z' = O .., N, we then have for R large enough, v/R
= O(1), and using the fact that [v;], , < C(d)y/R from

o\ 2 1
eV < C(d, Xo,p){ (R—Q/(d“) log(R) + Rm—%) + W}’ (5.25)

for some constant C(d, Xy, p) independent of N, R, m, and this holds for any p > 1. Similarly, we obtain the
bound for the approximation error of Z;, i = 0, ..., N—1, for v/R = O(1), by using now the fact that /At;[Z], .

< C(d)y/R from (5.21)):
At < O(VaRlEL (=) tog () + 9v/BEm )

P (Zil,.n
At (|G XK. + [ACD],,) 1G]
R
< O(d, X, p {(R\/At )~2/@HD) Jog(Ry/At;) + Ry/Atim™ ?f)er%}. (5.26)

Plugging estimates into (£.2)), and recalling that E|g(X7)—g(Xn)[* + & (r) = O(|n|) = O(1/N)
when ¢ is Lipschitz, the approxunatlon error in (Y, Z) is bounded by

sup E|Y;, — | —HE z:/l+1 )| ds}

1€[0,N]

+3

< C(d, Xy, p) {N + N (R 1og(R) + Rm_W)2 + %}

for any p > 1. Therefore, to achieve a rate of convergence of order 1/N for the left hand side of the above
inequality, it suffices to choose R and m s.t.

NR-@Dlog(R)? = O(1/N), and  NEm~*F = O(1/N),

hence for example with R = O(N%"’E), and m = O(N92), for any € > 0, and then take p = (d+3)/(d+1)
so that N/R?’=2 = O(1/N). O

5.3 Proof of Theorem [4.2]
Let us introduce the ezplicit backward Euler scheme of the BSDE (2.11)):

Vir + RWANNY 5om
Zi = EVin Q%] i=0.. N1,

starting from Vy = g(Xy), and which is also known to converge with the same time discretization error ([5.2)
than the implicit backward scheme.
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We decompose the approximation error into three terms:
E[Y:, —Ui(X0)|* < 3(E[Y, - Vi|” +E|Vi - Vil” + E|V; - di(X)[*). (5.28)

The first term is the classical time discretization error, and the rest of the proof is devoted to the analysis of
the second and third terms.
Step 1. Fix i € [0, N — 1]. By definition of V; in (4.3) and the martingale representation theorem, there exists

a square integrable process {25, t; < s <t;y1} such that

~ ~ ~ tivr
Uit (Xig1) + f(ti, Xi, Bi[Ui1 (Xiv1) | B [0 (i, X)) " Daldip1 (Xig1)] ) Aty = V; +/ Zs dW,.
t

i

It follows that the quadratic loss function of the DS scheme in (2.15]) can be written as

JEU;) = E Z)i+1(Xl+1) Ui(X;) + f(tuXz+1auz+1(Xi+1)aU(ti7Xi)TDmZ:l\i+1(Xi+1))
- Jﬁ(ui)ﬂa[/:l 12, |2ds} (5.29)
where
TP Uy) = H(Xi) + Af;

with  Af; == f(tiaXi+172:{\i+1(Xi+1)7U(tini)Tsz:{\iJrl(XiJrl))

- f(tiaXz'7Ei[ﬁi+1(Xi+1)];Ei[a(ti7Xi)TDxai+1(Xi+1)])'
A direct application of Young inequality in the form (a + b)? > %a2 — b2 leads to

~ 1

T3 ) +1AGPE[AR] = SE|V -t X[ (5.30)
On the other hand, by Lipschitz continuity of f, we have

TS (U + | AGPEIASP < 2B|V; — Ui(X,)|” + 3|AtPE|A S|
< 2E|V; —Us(X:)|* + 9| AL PP E|Xi 1 — X,

~ —~ 2
+ AL P EUipr (Xig1) — EilUhit1 (Xig1))]

~ —~ 2
+ 9|Atl|2[f]iE U(ti,Xi)TDmui+1(Xi+1) — El [a(ti,Xi)TDmZ/{iH(XiH)]

2

< 2E|V; — Us(X,) | + 9 AL P[P E|X 1 — X

—~ —~ 2
+ AL P EUipr(Xig1) — Uis1(X5)

+ 9|Ati|2[f]iE[\a(ti,Xi)|§Ei]D$LA{i+1(Xi+1) - DwﬁiH(Xi)]ﬂ, (5.31)

where we use the definition of conditional expectation E;[.], and the tower property of conditional expectation
in the last inequality. Recall from Lemma ! that the network function Z/lHl eN? d’“” is locally Lipschitz on
R?. Actually, from (2.5)), we have

/
Ui () = Uipr ()] < 2d% max (1, %Nx —a'|,, Vz,2’ € R (5.32)

By Cauchy-Schwarz inequality, we then have

2 2 X, 2 X 2
’y || 'L+1||4 || Z||4
< —_—
C(d) 53 (1 + 5

e L (1+ ) a

for At; small enough, R > 1, and we used again the standard estimate: || X; ||2p <C(1+ HXOH2P), [ Xiv1— X,
< C(1+ || X%, )\/Atz, for p > 1. By using also the Lipschitz condition on D, in Nd T (see Remark,
and plugging into , we then get

~

Uit (Xis1) — U1 (X;)

E

i = x|

IN

2 (1+ %] ) AL, (5.33)

TS (U + | AGPEIAS|P < 2E|V; — Us(X,)|” + C(d) max [1, T
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By applying inequality (5.30) to U; = I;{\“ which is a minimizer of jis by (5.29)), and combining with (5.33)), this
yields for all network functions ¢/; in N Tl

~ 2
E|V; - U(X)|° < C’(IE|V Ui (X7 + (1+ [|X0]12)2| At max [1, ﬁ])
and thus by minimizing over U; in the right hand side

R 2
B[V — ()" < O (17 4+ (14 %)% At max [1, 15]). (5.34)

Step 2. From the expressions of V;, and V; in (4.3)) and (5.27), and by applying Young, Cauchy-Schwarz inequal-
ities, we get with 8 € (0,1)

]E|Vi—vi|2§ (1+ B)E|E; [U, z+1(Xi+1)—Vi+1]

+ (14 B)|Ati|2E‘f(t¢, Xi7Ei[ﬁi+1(Xi+1)]7Ei[a(ti7Xi)TDwaiJrl(XiH)D

2

:

- f(tlaX’La ‘71'-"-15 Z’L)

< (1+pP)E (2

z[ z+1(Xi+1) - ‘Z’Jrl]

+ (14 B)|Ati|2(E]LA{i+1(Xi+1) - Ei[o(ti, X:)" Dol 1 (Xii1)] — Z 2)(5.35)

Now, recalling the expression of Z; in (5.27)), and by a standard integration by parts argument (see e.g. Lemma
2.1 in [FTW11]), we have

- - AW,
E;[o(ti, Xi)"Dollis1(Xi1)] — Zi = E; [(U¢+1(X¢+1) - %-&-1)th|
~ _ N _ AW;
= B[ (s (Xirr) = Virr = Eillin (Xirn) = Vi) ) 57

By plugging into (5.35]), we then obtain by Cauchy-Schwarz inequality

& 2 2 | AL, | o 52
E|V; — V| (1+ B)E|E; [U z+1(Xi+1)*Vi+1H +2[f]7 (1 +8) 3 {]E|Ui+1(Xi+l)*Vi+1|
d ~ _ 2 —~ _ 2
+ AL [E|Ui+1(Xi+1) - Vi+1| —E i[ui+1(Xi+l) - Vi+1] ’ ] }
< (14 CALE[Ui1 (Xisa) = Via| (5.36)

by choosing explicitly 3 = 2d[f]? At; for At; small enough. By using again Young inequality on the r.h.s. of
(5.36), and since At; = O(1/N), we then get

E|V; — Vi|* < (1+ CAL)E|Vipr — Viga[* + ONE[Ui1(Xig1) — Vi |

By discrete Gronwall lemma, and recalling that Vy = g(Xx), Vy = ﬁN(XN)7 we deduce with (5.34) that

N—-1 9

sup E|V; — V’ < et —|—CNZ ( TR (14 | A )|?)?| Aty [? max [1,7—2]) (5.37)

i€[o,N] =1 R
The required bound (4.4)) for the approximation error on Y follows by plugging (5.2)), (5.34) and (5.37)) into
(15.28)). O

5.4 Proof of Proposition

Step 1. In the sequel, C' denotes a generic constant independent of |x|,7, R, m, possible depending on the
coefficients p,o, f,T, that may vary from line to line. We write sometimes the constant C(d) to stress the
dependence on d. Fix i € [0, N —1]. Let us show that the function v; defined via V; = v;(X;) (see (4.3)) is
locally Lipschitz.

Define X7, | := = + pu(t;, ) At; + o(t;, x) AWy, and let z, 2" € R?. Then, from , we write

vil@) = vi(@)) = E|lhs1(XE) —~ Usaa (XE) + DAL, (5.38)
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where
Afii= f(ts o, BUipa (XE00)) Elo(ti, 2)T Dol 1 (X7)])
= (b Bl (X710)) Elo(ti,2) Dallia (XE)]).
From the Lipschitz condition on f in Assumption and (see relation ), we then have
|Afi] < Kf,a{\l‘ —&/|, (1 + E| Dol 1 (XF))|) + E[Uigr (XE) — U1 (X5
+ E|Duli1 (X7) — DIz,?m(Xf;l)\Q}. (5.39)

From (j5.32)), and by Cauchy-Schwarz inequality, we have

g (yw gy gt Xl + (I XE o
E|Uit1(XF0) _ui+1(Xi+1)‘ < 2d§ (1+ e R = 2)||Xz+1 Xinll,
_"_ /
< C(d)%(l + M)m—xqz (5.40)

for At; small enough, where we used the standard estimate: || X; +1||2p < lz|,(1+ CVAt; ) + CVAL, || X
z+1||2,, < (14 Cv/AL)|z — 2'|,. From the Lipschitz property of D ;11 (see Remark [2 , we have

7 z Y
B| a1 (XE1) = Dallis 1 (XEL)|, < Cld) sl — o'l (5.41)

Moreover, from (2.5)), we have

-~ v v [ Xl gl |2l
|Dllis (X)), < 242 (1+ T) < Cld) (1+ ?). (5.42)

It follows from (5.38]), (5.39)), (5.40), (5.41) and (5.42)) that for R > 1, At; < 1:

/
vi(x) —v(2)| < C(d 14X 1+M r—2a',, x,2 eRY
R R 2

which shows that v; is locally Lipschitz. In the next step7 we shall take /R of order 1 (with respect to the
modulus |7| of the time discretization), and so [v;], , < C(d)y/R.

On the other hand, back to the expression of v; in -, from the growth linear condition of o, f in Assumption
and the growth conditions in Lemma we have for all z € R%:

[vi@)] < (1+ CALE[Ts 41 (XE)| + CAL(L+ lol,) (1+ B[ Dallisa (XE1)], )

Xz |2 x=
39(1+ CAL) (1+ M) + 24 L OAG(1+ Jol,) (1 + M)

= R? R
< Cld)( Z'; ), (5.43)

for At; small enough, where we used again the estimate || X7, [, < |z|,(1 + CVAt) + CVAL;.
Step 2. Similarly as in , by using the approximation result in (2.9) for locally Lipschitz continuous, we see
that the approximation error of v;, i = 0,...,N — 1, by the class of networks N> is bounded by

d,m,1>
ry,R __ 3
= ) U,
| N\ —2/(d+3) v _1/2
< C([UZ]L,R (W) log ([UZ]L,R) tam )
(o i)l s + 16 (X1

Rr ’

for any § > 0, and p > 1. Now, from the growth condition ([2.4]) for any function in N 5 ;’l’l, and the growth

condition (5.43)), we have

< C(d)7(1+ | 1”4”5).

i (x r

+ [Jos (X

..,



Recalling the standard estimate || X;[|,, < C(1+ [|Abll,,), ? = 0,..., N, we then have for R large enough, v/R
= O(1), and using the fact that [v;], , < C(d)v/R from Step I:

"R o ol X, —2/(d+3) —1/2)? 1
e < C(d, X, p){ (R log(R) + Rm™"/2) + > 1. (5.44)
for some constant C(d, Xp) independent of N, R, m, and this holds for any p > 1. Since g is Lipschitz under
Assumption , we notice that estimate on the network approximation error also holds for ¢ = N by
taking 7/R = [g],. Plugging this estimate into ({.4)), and recalling that E|g(X7) — g(Xn)|* + £Z(7) = O(|x])
= O(1/N) when g is Lipschitz, we get

N? }

~ 1 2
sup E|Yi, —Ui(X)[P < C(d, %) {N + N? (R—2/<d+3> log(R) + Rm—1/2) + T3

i€[0,N]

Therefore, to achieve a rate of convergence of order 1/N for sup;cqo, N E|Y;, — LA{i(Xi)|2, it suffices to choose R
and m s.t.

N2R=Y @) 10g(R)[? = O(1/N), and N2R?m~' = O(1/N),

hence for example with R = O(NW“), and m = O(NWHE), for any ¢ > 0, and then take p =
(d+5)/(d+ 3) so that N2/R?’=2 = O(1/N). O

6 Numerical study

We test our different algorithms and the cited ones in this paper on various examples and by varying the state
space dimension. If not stated otherwise, we choose the maturity T = 1. In each example we use tanh as
activation function, and an architecture composed of 2 hidden layers with d + 10 neurons. We apply Adam
gradient descent [KB14] with a decreasing learning rate, using the Tensorflow library [Aba-+16|. Each numerical
experiment is conducted using a node composed of 2 Intel® Xeon® Gold 5122 Processors, 192 Go of RAM,
and 2 GPU nVidia® Tesla® V100 16Go. We use a batch size of 1000.

6.1 Semilinear PDEs

We first consider examples from [HPW20] to compare its Deep Backward Dynamic Programming methods with
the Deep Splitting and the Deep Multistep methods, and then examples coming from the well-known viscous
Burgers equation. The three first lines of the tables below are taken from [HPW20|. For each test, the two best
results are highlighted in boldface. We use 5000 gradient descent iterations by time step except 20000 for the
projection of the final condition. The execution of the multistep algorithm approximately takes between 8000
s. and 16000 s. (depending on the dimension) for a resolution with N = 120.

6.1.1 PDE with bounded solution and simple structure

We take the parameters

flz,y,2) = (cos(f) ez + %) +0.2 Sin(§)> T — 1 (sin(Z) cos(z)eT )2 (6.1)

so that the PDE solution is given by

ult, z) = cos (F) exp (T;t> .

We first provide a test with a larger maturity 7" = 2, in dimension d = 1. The results are reported in
Figure [} while Figure [2] (resp. Figure [3) plots the graphs of the neural network approximations with the Deep
splitting (resp. Multistep DBDP) scheme. It is observed in this example that the multistep scheme gives similar
precision as the DBDP scheme and outperforms the DS scheme, while the DBSDE scheme is not convergent
due to the high number N = 240 of time steps.
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Averaged value | Standard deviation | Relative error (%)
[HPW20] (DBDP1) 1.4633 0.0143 0.36
[IPW20] (DBDP2) 1.4388 0.0135 2.04
[fJE17] (DBSDE) NC NC NC
[Bec | 19] (DS) 1.4968 0.0367 1.91
MDBDP 1.4626 0.020 0.38

Figure 1: Estimate of u(0,x¢) in the case (6.1), where d = 1,29 = 1,7 = 2 with N = 240 time steps. Average
and standard deviation observed over 10 independent runs are reported. The theoretical solution is 1.4686938.
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Figure 2: Estimates of v and D,u using DS scheme in the case (6.1), T'= 2. We take d = 1, xg = 1, at the top
t = 1., and at the bottom ¢ = 0.0083.
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Figure 3: Estimates of u and D,u in the case ([6.1) using MDBDP scheme, T' = 2. We take d =1, zg = 1, at
the top t = 1, and at the bottom ¢ = 0.0083.
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Next, we fix T' = 1, and increase the dimension d. The results are reported in Figure 4] for d = 5, in Figure
for d = 10, in Figure [6] for d = 20, and in Figure [7] for d = 50. It is observed that all the schemes DBDP,
DBSDE and MDBDP provide quite accurate results with comparable precision, and largely outperforms the
DS scheme.

Averaged value | Standard deviation | Relative error (%)
[HPW20] (DBDP1) 0.4637 0.0043 0.85
[HPW20] (DBDP2) 0.4634 0.0014 0.92
[HJE17] (DBSDE) 0.4656 0.0035 0.44
[Bec+19] (DS) 0.4790 0.0169 2.42
MDBDP 0.4649 0.0006 0.59

Figure 4: Estimate of u(0,z) in the case (6.1), where d = 5,290 = 1 15,7 = 1 with 120 time steps. Average
and standard deviation observed over 10 independent runs are reported. The theoretical solution is 0.46768.

Averaged value | Standard deviation | Relative error (%)
[IPW20] (DBDP1) ~1.3895 0.0015 0.44
[IPW20] (DBDP2) 1.3913 0.0006 0.57
[JEL7] (DBSDE) 1.3880 0.0016 0.33
[Bec19] (DS) T 1.4007 0.0173 1.90
MDBDP -1.3887 0.0006 0.38

Figure 5: Estimate of u(0,zg) in the case (6.1), where d = 10,29 = 1 119, 7 = 1 with 120 time steps. Average
and standard deviation observed over 10 independent runs are reported. The theoretical solution is -1.383395.

Averaged value | Standard deviation | Relative error (%)
[IPW20] (DBDP1) 0.6760 0.0027 0.47
[HIPW20| (DBDP2) 0.6710 0.0056 0.27
[(JE17] (DBSDE) 0.6869 0.0024 2.00
[Bec+19] (DS) 0.6944 0.0201 3.21
MDBDP 0.6744 0.0005 0.24

Figure 6: Estimate of w(0,z) in the case (6.1), where d = 20,z9 = 1 199,7 = 1 with 120 time steps. Average
and standard deviation observed over 10 independent runs are reported. The theoretical solution is 0.6728135.

Averaged value | Standard deviation | Relative error (%)
[IPW20] (DBDP1) 1.5903 0.0063 0.04
[HPW20] (DBDP2) 1.5876 0.0068 0.21
[LJEL7] (DBSDE) 1.5830 0.0361 0.50
[Bec - 19] (DS) 1.6485 0.0140 3.62
MDBDP 1.5924 0.0005 0.09

Figure 7: Estimate of u(0,z) in the case (6.1), where d = 50,29 = 1 150,7 = 1 with 120 time steps. Average
and standard deviation observed over 10 independent runs are reported. The theoretical solution is 1.5909.

6.1.2 PDE with unbounded solution and more complex structure

We take the parameters

=0,0=1L
{M vd 2 (6.2)

with a function k& so that the PDE solution is given by

T—-1

u(t,x) = 7

d d
Z(sin(azi)lzKo + x;15,>0) + cos (Z ml)

=1 =1

We start with tests in dimension d = 1. The results are reported in Figure |8, and graphs of the neural
network approximations with the Deep splitting (resp. Multistep DBDP) scheme are plotted in Figure @] (resp.
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Figure . Similar conclusion can be drawn as in the previous section with bounded solution and simple

structure.
Averaged value | Standard deviation | Relative error (%)
[[IPW20] (DBDP1) 1.3720 0.0030 0.41
[IPW20| (DBDP2) 1.3736 0.0022 0.29
[[JE17] (DBSDE) 1.3724 0.0005 0.38
[Bect 19] (DS) 1.3630 0.0079 1.06
MDBDP 1.3735 0.0003 0.30

Figure 8: Estimate of u(0, z() in the case (6.2)), where d = 1, 29 = 0.5 with 120 time steps. Average and standard
deviation observed over 10 independent runs are reported. The theoretical solution is 1.3776.
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Figure 9: Estimates of v and D u using DS scheme in the case (6.2).
t = 0.5, and at the bottom ¢ = 0.0083.

We take d = 1, zog = 0.5, at the top
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Figure 10: Estimates of u and D,u in the case (6.2)) using MDBDP scheme. We take d = 1, xg = 0.5, at the
top t = 0.5, and at the bottom ¢ = 0.0083.
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We next increase the dimension up to d = 8, and report the results in the following figures. The accuracy
is not so good as in the previous section with simple structure of the solution, but we notice that the MDBDP

scheme yields the best performance in dimension d = 8 (above dimension d = 10, all the schemes do not give
good approximation results).

Averaged value | Standard deviation | Relative error (%)
[[IPW20] (DBDP1) 0.5715 0.0038 0.14
[EPW20] (DBDP2) 0.5708 0.0024 0.02
[(JEL7] (DBSDE) 0.5715 0.0006 0.14
[Bect19] (DS) 0.5680 0.0124 0.47
MDBDP 0.5721 0.0005 0.37

Figure 11: Estimate of u(0,z¢) in the case (6.2)), where d = 2,x9 = 0.5 15 with 120 time steps. Average and
standard deviation observed over 10 independent runs are reported. The theoretical solution is 0.5707.

Averaged value | Standard deviation | Relative error (%)
[FIPW20] (DBDPI) 0.8666 0.0130 1.21
[IPW20] (DBDP2) 0.8365 0.0045 164
[JEL7] (DBSDE) NC NC NC
[Bec | 19] (DS) 0.6346 0.0576 21.96
MDBDP 0.8675 0.0008 1.08

Figure 12: Estimate of u(0,xz¢) in the case (6.2)), where d = 5,z9 = 0.5 15 with 120 time steps. Average and
standard deviation observed over 10 independent runs are reported. The theoretical solution is 0.8772.

Averaged value | Standard deviation | Relative error (%)
HPW20] (DBDP1I) 1.1694 0.0254 0.78
HPW20| (DBDP2) 1.0758 0.0078 7.28
[HJE17] (DBSDE) NC NC NC
[Bec+19] (DS) 1.2283 0.0113 5.86
MDBDP 1.1654 0.0379 0.47

Figure 13: Estimate of u(0,20) in the case (6.2]), where d = 8,29 = 0.5 1g with 120 time steps. Average and
standard deviation observed over 10 independent runs are reported. The theoretical solution is 1.1603.

6.1.3 Viscous Burgers equation

The basic viscous Burgers’ equation is a semilinear PDE in dimension one written as

{&u + %283Tu = udyu, onl[0,T) xR

u(T,.) = g.

An (quasi)-explicit solution, obtained by Hopf-Cole transformation, is given by:

1 v
u(t,z) = —0%9, log [m /Rexp( /0 g(z") dx”) dz’]

We take the terminal condition g(x) = cos(z) so that an analytic expression of the solution is

Ga)? 1
202(T —t) o2

! z—a')? sin(z’
(t.2) Je 75 exp ( - QETZ(T—)t) - 0(2 )) dz’
U\, r) = ; (a
Jrexp ( - 2?2_(;21) == a(gj )) da’

This analytic function is estimated through Monte-Carlo simulation, and we report the results of the different

schemes in Figure while Figure [15| (resp. Figure plots the graphs of the neural network approximations
with the Deep splitting (resp. Multistep DBDP) scheme. All the schemes provide very good results both in

terms of relative error and standard deviation, and it is observed that the DS scheme achieves the smallest
relative error.
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Averaged value | Standard deviation | Relative error (%)
HPW20|] (DBDP1I) 0.43489 0.00174 0.78
HPW20| (DBDP2) 0.43432 0.00154 0.65
[HJE17] (DBSDE) 0.43356 0.00010 0.48
[Bec+19] (DS) 0.43040 0.00296 0.26
MDBDP 0.43501 0.00083 0.81

Figure 14: Estimate of w(0, z¢) in the case of Burgers equation (6.3), where d = 1,29 = 1. with 120 time steps.
Average and standard deviation observed over 10 independent runs are reported. The theoretical solution,
estimated with Monte-Carlo simulation (10° samples) is 0.4315.
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Figure 15: Estimates of u and D,u in the case of Burgers equation (6.3) using DS scheme. We take d = 1,
zo = 1, at the top t = 0.5, and at the bottom ¢ = 0.0083.
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Figure 16: Estimates of u and D,u in the case of Burgers equation (6.3)) using MDBDP. scheme We take d = 1,
zo = 1, at the top t = 0.5, and at the bottom ¢ = 0.0083.
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6.2 Fully nonlinear PDEs

We consider examples from [PWG19] that we compare with Algorithms [2| (2EMDBDP), [3| (2MDBDP), and
(2M2DBDP) designed in this paper. Notice that some comparison tests with the 2DBSDE scheme [BEJ19|
have been already done in [PWG19|. For a resolution with N = 120, N = 30, the execution of our multitep
algorithms takes between 10000 s. and 30000 s. (depending on the dimension) with a number of gradient
descent iterations fixed at 4000 at each time step except 80000 at the first one.

6.2.1 PDE with bounded solution and simple structure

We take the parameters

d
14
p=00=—= =) x

vd i=1

and solve the nonlinear PDE

uTr(D2u)
d

Opu = f% cos (T) exp (7> + cos (T) exp (T — t) + (6.4)

)

so that its solution is given by

T—1

u(t,x) = cos (T) exp (

For the time discretization we take N = 120, N = 30. We first start in dimension d = 1 with results given
in Figure and graphs of x + u, D, and D2u in Figures and [22| for the different algorithms.

Averaged value | Standard deviation | Relative error (%)
T PWG1Y] 1.53606 0.02795 159
| 2EMDBDP 1.61976 0.22369 10.29
2MDBDP 1.49930 0.00561 2.08
2M?DBDP 1.50165 0.00676 2.24

Figure 17: Estimate of u(0,z0) in the case (6.4), where d = 1,20 = 1 with N = 120, N = 30. Average and
standard deviation observed over 10 independent runs are reported. The theoretical solution is 1.468693.

Next, we study the impact of the choice of the parameter N on the approximation results, and by increasing
the dimension d.

N | Averaged value | Standard deviation | Relative error (%)
| [PWG19] 0.21790 0.09972 71.74
2EMDBDP 0.65697 0.93289 14.8
2MDBDP | 12 0.81601 0.00480 5.83
2MDBDP | 30 0.77699 0.00571 0.76
2MDBDP | 60 0.80684 0.02153 4.64
2M?DBDP | 12 0.77691 0.00456 0.76
2MZDBDP | 30 0.78722 0.01187 2.09
2M?DBDP | 60 0.826206 0.05405 7.15

Figure 18: Estimate of u(0,xz¢) in the case (6.4), where d = 5,29 = 15 with N = 120. Average and standard
deviation observed over 10 independent runs are reported. The theoretical solution is 0.771074.

Averaged value | Standard deviation | Relative error (%)
T [PWG1Y] 1.94670 0.05342 185.35
| 2EMDBDP -1.21034 0.08323 46.93
2MDBDP -3.50869 0.57553 53.83
2M?DBDP NC NC NC

Figure 19: Estimate of (0, x¢) in the case (6.4]), where d = 10,29 = 119 with N = 120, N = 30. Average and
standard deviation observed over 10 independent runs are reported. The theoretical solution is -2.280833.
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Figure 20: Estimates of u, D, u, D?u using 2MDBDP in the case (6.4)) for d = 1 with N = 120, N = 30.

It is worth mentioning that the 2M2DBDP algorithm also diverges in dimension 10 when N =40 or N = 20.
The other algorithms converge but not to the right solution.
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take xg = 1., at the left ¢ = 0.5126, and at the right ¢ = 0.0084.
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Figure 21: Estimates of u, Dyu, D?u using 2EMDBDP in the case for d = 1 with N = 120. We take
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Figure 22: Estimates of u, Dyu, D?u using [PWG19| in the case (6.4) for d = 1 with N = 120. We take z9 = 1.,
at the left ¢ = 0.5042, and at the right ¢ = 0.0084.

This example highlights the requirement for a multistep method with adaptive time step for the estimation
of the second order derivative as far as both the 2EMDBDP method and the algorithm from do
not converge anymore when the dimension increases. Even in dimension one, as shown in figures and
instabilities occur in the Hessian estimation, before propagating to the gradient and the solution itself. With
N smaller than N, this behavior seems corrected for small dimensions but appears anyway when the dimension
becomes high.

6.2.2 Monge-Ampére equation

We consider another example of fully nonlinear PDE, namely the parabolic Monge-Ampére equation:

(6.5)

Owu + det(D2u) = f(x), (t,z)€[0,T]x RY,
uT,z) = g(x),

where det(D2u) is the determinant of the Hessian matrix D2u.
We test our algorithms by choosing a C? function g, then compute G' = det(D?g), and set f := G — 1. Then,
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by construction, the function
u(t,z) = glx) +T —t,

is solution to the Monge-Ampére (MA) equation (6.5). We choose g(z) = COS(Z?:I x;/v/d). For the numerical
implementation, we rewrite the MA equation as

1
Oru + gAu = F(x,D%u), on[0,T)xR%,
(Au is the Laplacian of u), with F(z,I') = $Tr(I') — det(I') 4+ f(z), and train with the forward process

1
Xk+1=X0+§Wk, k=0,...,N, Xg=14.

N | Averaged value | Standard deviation | Relative error (%)
| [PWG19| 0.37901 0.00312 0.97
2EMDBDP 0.376989 0.000272 1.50
2MDBDP | 30 0.391464 0.000448 2.28
2MDBDP | 60 0.383953 0.000417 0.32
2MDBDP | 120 0.37984 0.000276 0.75
2M”DBDP | 30 NC NC NC

Figure 23: Estimate of u(0,15) on the Monge Ampere problem (6.5) (d = 5) and N = 120. Average and
standard deviation observed over 10 independent runs are reported. The theoretical solution is 0.38272712.

N | Averaged value | Standard deviation | Relative error (%)
[PWG19| 0.25276 0.00235 1.17
| 2EMDBDP 0.25523 0.000478 0.20
2MDBDP 30 0.23622 0.000659 7.64
2MDBDP 60 0.24516 0.004383 4.14
2MDBDP | 120 0.25310 0.00046 1.03
2M?DBDP | 30 NC NC NC

Figure 24: Estimate of u(0,115) on the Monge Ampere problem (6.5) (d = 15) and N = 120. Average and
standard deviation observed over 10 independent runs are reported. The theoretical solution is 0.25575373.

This example shows that for medium dimension d = 5, Algorithm [3]improves significantly the approximation
result compared to the other algorithms when choosing a suitable adaptive step N for the computation of the
Hessian, while for higher dimension d = 15, the multistep extension of the scheme in [PWG19| already gives
quite accurate result.

6.2.3 Portfolio selection

We consider a portfolio selection problem formulated as follows. There are n risky assets of uncorrelated price
process P = (P!,..., P") with dynamics governed by

AP} = Plo(VH[N(V)dt+dW)], i=1,...,n,
where W = (W1, ..., W") is a n-dimensional Brownian motion, A = (Al,..., A") is the market price of risk of
the assets, o is a positive function (e.g. o(v) = e? corresponding to the Scott model), and V = (V1,..., V") is
the volatility factor modeled by an Ornstein-Uhlenbeck (O.U.) process
dVi = k0; — Vi]dt + ,dBE, i=1,...,n,

with £;,60;,v; > 0, and B = (B',..., B") a n-dimensional Brownian motion, s.t. d < W% BJ > = §;;p;;dt, with
pi = pii € (—1,1). An agent can invest at any time an amount oy = (i}, ..., a?) in the stocks, which generates
a wealth process X = X“ governed by

dX, = ) ajo(VE) [N (Vi)dt + dw].
i=1
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The objective of the agent is to maximize her expected utility from terminal wealth:
E[U(Xf)] <« maximize over o

It is well-known that the solution to this problem can be characterized by the dynamic programming method
(see e.g. |Pha09]), which leads to the Hamilton-Jacobi-Bellman for the value function on [0,7) x R x R™:

(Oxu)? & &m@fviu 1 (02,,u)?
8>2cxu +Z[Pi>\i(vi)l/i Q%Xu P?E a}%x ]

i=1

1
atquZ ki (0; — v;) Oy, u+ 1/282 u] = SR(v)
(T,X,v) = U(x), x€eR, veR",

with a Sharpe ratio R(v) := |A(v)|?, for v = (v1,...,v,) € (0,00)". The optimal portfolio strategy is then given
in feedback form by o} = a(t, X, V;), where @ = (ay,...,ay) is given by

8 92, u
ait,x,v) = ( “ i ) (tx,v = (v1,...,v)) €[0,T) x R x R",
XXu
fori=1,...,n.
We shall test this example when the utility function U is of exponential form: U(z) = —exp(—nz), with n

> 0, and under different cases for which explicit solutions are available:

(1) Merton problem. This corresponds to a degenerate case where the factor V', hence the volatility o and the
risk premium A are constant. We rewrite the Bellman equation as

(0zu)?
atu+|/\\8mu+28§$ = 7|A|2 2.0 + [A|Ozu +2agm (6.6)

and train our algorithms with the forward process
Xit1 = Xk+|)\|Atk+AW}C, k=0,...,N, Xy = xg.

Recall that the explicit solution is given by
A2
u(t,z) = ef(Tft)ATU(x).
(2) One risky asset: n = 1. In this case, we rewrite the Bellman equation as

Opu + A(0)Oxu + 82 u+ 1/282

2 XX
(Oyu)? ax 2 1, 5 (92 u)Q]

_ 1 2 (Ox XV - xv 12, —
L e S YU ORE R

for (t,x,v) € [0,T) x R x R, and train our algorithms with the forward process

X1 = Xk+)\(9)Atk+AWk7 k=0,....,N—1, Xy = x¢

Vk+1:Vk+I/ABk, k':O,...,Nfl, Vb:a,
with d < W, B > = pdt. We test our algorithm with A(v) = Av, A > 0, for which we have an explicit
solution: u(t,x,v) = U(x)w(t,v) with

2

w(tvv) = exp ( - ¢(t)? - ¢(t)7f - X(t))a (tvv) € [O7T} X R,

where (¢,1, x) are solutions of the Riccati system of ODEs:

b —2rp — 121 —p*)p> + A2 =0, &(T) = 0,
Y- (F+v7(1—p >¢>w+ne¢—o Y(T) = 0,

1/2

X+ 60y — —(=p+ (1= p")P%) = 0, X(T) =0,
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with & = k + pr, and explicitly given by (see e.g. Appendix in [SZ99])
5 sinh(&(T —t))
)) + Rsinh(R(T —t))
K0 cosh(/%(T —t) -1
t)) + REsinh(R(T —t))

+ ksinh(&(T —t)) (T - t)]

5 (K0)2R cosh(,%(T —t)—1
— 1)) + Rsinh(&(T —t))’

k3 Kcosh(k(T

with & = /K2 + 2pv\k + V2)2.
(3) No leverage effect, i.e., p; =0,7i=1,...

1 n
du+ | Z/\ 8u+28ixu+§z:ui263iu

i Ki(0 — ;) O, u,
i=1

1 o (Ou)? - _ 2
= RO +[;>\Z(9 au+2(~)XX

and train with the forward process

Xk+1_Xk+Z)\ VAt + AWy, k=0,...,N—1, Xo = z
=1
Vig= Vi+yABL,  k=0,....N—-1, Vi =6,

with < W, B® > = 0. We test our algorithm with \;(v) = \jv;, A\; > 0,i=1,...,
which we have an explicit solution u(t,x,v) = U(x)w(t,v) with

w(t,v) = exp ( - Z [6:(0) o + ()i + Xi(t)]), (t,v) € [0,T] x R",
B sinh(%;(T —t))
oilt) = X kisinh(&;(T —t)) + &; cosh(#; (T —t))
9 kib; cosh(R;(T —1))—1

bilt) = A ki kisinh(R; (T —t)) + &; cosh(f (T — 1))

% In [cosh(i; (T — 1)) + Z—jsinh(ki(T —1)] - %m(T — 1)

gty sinh (5T — )
k2 Lk cosh(Ri(T —t)) + k; sinh(&; (T —t))
e (ki0:)? K cosh(k;(T —1t)) —1
k3 Rycosh(Ri(T —t)) + kisinh(#i (T —t))’

—(T-1)]

3

with #; = \/K? + V2\2.

,n. In this case, we rewrite the Bellman equation as

n, v = (vq,...

)

Up), for

Merton Problem. We take n = 0.5, A = 0.6, N = 120, N = 30. We plot in Figure the neural
networks approximation of u, D u, D?u, and the feedback control @ (for one asset) computed from our different
algorithms, together with their analytic values (in orange). As also reported in the estimates of Figure the
multistep algorithms improve significantly the results obtained in [PWG19|, where the estimation of the Hessian

is not really accurate (see blue curve in Figure .

Averaged value | Standard deviation | Relative error (%)
[PWG19| -0.50510 0.00393 0.30
| 2EMDBDP -0.50673 0.000193 0.022
2MDBDP -0.50647 0.000329 0.030
2M?DBDP -0.50644 0.000219 0.035

Figure 25: Estimate of «(0,1.) in the Merton problem with N = 120, N = 30. Average and standard

deviation observed over 10 independent runs are reported. The theoretical solution is -0.50662.
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Figure 26: Estimates of u, Dy u, D2y and of the optimal control o on the Merton problem with N = 120,
N = 30. We take xo = 1., at the left t = 0.5042, and at the right ¢ = 0.0084.

One asset n = 1 in Scott volatility model. We take n =0.5,A=1.5,0=04,v =04, k=1, p=—0.7.
For all tests we choose N = 120, N = 30 and o(v) = €. We report in Figure [27] the relative error between
the neural networks approximation of u, Dyu, D?>u computed from our different algorithms and their analytic
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values. It turns out that the multistep extension of [PWG19|, namely 2EMDBDP scheme, yields a very accurate
approximation result, much better than the other algorithms, with also a reduction of the standard deviation.

Averaged value | Standard deviation | Relative error (%)
" [PWG19| ~0.53327 0.00619 0.53
| 2EMDBDP -0.53613 0.000447 0.007
2MDBDP -0.53772 0.000463 0.304
2M?DBDP -0.53205 0.000501 0.755

Figure 27: Estimate of u(0,1,0) on the One Asset problem with stochastic volatility (d = 2) and N = 120,
N = 30. Average and standard deviation observed over 10 independent runs are reported. The exact solution
is —0.53609477.

No Leverage in Scott model. In the case with one asset we take n = 0.5, A = 1.5, 6 = 04, v = 0.2,
k = 1. For all tests we choose N = 120, N = 30 and o(v) = e”. We report in Figure [28 the relative error
between the neural networks approximation of u, D,u, D>u computed from our different algorithms and their
analytic values. All the algorithms yield quite accurate results, but compared to the case with correlation in
Figure it appears here that the best performance in terms of precision is achieved by Algorithm 2M2DBDP.

Figure 28: Estimate of u(0,1,6), with 120 time steps on the No Leverage problem (6.7) with 1 asset (d = 2)
and N = 120, N = 30. Average and standard deviation observed over 10 independent runs are reported. The

Averaged value | Standard deviation | Relative error (%)
T PWG1Y] ~0.50160 0.00594 0.007
| 2EMDBDP -0.50400 0.00229 0.485
2MDBDP -0.50149 0.00024 0.015
2M?DBDP -0.50157 0.00036 0.001

exact solution is —0.501566.

In the case with four assets we take n = 0.5, A = (1.5 1.1 2. 0.8)7 0 =
0.8 1.1 1.3). The results are reported in Figure We observe that the
algorithm in [PWG19| provides a not so accurate outcome, while its multistep version (2EMDBDP scheme)

(0.2 015 025 0.31),x= (L

divides by 10 the relative error and the standard deviation.

Averaged value | Standard deviation | Relative error (%)
T PWGLY] ~0.45119 0.00507 2.13
| 2EMDBDP | -0.440709 0.00051 0.239
2MDBDP -0.437963 0.00098 0.861
2M?DBDP -0.448307 0.00566 1.481

(0.1 02 03 04), v =

Figure 29: Estimate of u(0,1,0), with 120 time steps on the No Leverage problem (6.7) with 4 assets (d = 5)
and N = 120, N = 30. Average and standard deviation observed over 10 independent runs are reported. The
theoretical solution is -0.44176462.

Finally, in the case with nine assets, we take n = 0.5, A = (1.5 1.1 2. 0.8 05 1.7 09 1. 0.9), 0=
(0.1 0.2 03 04 025 0.15 0.18 0.08 0.91)7 v= (0.2 0.15 0.25 0.31 04 0.35 022 04 0.15),
K = (1. 0.8 1.1 1.3 095 099 1.02 1.06 1.6). The results are reported in Figure The approxi-
mation is less accurate than in lower dimension, but we observe again that compared to one-step scheme in

[PWG19|, the multistep versions improve significantly the error with the best performance in precision obtained
here by the 2MDBDP scheme.
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N | Averaged value | Standard deviation | Relative error (%)
T PWGLY] 20.30150 0.03475 9.60
| 2EMDBDP -0.266311 0.00283 3.19
2MDBDP 30 -0.289786 0.00559 5.34
2MDBDP 60 -0.285491 0.00948 3.78
2MDBDP | 120 -0.283000 0.01129 2.87
2M?DBDP | 30 NC NC NC

Figure 30: Estimate of u(0,1,0), with 120 time steps on the No Leverage problem with 9 assets (d = 10) and
N = 120. Average and standard deviation observed over 10 independent runs are reported. The theoretical
solution is -0.27509173.

6.3 Results synthesis

From the results of the different algorithms that we have tested on various examples, we make the following
remarks. The local machine learning schemes (DBDP, DS and their extensions) are more stable and converge
in more cases than the global deep learning scheme (DBSDE) as they are not limited by the number of time
steps required in the time discretization. In general, the DBDP schemes yield better approximation results
than the DS scheme with the notable exception of the Burgers equation in dimension 1. For unbounded and
complex structure of the solution to semilinear PDEs, the multistep version of the DBDP scheme allows to gain
in precision and standard deviation at least in medium dimension. When dealing with fully nonlinear PDEs, we
observe that multistep schemes improve significantly the approximation error, and permit to achieve accurate
results that are not attainable by one-step scheme. Among the three multistep algorithms proposed in this
paper, one cannot draw a conclusion about the dominance of one over the others, as the performance depends
on the examples and dimension, although it seems that Algorithm 2M?DBDP with Malliavin weights of second
order often diverges in high dimension. Anyway, the computational cost of multistep schemes is rather high
compared to one-step scheme. Finally, we point out that the choice of the adaptive grid for the computation of
the Hessian with Malliavin weights is a delicate point in multistep schemes, and would need a theoretical study
that is postponed for future work.
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