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Studying key processes related to CO2 underground storage at the 
pore scale using high pressure micromodels 

Sandy Morais,a  Anaïs Cario, a Na Liu,a Dominique Bernard,a Carole Lecoutrea , Yves Garrabosa, 
Anthony Ranchou-Peyruse,b Sébastien Dupraz,c Mohamed Azaroual,c Ryan L. Hartman,d  and 
Samuel Marre*a 

In this review, we present a general overview of the current progress in pore scale experimentation s related to CO2 

geological storage. In such processes occurring in porous media, most of the phenomena start from (bio)geochemical 

reactions and transport mechanisms at the pore scale. Therefore, in order to predict the overall consequences of CO2 

injection inside a deep reservoir and to ensure a safe installation, it is essential to access pore-scale information for 

geochemical numerical methods and to improve the understanding of the critical operating parameters. In this view, high 

pressure micromodels that mimic geological media (Geological Labs on Chip) have recently attracted interest to study 

multiphase flows and chemical reactivity in porous media. Emphasis is placed on experiments that can be performed in 

realistic pressure conditions representative of deep geological formations, for accessing information on reactive flows in 

porous media, mineralization/dissolution, but also (bio)chemical processes. The use of such micromodels continues to 

broaden the investigation space thanks to the design of in situ characterization techniques. Together high-fidelity data not 

easily accessed in conventional batch or core-scale procedures is made readily available.  

Introduction 

The carbon dioxide atmospheric level is considered the main 

contribution to global warming, which is mostly caused by 

anthropogenic production from the overuse of fossil fuels (~36.2 

Gt/year in 2017 1, 2). The management of anthropogenic CO2 will 

be one of the main challenges of this century. It is now critical, 

not only to develop technologies allowing the reduction of CO2  

emissions, but also to provide solutions to capture and use/store 

industrial CO2 emissions. In this context, CO2 Geological 

Storage (CGS) strategies have been largely considered and 

studied. These strategies include storing large quantities of CO2  

within: (1) unmined coal beds,3 (2) depleted oil and gas 

reservoirs,4 and (3) deep saline aquifers, which exhibit by far the 

widest estimated storage capacity (estimated storage capacity 

over ten trillion tons of CO2
5). CGS could potentially contribute 

to the storage of ~15 Gt/year of CO2 by 2050, representing 

roughly a third of the annual anthropogenic CO2 emissions.6 

 The first two CGS strategies have been the most attractive 

ones, since they exhibit direct economic benefits when combined 

with methane and oil production (Enhanced Oil recovery – 

EOR).7 Therefore, most of the studies dealing with CO2 storage 

have been focused on these options over the last twenty years, 

leading to great advancement of the scientific knowledge. On the 

other hand, CO2 storage in aquifers has been considered costly 

insofar as no direct profits can be made. Among targeted sites, 

deep aquifers generally consist of a layer of permeable rock filled 

with brackish waters (salinity ranging from 25 to 225 g.L-1)8 and 

capped with a non-porous rock (caprock), providing a safer 

barrier than other candidates for geological reservoirs. Besides, 

whereas oil reservoirs or coal beds are unequally distributed 

around the world, deep aquifers can be found almost everywhere 

and represent ~ 2% of the total water volume of the oceans.9 This 

results in the largest estimated capacity for CO2 storage 

(between 10 and 100 Tt),10 making aquifers the best possible 

CO2 storage locations for long term anthropogenic CO2  

mitigation.  

 The geological carbon sequestration in aquifers has been 

studied and performed in several storage locations around the 

world, determining its technical feasibility as well as economic 

viability.11 Where the prospective storage sites, it is now critical 

to adapt science and available technology (mainly provided by 

the oil industry), to enable operators to develop storage 

technologies and ensure their safe deployment around the world. 

The related R&D activities are based on geosciences, physics, 

chemistry, hydrodynamics, microbiology, etc. in order to 

achieve integrated responses and to unlock scientific and 
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technological issues upon which the success of industrial 

operations is conditioned. 

 These requirements mostly depend on the understanding of 

phenomena involved during the underground CO2 injection. 

Indeed, when CO2 is injected into a geological formation, it can 

undergo several trapping mechanisms, namely: (i) the 

stratigraphic trapping, (ii) the residual trapping, (iii) the 

solubility trapping and (iv) the mineral trapping.12, 13  

 The stratigraphic trapping is the first mechanism occurring in 

the CO2 geological storage process in aquifers. Once injected, 

the CO2 percolates up through the porous rocks and towards the 

surface due to its lower density compared to the brine. It is then 

stuck below a caprock (shale or salt beds) of low permeability, 

preventing the propagation of ascending CO2 plumes, stopping 

both upward flows and lateral escape.14 The residual trapping 

occurs on short time scales and is driven by capillary effects, 

correlated to the local interfacial tension, contact angle and pore 

sizes.  During the CO2 migration through the porous rocks, the 

CO2 plume, followed by brine in a spontaneous imbibition 

process, leaves behind some isolated and immobilized blobs. 

Hence, CO2 that is stored by this residual fluid trapping will stay 

in the storage site for long periods of time.15 These residual 

trapped CO2 bubbles will gradually dissolve into the brine 

already present forming carbonates (CO3
2-) and 

hydrogencarbonate (HCO3
-) anions, and this mechanism greatly 

decreases the risk of leakage.16 This dissolution step constitutes 

the solubility trapping. The solubility of CO2 varies as a function 

of pressure, temperature, and salinity/composition of the 

surrounding brine.17-19 The final trapping mechanism (mineral 

trapping) occurs when the cations released by the mineral 

dissolution of the rocks (due to the acidification of the brine) 

react with the dissolved carbonate species to form stable 

carbonate minerals. Most of these geochemical reactions take 

place slowly within a time frame of decades to centuries and their 

precipitation rate depends on the rock type (both the initial 

substrate and the precipitated minerals) and brine composition, 

the temperature, the partial pressure of CO2 but also somewhat 

on the total pressure. Nevertheless, this trapping mechanism 

represents the ultimate step and the most secure form of CO2  

storage.20, 21 

 These trapping mechanisms have been mostly studied at field 

and core scales (both numerically and experimentally). 

However, these strategies lack the pore scale view (1-100 µm), 

at which most of the processes occurs, such as mass transfer, 

surface reactivity, biofilms formation etc. In order to address 

these limitations, micromodels (on chip porous media) were 

developed and used to study multiphase flow and chemical 

reactivity in porous media. One of the earliest 2D micromodels 

was developed by Lenormand et al. in the eighties.22, 23 It was a 

random square network patterned in resin and was used to 

investigate the micro-scale mechanisms involved in the water 

displacement of oil in porous media. Since then, micromodels 

have been extensively developed, mostly thanks to the 

development of microfluidics and microfabrication techniques. 

For the particular case of carbon geological sequestration 

applications, the current trend concerns the designs of 

micromodels mimicking closely real, native porous media 

(porosity and permeability heterogeneities, surface wettability 

and reactivity, etc.). Thus, these micromodels extract some 

geometrical information from real porous structure and include 

some essential schematization of reality. 

 Some of the main limitations so far were the actual pressure 

and temperature conditions, which can be used in these 

micromodels. In most cases, the carbon dioxide is injected into 

the reservoir at supercritical conditions. This is explained by the 

p,T conditions of the majority of the already used and targeted 

storage geological reservoirs, which overcome the CO2 critical 

point (Pc = 73.9 bar, Tc = 31.0 °C). Hence, the injection benefits 

from the very advantageous properties of supercritical fluids. 

Indeed, beyond these p,T conditions, the CO2 is dense with a low 

viscosity. This gives the possibility of storing a large amount of 

CO2 in a reduced volume and ease its invasion into the brine-

filled porous reservoir. Additionally, supercritical CO2 generally 

has a higher solubility in aqueous phases than its gas or liquid 

state. Therefore, the ability to access experimental data at pore 

scale for CO2 supercritical conditions constitutes a fundamental 

need. 

 Nevertheless, most of the studies considered ambient 

conditions, which are not representative of real reservoir 

conditions, although critical information on the involved pore 

scale mechanisms could be obtained.24 These limitations 

primarily result from the materials considered for the 

micromodels fabrication such as glass or polymers (PMMA, 

PDMS), along with the interfacing technologies, which do not 

provide enough mechanical strength for reaching such harsh 

conditions (typically pressures range between 6 MPa and 15 MPa 

and temperatures between 30°C and 80°C). To overcome these 

limitations, silicon-Pyrex micromodels have been developed 

based on the recent rise of high-pressure microfluidics 

approaches, which has been previously applied to various fields 

of research.25, 26 Such systems open avenues to investigate and to 

display pore scale physical and chemical processes in porous 

media at aquifer conditions. Besides their mechanical strength, 

they provide good thermal resistance and chemical inertness, 

while maintaining an optical access through the Pyrex side.  

 In this review, we present, through selected examples, the 

recent developments in micromodels for investigating CO2  

geological storage at the pore scale (Geological Labs on Chips, 

GLoCs), starting with current strategies for designing and 

characterizing micromodels. Next, we address the use of the 

GLoCs for accessing key parameters involved in CO2 geological 

storage, from a geo(bio)chemistry, an engineering, and physics 

points of view. Finally, we discuss some current challenges and 

opportunities for these microscale tools to investigate at the pore 

scale other deep underground relative topics (CO2 conversion, 

hydrogen storage, geothermal energy, Enhanced Oil Recovery, 

etc.). 

 

 

1. Pore scale view of phenomena 

 Over the last few years, many studies have been conducted 

to understand two-phase flow in porous media with different 
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fluids. A large part of the literature has investigated drainage and 

imbibition processes. The first consists of a non-wetting fluid 

displacing a wetting fluid, while the second is the process 

involved when a wetting fluid displaces a non-wetting fluid.27 A 

large number of factors influences the flow processes in a porous 

medium, in particular at the pore sale, such as the fluid’s 

viscosity and density, the porosity and permeability, the 

interfacial tension, the wetting properties, the heterogeneity of 

the porous media or the fluid injection flowrates. 

 The porous medium is characterized by its porosity ϕ, 

defined by the ratio between the volume of the pores (Vp) and the 

total volume (Vt):
28  

 𝜙 =
𝑉𝑝

𝑉𝑡
                                         (1) 

During drainage or imbibition processes, two parameters can be 

distinguished. First, the saturation S which is the fraction of the 

pores filled with a fluid phase, meaning the ratio between the 

volume of the pores filled with the fluid and the total pore 

volume: S = Vf / Vp. Then, the absolute permeability K (m2 or 

Darcy) is the resistance of the porous medium towards flow of a 

fluid in its pores. 

 In the case of a monophasic flow of a non-compressible 

Newtonian fluid, the permeability is linked by the Darcy Law to 

the dynamic viscosity of this fluid, µ (Pa∙s):29 
 

�⃗⃗� =  − 
𝐾

𝜇
 �⃗⃗� 𝑃        (2) 

Note that this equation neglected the gravitational effects as it is 

used for a microfluidic application. Also, it considers the 

deformation of the porous media negligible and that the flow in 

the pores respects the Stokes equation. Under its vector form, the 

permeability is also linked to the pressure gradient and the Darcy 

velocity u (m.s-1, �⃗⃗�  =  �⃗⃗�  / A, where Q is the flow rate and A the 

specific area of the porous medium). Note also that for a 

homogeneous porous media bearing some anisotropies, the 

permeability need to be a tensor. 

 In two-phase flow, it is necessary to deal with pore scale 

interactions and particularly the wett ing and the capillarity 

effects between the two phases. The wettability of the porous 

media skeleton is a critical factor to understand the capillary 

pressure. This consists in studying of the ability of a fluid to 

maintain contact with a solid surface. This results from the 

competition between the adhesive interactions of the fluid and 

the cohesive forces between the fluid molecules. In the case of 

the injection of CO2 into the aquifer filled with brine, the aqueous 

brine is typically the wetting phase and the injected CO2 is 

usually considered as the non-wetting phase. 

 Another key parameter to predict  fluid distribution and 

behavior in the porous medium is the capillary pressure. In other 

words, how the CO2 phases are trapped by capillary forces. 

These forces prevent the invading fluid from a spontaneous 

entering in the porous medium. To enter a pore throat (of radius 

r1 and r2), its pressure has to exceed the pressure of the displaced 

phase by a value Pc, capillary pressure, given by the Young-

Laplace equation where γ is the interfacial tension between the 

two fluid phases:30 

𝑃𝑐 =  γ( 
1

𝑟1
+

1

𝑟2
)         (3) 

In the case where the invasion process is only governed by 

capillary forces, the pressures of the different phases are uniform 

and the front separating the two fluids penetrates first the largest 

pore throat, where the capillary resistance is the smallest.31 But 

in the presence of both viscous and capillary forces the pressures 

are not uniform anymore. The viscous forces will modify the 

difference of pressure between the two fluids and promote the 

entrance of the invading fluid in smaller throat. In this case, two 

dimensionless parameters will characterize the interface 

displacements. Firstly, the capillary number Ca, given by the 

equation:  

𝐶𝑎 =  
𝜇 𝑢 

𝜎
          (4) 

where μ and u are the dynamic viscosity (Pa.s) and the Darcy 

velocity (m.s-1) of the penetrating fluid, respectively. This 

number describes the relative importance of viscous forces to 

capillary forces. For example, for a low capillary number (Ca < 

10−5), capillary forces dominate the interface displacement, 

whereas for a high capillary number the viscous forces dominate 

the flow. 

 Although the viscous effects are negligible at macroscale, at 

the pore scale, the viscous ratio determines the stability of 

displacements. To specify the displacements of the interface 

during the drainage or imbibition process, a ratio between the 

absolute viscosity for each fluid is used, expressed as: 

 

𝑀 = 
µ𝑖

µ𝑑
         (5) 

where μi is the absolute viscosity of the injected phase and μd the 

one of the displaced phase. For M > 1, the displacement is 

favorable whereas for M < 1 the displacement becomes unstable.  

In the listed studies at pore scale concerning CO2 invasion in a 

saturated brine–filled reservoir, the unfavorable ratio M between 

CO2 (regardless of p,T conditions) and the aqueous phase tends 

to lead to an instable displacement. 

 To account for both parameters, the early work of Lenormand 

et al. have proposed to classify the displacement mechanisms of 

two-phase flow in porous media in a [Ca, M] phase diagram. 

Such diagrams have been helpful in the oil industry to optimize 

the injection parameters in order to maximize oil production. 32, 

33  

 Besides hydrodynamics, most of the biological and 

geochemical processes occur at the pore scale where strong 

gradients arise leading to reactive fronts (bio)chemical reactions, 

which can be either thermodynamically or kinetically limited 

depending on the multiphase flow hydrodynamics, interfacial 

mass exchanges and the pore geometry. Considering the 

geochemistry existing during a CGS process, reactive flows 

evolve continuously through dissolution and precipitation 

phenomena in these three-phase systems (brine, CO2, rock 

minerals). Similarly, geobiological effects have to be taken into 
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account since the microorganisms inhabiting deep underground 

can form biofilms and catalyze redox reactions (involving 

electron transfers between electron donors and electron 

acceptors). Such structures can modify locally not only the 

permeability and the porosity of the porous structures but also 

the local chemistry, being able to interact with both minerals 

surfaces and flowing fluid phases.  

All these coupled mechanisms take place at the pore scale where 

the microscale dimensions of the flow result in small Péclet (Pe) 

numbers, representing the convection to diffusion effects: 

 𝑃𝑒 =  
2𝑟  𝑢

𝐷
                 (6) 

where r is the pore radius and D is the diffusion coefficient of a 

molecule in the aqueous medium. As a result, mass transfer in 

pores is mostly diffusion-driven. 

 To determine the influence of reactive transport in complex 

geometries such as porous media to the (bio)chemical reactions 

kinetics, it is therefore interesting to introduce the dimensionless 

Damköhler number for flow and reaction34, largely employed in 

chemical engineering for catalytic reactions, defined as:  

Da =  
k CA

n−1 (2r)2

D
         (7) 

where CA is the concentration of the specie “A”, k and n are the 

kinetic constant and the order of the considered reaction. The Da 

relates the chemical reaction rate (calculated from conventional 

rate laws) to the transport rate (convection or diffusion) 

occurring for a heterogeneous reaction. Therefore, when dealing 

with reactive flow in porous media, a high value of Da, 

corresponds to large dissolution or precipitation rates or low 

flowrates, while a small value of Da results from low reaction 

rates or high flowrates (low residence time). Both the Pe and the 

Da numbers are therefore useful to predict and to characterize 

reactive transports in porous media, including local 

concentration gradients and the shape of the reactive fronts in 

multiphasic geo(bio)chemical reactions.35-38 

 All these parameters drive several important local 

phenomena in porous media such as the adsorption (se lective or 

not) of molecules and microorganisms. Additionally, the 

formation of biofilms in rock pores can locally generate highly 

reactive micro-environments. Such effects greatly contribute to 

the surface passivation / activation of mineral substrates, which 

controls the reactive flow behavior. In this context, a pore scale 

investigation of the involved phenomena is highly desirable to 

establish models, which will be used to predict the overall 

behavior of a reservoir at larger scale under CGS conditions. 

2. Strategies for designing adapted micromodels 

As mentioned above, CGS requires knowledge at the pore scale, 

which can be obtained thanks to the use high pressure 

microfluidic porous media (micromodels or geological labs on a 

chip). Most of the reported studies concern the use of these 

approaches for determining:  

(i) The fluids repartitioned in the aquifer, including interfacial 

and capillary phenomena and fluid trapping mechanisms. 

(ii) The fluid’s flows and their evolution during time and the 

impacts of flow regimes on the transport of CO2 and 

eventual preferential flows. 

(iii) The geochemical processes, their location and kinetics 

(dissolution and precipitation reactions), the impact of the 

different solubility of gas mixtures on the local 

hydrodynamic properties of the reservoir rock 

(iv) The biological activity as the evolution of the microbial 

communities and their metabolisms. 

All these experimental data can later be used to validate / 

optimize the numerous numerical modelling approaches from 

pore-scale to the reservoir scale.39 Hence, geological 

micromodels  can demonstrate to the CGS community the 

macroscale consequences of pore scale processes. Although field 

simulation would not be driven from pore-scale data, such 

experimental data can lead to a better accuracy of meso-scale 
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models and thus be crucial for the understanding of CGS or EOR 

technologies, particularly in terms of CO2 injection safety and/or 

oil recovery. 

 Therefore, depending on the targeted data and processes to 

study, several strategies can be developed to fabricate and to 

design adapted micromodels, whether we are interested in pure 

fluid hydrodynamics, dissolution studies or reactive flows, 

which are detailed in this section. 

2.1 Materials for micromodels fabrication 

To investigate at the pore-scale the physical, chemical and 

biological processes associated with CO2 geological storage 

technologies, micromodels primarily need to provide an optical 

access and a good HP/HT capability in order to be representative 

of the reservoir conditions but also to be complementary to core-

scale approaches and to address the limitation of these 

conventional experimental set-ups. These micromodels 

investigations can take advantages of the recent developments of 

microfluidic conception, in terms of materials and fabrication 

process. In the past few years, the microsystems developed for 

this field of research consisted in 2D pore networks etched or 

molded into materials such as polymers (PDMS, PMMA), glass 

or silicon. While polymers micromodels (including PDMS - 

PolyDiMethylSiloxane or PMMA - PolyMethylMethAcrylate) 

are cheap and easy to make, they generally fail in accessing 

realistic p, T conditions – also new developments have been 

recently made40 - and can present some limitations in terms of 

fluid compatibility (e.g. water pervaporation through PDMS).41 

For realistic high pressure experimentations, the materials used 

for the micromodels fabrication are summarized in Table 1.42-52 

The choice depends on the targeted study and the considered 

operating conditions (Fig. 1)24, 44, 46, 47, 49, 51-58. 

 

Glass/glass micromodels display better properties concerning the 

pressure resistance and the chemical inertness but can be limited 

when temperature gradient is applied on micromodels.59, 60 The 

Si/Pyrex chips, as the glass ones, certainly need tough fabrication 

conditions (clean room) and can be expensive but outperform the 

others in pressure and temperature resistance.25  

2.2. Design geometries  

In view of an incremental type of research, the first interest of  

using micromodels has been focused on visualizing and studying 

multiphase flows in porous media, without integrating any 

geo(bio)chemistry or fluid / surface reactions, but rather focusing 

on hydrodynamics. In this context, two types of geometries have 

been typically considered: simplified and realistic.  

Basic design micromodels. Simple designed porous media 

geometries primarily aim to provide researchers general trends 

in thermo-hydrodynamical behavior of multi-phase flows in 

porous-like systems. They are purposefully kept “simple” to : (i) 

minimize the complexity of real pore geometry for reactive and 

non-reactive flows and (ii) facilitate the microfabrication process 

and the characterization. They generally consist in cylindrical 

plots or squares following a square or staggered arrangement 

more or less homogeneous (Fig. 2).42, 43, 46, 49  

Based on such systems, it is possible to play on the porosity and 

the permeability of the micromodel, while providing information 

on single or multiphase flow. Such results obtained with this kind 

of purposefully simplified micromodels can later be 

implemented in more complex simulation models.  

Towards more realistic geometries. The second family of 

micromodels benefits from designs extracted from real rocks 

materials. Indeed, to access more representative rock pore 

geometries, it is possible to mimic native porous media. To do 

so, the first step generally consists in characterizing real porous 
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minerals to obtain 3D images with direct imaging methods such 

as:61  

- Micro-computed tomography (micro CT)62 or X-ray 

computed tomography (XCT) techniques.63 

- Focused Ion Beam combined with Scanning Electron 

Microscope (FIB-SEM) or Transmission Electron 

Microscope (FIB-TEM). 

- Indirect imaging methods like small-angle neutron and X-ray 

scattering (SANS and SAXS).64 

- Fluid invasion methods (high-pressure mercury intrusion 

(MICP)65 or low-pressure adsorption (LPA) with gas like N2 

or CO2), as well as Nuclear Magnetic Resonance (NMR) 

imaging. 

These methods do not provide information about pore size 

distribution but a corresponding micromodel pattern can be 

generated using a Delaunay triangulation routine in Matlab© 

and/or AutoCAD© or a stochastic random network generator 66-

68 (Fig. 3).44, 47, 66, 68  

 

 Based on the generated masks, several strategies are 

employed depending on the required complexity needed for the 

experiments. In order to mimic the topology of a saline aquifer, 

Buchgraber et al.69 developed a representative dual porosity 

micromodel. This micromodel is based on the conversion of a 

typical Arab-D carbonate thin section into binary images, and 

then etched on a silicon wafer through a mask. They obtained 

micromodels simulating an overall porosity of 46 % including 

some local regions with microporosity (11 %) and other areas 

with local porosity values (74 %).  

 After microfabrication, the microsystems consist in pore 

networks etched at a constant depth (2D-like model) or by 

varying depth.70, 71 As the quasi 3D nature of the pore for the 

latter, this kind of micromodel can be called “2.5D model”. 

Crandall et al.72 used the stereo lithography process, developed 

by Hull in the eighties73 to fabricate a 2.5D micromodel. 

Similarly, Park et al. developed a process to create 2.5D SU-8 

based micromodels containing up to thirteen 5µm layers (Fig. 

4(a)).74  
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It is also possible to add 3D aspects by etching different depths 

leading to micro- and macro-pore sizes. Indeed, as determined 

by Yun et al.75, there is a change in porosity between the two 

fabrication procedure, the dual-depth micromodel porosity being 

lower than the one for the single-depth porosity. This concept 

demonstrated the impact of the height-to-width aspect ratio of 

cross section channels on the fluids behaviors. These strategies 

can help overcoming the constant height limitations of 2D 

micromodels. 

 So far 2D and 2.5D micromodels are the most used ones for 

multiphase flow displacement experiments because of the 

easiness of visualization and the possible of spectroscopic tools 

integration. However, while 2D and 2.5D micromodels are used 

to visualize CGS processes at the pore scale in the porous media, 

the design of 3D porous media could be more representative of 

the complex properties of real porous media, including 3D fluid 

flows. To achieve such 3D micromodels, several studies reported 

the intercalation of packed beds of solid inert beads or minerals 

particles either between two glass plates,76, 77 into a quartz 

capillary (Fig. 4(b))78 or inside a microfluidic channel containing 

or not a pre-etched structure (Fig. 4(c)).79-81 

Obviously, the main difficulty of the 3D micromodels concerns 

the visualization of the flow behavior since the packed material 

are generally not transparent anymore to visible light but to 

ensure an index match between the packed materials and the 

fluid. Therefore, while such strategies would be advantageous to 

match with more realistic description of the mechanisms 

involved in CO2 geological storage, there are still lacking from 

experimental developments (in particular characterization 

means) and could possibly lead to complex interpretation of the 

results – similarly to core flood experiments. This is typically not 

the purpose of “micromodels” experimentation aiming at 

simplifying and disconnecting the multiple involved phenomena 

for a better understanding of each. 

2.3. Playing on wettability 

The wettability of the reservoir is a key factor in the behavior of 

multiphase flows occurring with the CO2-brine-rock systems and 

therefore, control the overall CO2 storage capacities of a 

reservoir.82 It is thus very important to be able to vary the wetting 

properties of a micromodel to study the impact at the pore scale 

of a change in wettability.83 The CO2-wettability of a mineral 

surface is strongly increasing with pressure, salinity or dissolved 

ions valency. De facto, the mineralogy and the pressure can have 

a strong impact on contact angles values.84  

 Most of the reported studies so far have been performed 

within water-wetted micromodels since this wettability is due to 

the intrinsic properties of glass and can be easily obtained for 

silicon using an oxidation before the anodic bonding step.25 

Other studies have used the largely available surface chemistry 

to render the micromodels’ surface either hydrophobic or to 

display intermediate wettability. The first one can be obtained 

thanks to a self-assembly monolayer (SAM) process using the 

silane chemistry. Various alkyl trichlorosilanes (or trimethoxy 

silanes) can react with the surface of glass or silicon 

micromodels to provide stable covalently bonded SAM leading 

to uniform hydrophobic wettability properties.85 Similarly, Hu et 

al.86, 87 treated a silica fused chip with a dilution of Aquaphobe-

CM in hexane and estimated that the contact angle change from 

22.4° to 89.5°. Other strategies to control the wettability 

properties concern weak bonding of molecule to a glass or a 

silicon surface. For instance, the injection of a solution of 

hexadecyltrimethylammonium bromide (C19H42BrN) in hexane 

solvent for 24 h with further thermal treatment provides 

wettability alteration to the micromodels.69 An intermediate 

wettability can also be obtained by aging a sample of crude oil at 

60°C during several days into the micromodel.88  

 All these methodologies provide homogeneous variations of 

the wettability inside the full micromodels, whereas wettability 

heterogeneities can be more representative of realistic porous 

media. To achieve such complex wettability patterns within 

micromodels, Lee et al.89 demonstrated a new method by 

fabricating photo patterned copolymerized microstructures using 

a single step UV lithography process activating a glass surface 

with 3-(trimethoxysilyl) propyl acrylate (Fig. 5(a)). Then 

different monomers and crosslinkers can be surface 

photopolymerized depending on desired wettability, e.g. 3-

(acryloyloxy)-2-hydroxypropyl methacrylate (AHM) and 2-

hydroxyethyl acrylate (HEA) for hydrophilic surface and 1,6-

hexanediol diacrylate (HDDA) and lauryl acrylate (LA) for 

oleophilic structures. This approach is simple, fast and provides 

a great flexibility for generating wettability heterogeneities of the 

porous media thanks to the microscope stage control and the 

photomask designed (Fig. 5(b)). 

2.4. Reactive microfluidic devices integrating geochemical effects  

 In order to account for geochemical effects along with 

hydrodynamics, several research teams demonstrated the 

integration of reactive surfaces within micromodels. The coating 

of micromodels’ surfaces by rock minerals leads to a change of 
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wettability. Song et al. developed a Si/Pyrex micromodel in 

which montmorillonite and kaolinite (clays minerals) were 

deposited.90, 91 The kaolinite was chosen because of its 

prevalence in Berea sandstone, and to further study the release 

of fine clay particles during EOR process.92, 93 By mixing the 

mineral powder with a high salinity brine solution, the risk of 

plugging is reduced and the clay particles adsorption on the silica 

surface is promoted (Fig. 6(a)). This approach was also 

demonstrated for brucite minerals.48  

The layer-by-layer (LbL) assembly is yet another technology that 

can also be used to produce rock minerals coatings to mimic the 

subsurface mineralogy. Zhang et al.94 developed “Surface-

Mimetic Micro-Reservoirs (SMMR)” with representative clay 

pores of sandstones and mudrocks reconstructed with 

montmorillonite and kaolinite coating onto PDMS and glass 

surfaces (Fig. 6(b)-(e)). This results in the formation of a stable 

mineral surface with tunable wetting properties. 

 Another way to fabricate synthetic CaCO3 reservoir 

micromodels is to process an in situ growth of CaCO3  

nanoparticles by photo-patterning. Lee et al.95 developed a 

method to create large area of tunable CaCO3 microfluidic 

microarrays. They obtained a wider range of topographies and 

geochemical properties than with a classical micromodel, in 

particular in terms of wettability, geometry and porosity (Fig. 7). 

Whatever the considered deposition process, the aging of the 

coated CaCO3 permits to tune the wettability of the surface in 

order to simulate reservoir conditions.96  

 Recently, some research groups developed alternative 

technologies involving aiming at fabricating the model 

geological labs on a chip directly from real geo-materials. For 

instance, Porter et al.57 reported a micromodel fabrication 

method combining both geo (shale, siltstone, sandstone) and 

engineered (glass) materials (Fig. 8(a)-(b)). This consists in a 

thin section cut from a larger rock core, which is later UV-

epoxied to a glass plate (quality quartz microscope slides). 3D 

tomography images of real fractures are used to mimic the pore 

space and fracture geometries of the subsurface formations. 

Thus, the patterns are etched into the micromodels with a 

Gravograph laser (LS 100 – 40 W) or a femtosecond laser direct 

write (LDW). The control of the depth and the roughness of the 

etched pattern is ensured by the laser operating parameters and 

this for each material. This technology allows them to directly 

observe reactive flows and transport behavior at reservoir 

conditions. 

 Similarly, Song et al. reported the fabrication of a real-rock 

micromodel with microchannels etched directly in a natural 

calcite crystal sealed with a glass slide.58 This method provides 

the advantages of using relevant substrate chemistry and the real 

time pore-scale resolution. The microfabrication method is 

shown in Fig. 8(c). First, a 3 mm thick wafer, previously cut from 

a large calcite crystal, is coated with a layer of beeswax. Then, a 

pattern is etched in into the wax with a laser cutter. Finally, the 
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channels are etched using hydrochloric acid (HCl) and the wax 

is removed. To seal the micromodel, the cleaned etched surface 

is bonded to a borosilicate glass side with a thin layer of 

adhesive. The channel shape depends on the crystallographic 

planes, leading to a half-trapezoidal cross sectional geometry 

(Fig. 8(d)) parallel to the cleavage planes of the calcite crystal 

(with θ = 125°) and a rounded edge on the side in which the 

etching direction is orthogonal to the cleavage planes (with R on 

the order of the channel depth). 

It is also possible to work directly with a thin slice of rock 

material, and thus to obtain a realistic dynamic flow-through 

experimental platform to study reactive transport  at small 

scales.97 An example from Singh et al.97 is shown in Fig. 9, so 
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called Real Rock-Microfluidic Cell (RR-MFC), made from a 

500µm-thick rock wafer from the Clair Group sandstone 

integrated to a PDMS microreactor. It provides more realistic 

reactive flow conditions compared to classical microfabricated 

chips.  

3. How to characterize the phenomena at the 
pore scale? 

Given that CO2 storage involves coupled phenomena including 

fluid flow in porous medium, geochemistry and bio geology, it 

is critical to choose the right characterization technique to access 

the targeted information. We introduce in this section the most 

commonly considered characterization techniques coupled to 

high pressure microreactors 98, 99 and micromodels for 

investigating the mechanisms involved in CO2 geological 

storage.  

3.1. Optical observations  

As mentioned in the previous section, most of the micromodels 

developed for investigating CO2 geological storage at the pore 

scale are transparent and therefore possess an optical access.  This 

can be used to monitor the imbibition or drainage process and to 

investigate possible preferential pathways along with reactive 

flows, including dissolution or precipitation processes. The 

optical access provides the ability to determine in real time the 

saturation level by creating binary images. Indeed, the CO2 and 

the brine phases exhibiting a different refracting index of the 

light, they can be thus distinguished.44, 46, 100, 101 In the case of 

minerals precipitation, fluorescein-dyed brine can also be 

injected to improve the detection and to evaluate the effects of 

precipitation on the flow,43, 102 using an epifluorescent 

microscope.51 Besides the aqueous phase, the CO2 phase can also 

be dyed using the addition of Coumarin 153 or Nile red without 

any alteration of the fluid properties such as its viscosity, its 

density nor the wettability.51, 52, 103, 104 The fluorescent signal 

intensity of the dyed phases helps distinguishing both the solid 

materials of the microsystem, the two phases and the ongoing 

mineral precipitation. Similar strategies can be applied to 

reactive micromodels made of real minerals to monitor fluid 

displacement in 3D using confocal laser microscopy.97 Some dye 

such as fluorescein can also be used to access supplementary 

information about pH. Indeed, at acidic pH, the fluorescent of 

fluorescein is quenched105 giving the ability to literally 

“visualize” the CO2 dissolution in water, which leads to an 

acidification of the aqueous phase.106, 107  

Fluid flow and velocity profile inside porous medium are yet 

other critical information to improve the understanding of CO2  

trapping mechanisms when geometrical considerations are taken 

into account, especially velocity field variations in reactive 

porous structures. To access these data, µ-Particle Image 

Velocimetry technique (µPIV)108 and anemometry109 are 

common techniques to investigate velocity profiles within a 

micromodel. The fluid is seeded with small tracer particles and 

their motion is tracked to deduce the fluid motion.110 Yun et al. 

used this technique to highlight the change in terms of velocity 

field for their dual porosity models compared to the single-depth 

ones (Fig. 10(a))75. Similarly, Kazemifar et al.45, 111 directly 

extracted the CO2 flow velocity in a water-filled porous media 

during the drainage process (Fig 10(b)-(c)).  

 

Despite the interest of optical visualization techniques, no direct 

bio-geochemical information can be provided in the visible light 

range. Although several microbiology techniques allow 

accessing critical in situ information on cells using UV-visible 

light (Fluorescence In Situ Hybridization – FISH, live and dead 

kits, etc.) they require the use of markers. Besides, such 

approaches are specific to microbiology and cannot be used more 

generally to investigate geochemical effects. Therefore, in here, 

we purposefully focus only on non-intrusive characterization 

techniques. To do so, several research works have focused on 

spectroscopy (Raman and Infrared) to investigate solubilization 

processes or chemical reactivity and precipitation processes 

inside micromodels. 

 

3.2. Spectroscopy approaches 

Raman and Infrared spectroscopy are non-intrusive techniques 

giving access to chemical vibrations modes of molecules, 

therefore providing information on bio-geochemistry occurring 
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during CO2 geological storage processes. When considering 

micromodels experiments, such approaches are generally 

coupled to microscopy to attain the adapted space resolution and 

possibly to proceed with spatial chemical mapping / imaging. 

Note, however that the construction materials of the 

micromodels drive the choice of the characterization technique 

to use. For instance, although Pyrex is transparent in the visible 

range and therefore compatible with in situ Raman spectroscopy, 

it is not transparent in the IR range, restricting the use of FTIR 

spectroscopy.112 

Raman spectroscopy. Confocal Raman microspectroscopy is an 

outstandingly efficient characterization technique for in situ 

investigation at the pore scale. So far, its use has been reported 

for investigations related to two aspects of the geological CO2  

storage: the solubility trapping and the mineral trapping. Liu et 

al. used the confocal Raman spectroscopy (with a 532 nm 

wavelength excitation laser) to determine the CO2 solubility in 

water and brine in a HP/HT micromodel.53 Indeed, the use of the 

peak intensity ratio between an aqueous CO2 Fermi dyad band 

(~1385 cm-1) and the water stretching band (~3480 cm-1) 

associated with third order polynomial models113 can be used to 

access the solubility of CO2 in pure water or in brine for NaCl 

concentrations (Fig. 11) directly on a chip.  

A backscattering Raman spectroscopy can also be used to 

characterize crystal polymorphs. For instance, the collect of the 

100-2000 cm-1 spectra allows capturing the entire range of 

CaCO3 polymorphs (vaterite, aragonite and calcite) as well as 

magnesium containing minerals (dolomite and magnesite). Other 

studies have reported the use of Raman spectroscopy to 

investigate other minerals such as α-quartz (with characteristics 

peaks located at 128, 206, 265, 355, 401, 464 cm−1),114 K-

feldspar (157, 285, 513, 750, 813, 994 cm−1)115 and calcite 

cement (156, 283, 711, 1085 cm−1).97, 116 These latest advantages 

allow for considering Raman spectroscopy for studying the 

impact of reactive flow in real rock chip configuration.  

In situ Raman spectroscopy has been equally successfully used 

to map packed beds micromodels working under HP / HT 

conditions to reach molecular information about asphaltenes 

sheets117 and to study the growth of methane hydrate thin films 

in micromodels.118 These results demonstrate the Raman 

spectroscopy is a powerful tool to study several different 

phenomena related to underground conditions experiments at the 

pore scale. 

IR spectroscopy. Although it is not straightforward to proceed 

with pore scale experiments with in situ IR spectroscopy due to 

the reactor microfabrication materials 112, despite recent 

developments in materials science and microfabrication 119, the 

field of optical fiber sensor technologies has grown. IR-

compatible fibers can be quite easily implemented in 

micromodels and provide the possibility to distinguish CO2, 

brine and CO2 saturated brine by using a wavelength shift of 

1.149 nm120, 121. Bao et al.122 validated the ability to use 

chalconide glass fibers123 by distinguishing first supercritical 

CO2 (40°C and 9.65 bar) and brine (3M NaCl solution), and then 

by demonstrating the ability to follow a CO2 saturation of brine 

(with a 0.192 nm shift between the CO2-saturated brine and the 

initial brine solution) (Fig. 12(a)-(c)). 

 Starecki et al.124 then developed an in situ CO2 mid-IR 

detection probe directly integrated within a high-pressure 

microsystem. It was possible to detect the presence of CO2 at p,T 

conditions representative of deep aquifers thanks to an embedded 

rare earth doped chalcogenide fiber. When considering a 

dynamic mode (segmented CO2 / water flows), a 100 ms 

sampling frequency was successfully achieved (Fig. 12(d)-(e)).



Review Reaction Chemistry & Engineering 

12 | React. Chem. Eng. , 2019 , 00 , 1 -3  This journal is © The Royal Society of Chemistry 2019 

Please do not adjust margins 

Please do not adjust margins 

  

3.3. X-Ray approaches 

Pore scale view of the involved phenomena in 3D non-

transparent structures (such as non-consolidated “packed bed” 

porous media or 3D structures involving geological materials, 

see sections 2.2 and 2.4) requires the use of X-Ray techniques as 

conventional optical or spectroscopy approaches do not allow for 

in situ visualization (similarly to core-scale experiments). Hence, 

the coupling between X-Rays and micromodels is critical. 

X-ray diffraction. In this context, the reliability of high pressure 

Si/Pyrex microsystems allows the implementation of X-Ray 

analytic techniques such as Small-Angle and Wide-Angle X-ray 

scattering (SAXS/WAXS). For instance, Beuvier et al. 

conducted a study consisting in analyzing calcium carbonate 

(CaCO3) precipitation in a microchannel.125 The scattering 

signals of the solvent and the Pyrex cover can be distinguished 

from the narrow diffraction peaks of the CaCO3. Then, the 

WAXS mode can provide information on the carbonate 

crystallographic structure (calcite, aragonite or vaterite) while 

the SAXS mode, acquired at the same time, provides clues about 

the particle size and morphology, in this case, micrometric 

rhombohedra of calcite for example. The glass side of the 

microreactor gives the ability to further confirm this information 

to validate the methodology through in situ optical imaging (Fig. 

13). 

 At the pore scale, X-ray diffraction (XRD) can also be used to 

characterize thin rock sections126, and it can be coupled with 

micro X-ray fluorescence (µ-XRF). For instance, XRD can 

detect components in shale samples like quartz (SiO2), calcite 

(CaCO3), illite ((KH3O)Al2Si3AlO10(OH)2), albite (NaAlSi3O8), 

microcline (KAlSi3O8) or pyrite (FeS2), while µ-XRF can 

determined the proportion of minerals such as SiO2, CaO, SO3, 

Al2O3, K2O or Fe2O3. This is very useful to determine the mineral 

reactivity of a rock sample inserted into a microfluidic chip 

toward a reactive fluid like brine or waste water. 

X-ray µCT. The X-ray µCT is already used for rock samples in 

order to quantify in situ wettabilities127 or to study CO2  

exsolution in sandstone.128 The µCT is also used complementary 

to magnetic resonance imaging (MRI) to study advection, 

dispersion and the formation of precipitate in 3D porous media 

flow cells.129, 130 Indeed, MRI gives special mapping information 

of local velocity fields changes and dispersion in the sample, 

while µCT permits the visualization of precipitation into the 

porous media.  

 

In brief, several in situ and noninvasive characterization 

techniques are readily available to investigate CO2 geological 

storage associated mechanisms. This can be done in confined 

environment at the pore scale in realistic pressure and 

temperature conditions both from a hydrodynamics and 

geochemical point of view. These characterization tools have 

been applied to several reported studies, which are detailed in the 

next section. 

4. Geological Labs on Chip for the discovery of 
(bio)geochemistry and physics 

(a) 

(b) (c) 

(d) (e) 
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Most of the reported studies investigating CO2 geological storage 

at the pore scale have been focused on four main mechanisms, 

namely: (i) invasion processes and capillary trapping, (ii) 

solubility measurement and trapping, (iii) minerals dissolution / 

precipitation and (iv) biogeochemical effects.  

4.1. Fluid flow in porous media: Capillary trapping 

Permeability measurement and its effect on drainage and 

imbibition processes. The permeability of a micromodel 

depends on the porosity and the depth of the etched patterns. In 

most cases, the greater the etched depth is, the greater the 

permeability of the porous media is (same for the porosity).69  

 Experimentally, the absolute permeability is estimated by 

measuring the pressure drop across the porous media (typically 

with low differential pressure transducers) during an injection of 

water.131 For the absolute permeability measurement of their 

Reservoir On a Chip (ROC), Joseph et al.66 used the Darcy law  

132 :  

𝐾 =  
𝑄 × µ × 𝐿

𝐴 × ∆𝑃𝐹𝐷
 

Where K is the absolute permeability, Q is the flow rate, µ is the 

viscosity of the water, L is the length of the micromodel, A is its 

cross section (𝑤𝑖𝑑𝑡ℎ × ℎ𝑒𝑖𝑔ℎ𝑡) and ΔPFD is the pressure drop 

across the ROC. In most cases, a ΔP=f(Q) is plotted and the slope 

is used to calculate the permeability.  

 The complexity of the aquifer’s porous media, however, 

leads to the consideration of other factors. Joseph et al.66 

demonstrated that for two networks with similar depth and 

porosity, the permeability changed with the number of pores and 

throats. Macroscale experiments have already shown that CO2  

will preferentially displaced water through areas with higher 

permeability values.133, 134 Zhang et al. confirmed this 

phenomenon by a direct observation of water drainage by liquid 

CO2 in a Si/Pyrex micromodel with a dual-permeability etched 

network.51 The area exhibiting the lower permeability value 

could be efficiently drained if the capillary number reached a 

certain value (logCa = -3.36). They identified three types of CO2  

phase morphologies: mobile phase, large multipore blobs and 

small blobs. With this denomination, they showed that the higher 

the capillary number, the more important was the mobile phase, 

identifying a dominance of the capillary fingering for the lower 

injection rate and a viscous fingering for the higher injection 

rates (Fig. 14(a)). The CO2 phase saturation also increases with 

the injection rate. The proportion of CO2 in the low permeability 

area is an important parameter to determine the efficiency of a 

sealing caprock. Other studies investigating viscous and 

capillary fingering reported the crossover from capillary 

fingering to viscous fingering in a rough fracture.135 

 Cao et al. showed the link between the microscopic geometry 

and the relative permeability of the reservoir, by associating the 

capillary trapping of small bubbles in narrow pore throats to the 

decrease of the relative permeability.56 For such an investigation, 

the µPIV technique is useful to determine the velocity of CO2  

into water-filled micromodel. In particular, three flow stages 

have been reported:111  

- A pre-front passage consisting of a flow with periodic 

features before the CO2 actually enters the micromodel 

- A front passage which is the actual appearance and migration 

of the CO2 front 

- A post front passage relative to the evolution of the flow field 

after the passage of CO2 front. 

 During the front passage stage, sudden and rapid growths of 

CO2 dendritic features (fingering) were observed. The local CO2  

velocity in such hydrodynamic structures can reach values as 

high as 20-25 times higher than the bulk one, supporting the 

notion of Haines jumps during front propagation due to local 

dynamic pressure gradients in the micromodel.136 

 Besides the porosity and the permeability of the 

micromodels, the pore characteristics have also a strong 

influence on the CO2/water displacement. Chang et al. studied 
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these effects with imbibition experiments into four different 

micromodels with varying anisotropy, heterogeneity and pore -

throat aspect ratio.54  They reported that the residual trapped CO2  

was due to a bypass phenomenon, induced by heterogeneities in 

pore characteristics and pore-scale scCO2-water distribution. 

This can be overcome by having a higher transverse 

permeability, which will result in an enhanced sweep efficiency 

by reducing the scCO2. 

Effects of the injection methodology. In the large majority of 

the reported experiments concerning CO2 invasion and drainage 

in a saturated brine –filled porous medium, the unfavorable ratio 

(M) between CO2 and brine leads to an instable displacement 

process (refer to the logM and logCa values for all the studies of 

this section reported into the Lenormand diagram (Fig.  15)22, 46, 

51, 52, 54, 56, 100, 137, 138. Therefore, several strategies have been 

developed to investigate the influence of the injection 

methodology on the final CO2 saturation. For instance, a study 

with continuous and discontinuous injections of scCO2 in water 

has showed different mechanisms. For discontinuous injection 

rate experiments, a low injection rate led to a domination of 

capillary fingering (with a higher scCO2 saturation), whereas a 

high CO2 velocity involved viscous fingering. The continuous 

injection always showed a capillary fingering behavior and an 

increase of the CO2 saturations as the injection rates were 

increasing.52, 138 Indeed, in the most cases, the CO2-brine (or 

water) displacement increased with the capillary number Ca, 

improving the CO2 injection efficiency56 (Fig. 14(b)). Regarding 

these observations and the CO2 viscosity and interfacial 

dependency of the capillary number, some optimization methods 

can be considered such as increasing the velocity of the flow, or 

the CO2 flow viscosity (for example by adding of viscosifiers), 

or playing with the interfacial tension or the contact angle using 

surfactants.139  

 Lastly, Chang et al.54 demonstrated that just Lenormand’s 

diagram and capillary number were not sufficient to account for 

all the invasion phenomena. Specifically, they performed 

experiments in different micromodels in the same range of log 

Ca and observed different behaviors. In particular, the crossover 

zone between capillary fingering and viscous fingering didn’t 

appear for the same log Ca. Their observation indicated a strong 

influence of the pore geometry and the pore-network topology 

on the drainage fingering. To include the geometrical effects, 

they define a “complete capillary number”, which takes into 

account the pore network characteristics in order to be able to 

improve the comparison between micromodels and the 

description of the fluid invasion. 

Wettability influence. Besides the geometry, the wettability of 

a porous media also has a strong influence on the CO2-brine 

displacement mechanisms by its impact on interface ’s 
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stability.140 Intermediate wetting properties of the porous media 

lead to wider fingering, more compact displacement pattern and 

higher CO2 saturation. This involves that the reduction of the 

wettability increases displacement efficiency.87, 141 This 

highlighting is very useful to understand what can occur during 

geological sequestration, because of the difference in wettability 

of different regions of the caprock.142-145 Experiments with 

water-wet and intermediate-wet homogeneous micromodels 

prefilled with CO2 showed the effect of wettability on CO2  

capillary trapping. The less water-wet pore surfaces trapped 

more CO2 (+ 15% of saturation). But this additive trapping no 

longer exists when considering high brine flow velocities.87  

The salinity of the brine is also a key parameter to take into 

account, as it can strongly modify the wettability55, 146-148 and 

therefore the displacement processes. Kim et al.49 showed at the 

pore scale the wettability alteration is due to the salinity of the 

brine (the contact angle increased from 0° to 80°, with an 

increase in the salt concentration). The study with NaCl brine 

confirmed this effect by featuring that higher brine salinity 

decreased the overall displacement (due to the increase of the 

contact angle between the brine and the CO2, reducing the 

efficiency of the CO2 flow).56  

Physical forms of CO2 and water saturation. When studying 

CO2 invasion processes, it is of primary importance to consider 

the pressure and temperature conditions, which drives the phase 

of the invading CO2 phase (i.e. gas, liquid or supercritical). 

Morais et al.46 highlighted the different mechanisms involved 

during the drainage of a water saturated porous medium by CO2  

at different physical forms. They built CO2 curves as a function 

of time and distinguished invasion, percolation and drying 

mechanisms149 (Fig. 14(c)). They observed two phenomena:- 

water films break up, which the thickness can be determined with 

Bretherton’s law150 - a drying mechanism occurring principally 

with the supercritical CO2. Both increased the efficiency of the 

drainage into the GLoC (Geological Lab On a Chip) . 

On the other hand, Zheng et al.138 confirmed the increase of the 

CO2 saturation with an increasing capillary number for a given 

phase. In their experiments, liquid CO2 showed a highest sweep 

efficiency due to a high viscosity ratio.  

The combination of capillary forces and drying effects were also 

observed by Wang et al.137 They compared two types of scCO2  

injection process, the first one with wet scCO2 (WscCO2, 100 % 

water saturated) and the second one with dry scCO2 (DscCO2, 

0% water saturation), both at different flow rates, in a 

micromodel initially filled with water. The results showed a 

higher DscCO2 sweep efficiency with saturations reaching 

values up to 3.3 times larger than for WscCO2 saturations. From 

their high injection rates range they found three mechanisms that 

control the DscCO2 displacements at pore scale: 

- a capillary fingering at low injection rates,  

- a cross over from capillary to viscous fingering at 

medium injection rate, 

- viscous fingering at high injection rates. 

The WscCO2 displacements were controlled only by the first two 

mechanisms. 

Furthermore, Wang et al.137 also showed that the mutual 

solubility between scCO2 and water changed dramatically the 

specific interfacial area, which doubled or tripled during the 

capillary fingering process. The drying effect therefore enhances 

the scCO2 displacement efficiency by altering the “capillary 

pressure lock”. 

Displacement and dissolution combination. Buchgraber et 

al.44 emphasized a new type of displacement pattern, namely a 

combination between dissolution of CO2 in water and the 

displacement itself. This phenomenon involved three steps: a 

disconnection and displacement of the gas by snap off  

mechanisms, a shrinkage of CO2 bubbles and then the complete 

dissolution of the gas phase. They also observed the effect of the 

capillary number (related to the flow velocity) on the size of the 

capillary trapped CO2 bubbles. The lower the injection velocity, 

the larger amount of non-wetting phase is trapped by capillary 

effects. They were able to show heterogeneous and 

homogeneous dissolution of CO2 in water, an interesting aspect 

for the study of the dissolution trapping, which is discussed in 

the next section. 

Overall, the investigations of fluid flows in porous media have 

been conducted for years using micromodels, considering 

different situations for the injection methodology, the flowrates 

or the p, T conditions. The effect of several characteristics of the 

porous medium have been studied including the wettability, the 

geometry, etc. These experiments have allowed to define 

adimensional numbers, which can be used to characterize the 

CO2 drainage and brine displacement (Ca, viscous ratio between 

the phase), leading to preliminary guesses towards increasing 

injectivity efficiency for the capillary trapping improvement. 

Although a growing number of experiments are now conducted 

in realistic pressure and temperature conditions, accounting for 

the different phase of CO2 (i.e. liquid, gas or supercritical) in 

multiphase flows, further works are still required to finely 

determine those effects depending on the physical characteristics 

of the considered underground storage location.  Indeed, 

pressure, temperature or salinity conditions are increasingly 

important for the determination of thermodynamic equilibrium, 

which drive both phase solubility. High pressure micromodels 

can equally be used to investigate these properties, as discussed 

in the next section.  

4.2. Solubility of CO2 in water and brine: Solubility trapping 

Dissolution trapping is a key trapping mechanism for the long 

term safety of the CGS process. This phenomenon occurs 

directly beneath the whole scCO2 plume, helped by the 

convection due to the fluids density difference 151-156 or within 

scCO2 plumes by local phase partitioning.157-159 Chang et al. 

studied  these local scCO2 dissolutions, focusing on a non-

equilibrium dissolution,100 recently underlined with core-scale 

and field experiments.142, 143, 160-162 A 2D heterogeneous 

micromodel was used to give evidence and imaging showing this 

non-equilibrium dissolution. In the whole network, the 

dissolution process depended on the characteristics of water 

imbibing pathways, such as their number or their flow rate. 

Indeed, an increase in the number of water paths led to a faster 
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depletion of scCO2 by dissolution; as well as a low velocity for 

the water flow, the concentration of sCO2 reaching the solubility 

for very low velocity. The importance of the surface area is also 

a key factor. A higher contact area increases the mass transfer 

between the two phases and thus accelerates the depletion in 

sCO2 by dissolution.  

The diffusivity is also a key factor which contributes to solubility 

and mineral trapping. Even if there are many data on the 

diffusion coefficient of CO2 in pure water at atmospheric 

pressure,163, 164 the high pressure microfluidic approach 

completes this knowledge by adding the salinity and pressure 

issues. Thus, the salinity, changing the property of the CO2  

phase, like solubility of CO2 or dissociation constant,113, 165, 166 

influences the diffusivity of CO2 in geological reservoirs. The 

microfluidic approach competes with the time consuming 

method of PVT (Pulsed Video Thermography),167-169 as reported 

in Sell et al.170 Indeed, they used a microfluidic platform 

combined with the fluorescein quenching depending on the pH, 

displaying the diffusion of CO2 (Fig. 16(a)).171 They discovered 

that the diffusion coefficient was not influenced by the pressure, 

but it decreased when the salinity (the concentration in NaCl) 

increased (Fig. 16(b)-(c)). According to the study of Liu et al.53 

based on Raman spectroscopy, the solubility of CO2 in brine 

(NaCl solution) also decreases when the salinity and the 

temperature increase (Fig. 16(d)-(e)). The microfluidic 

platforms allow fast processes such as CO2 solubilization and 

diffusivity of CO2 in water or brine. Some studies took 

advantages of this skill to follow the CO2 solubility behavior 

with temperature variations,172 confirming the fact that the 

solubility of CO2 in water decreases when the temperature 

increases.5, 173 Abolhasani et al.174 developed a smart 

microfluidic platform for measuring the solubility of CO2 in 

different solvents by monitoring the evolution of CO2 bubbles 

over time using segmented microflows. The data were calculated 

from the reduction of volume between the initial and the final 

CO2 plug. Cubaud et al.175 also used a similar strategy based on  

segmented flows of CO2 and water to study their mutual 

solubility and had identified three regimes: saturating, coalescing 

and dissolving regime.  

 During injection of scCO2, water dissolves in scCO2 stream 

and this phenomenon of drying dramatically affects the 

displacement process. Wang et al. 137 showed the impact of 

mutual solubility of scCO2 and water and the fact that a scCO2 is 

able to carry a great amount of water, enhancing the drainage of 

water by the scCO2. They highlight that the injection model has 

to take into account: 

- the change of rock properties with dry and wet scCO2  

- building models integrating the dry-out effects. 

Rufai et al. 68 confirmed the importance of the drying phenomena 

with a study of NaCl brine evaporation with air and CO2. They 

highlighted a nonlinear evaporation rate, mainly due to the 

deposition of salts that acted as a physical barrier to hydraulic 

connectivity. 

 The influence of the physical conditions on the drying 

mechanisms has been studied by Chang et al. 176 they showed the 

domination of water dissolution into scCO2 for the depletion of 

residual CO2 during imbibition experiments. The microfluidic 

approach also promotes the study of factors influencing the CO2  

dissolution, like the addition of Nickel Nanoparticles (Ni NPs) 

into the CO2 stream and the pH of the brine. With this technique, 

it has been proved that an addition of 30 mg∙L-1 Ni NPs increased 

the dissolution of CO2 into the brine, especially with an acidic 

brine.177 



Reaction Chemistry & Engineering  Review 

This journal is © The Royal Society of Chemistry 2019  React. Chem. Eng.,  2019 , 00 , 1 -3| 17  

Please do not adjust margins 

Please do not adjust margins 

When a geological formation is subjected to depressurization, 

exsolution of CO2 from the CO2-saturated brine can occur.47, 128, 

178-181 This phenomenon was also observed in the case of 

micromodels experiments182 (Fig. 17(a)). It was seen that the 

first step of instantaneous nucleation, after an oversaturation 

stage, is followed by the increase of number of bubbles as the 

pressure is decreasing. A strong capillary trapping is 

demonstrated by the correlation between bubbles and pore sizes 

distribution. Although the nucleation site for the bubble 

formation showed a random distribution, Xu et al.182 observed 

two types of preferential morphologies for the growth of CO2  

bubbles. The first one corresponds to a nucleation at the pore 

wall of a pore bodies, leading to a growth along a direction 

normal to the pore wall. The second involves a nucleation at the 

pore wall of a pore throat, leading to a growth into the adjacent 

pore body (Fig. 17(b)). In this study, an Ostwald ripening effect 

has also been observed for an exsolution at 25°C, but not at a 

temperature of 40°C.  

In brief, the main interest of high pressure micromodels 

approaches compared to conventional core-scale or field scale 

approaches for accessing data on the solubility trapping is the 

fast screening ability of such methodologies. By combining 

optical access – and therefore in situ characterization – with 

pressure and temperature capability and small scales, phase 

equilibrium can be reached in short times, while the space of 

investigation for the phase diagram is increased. Meanwhile, 

complex geometries can also provide means for salt precipitation 

kinetics determination (drying mechanism), depending on mass 

transfer at the pore scale through both diffusion and convection 

effects, which are experimentally difficult to access using core -

flood experiments. The recent development of reactive 

micromodels allows for studying another critical aspect of CO2  

storage at the pore-scale, namely reactive fluids flows in porous 

media, which are discussed hereafter. 

4.3. Materials dissolution / precipitation: Mineral trapping 

Material dissolution. The dissolution of CO2 into a brine-

saturated reservoir leads to an acidification of the flow, and it 

impacts carbonate minerals.183-185 In order to visualize the 

influence of this acidification on the carbonate reservoirs, 
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already reported at macro-scale,186-189 it is possible to mimic this 

phenomenon by flushing an acidified brine into a carbonate 

micromodel. For this purpose, Song et al.58 injected a 1% HCl 

1.81M NaCl brine through a natural calcite chip, with a straight 

channel or a two-dimensional micromodel. The direct 

visualization into a single microchannel permitted to visualize 

the carbonate-acid reaction producing CO2 gas and to assess 

dissolution rates. The study in two-dimensional micromodel 

showed preferential calcite dissolutions depending on the crystal 

orientation and the local flow velocities, causing a phenomenon 

of wormholing (Fig. 18). 

Minerals precipitation and crystallizations. The brine 

evaporation, even with non-reactive gases, leads to the 

precipitation of minerals. The microfluidics technology allows to 

more easily and more precisely study the sensitivity of governing 

parameters such as salinity, injection flow rate, capillary 

pressure, aqueous phase mobility and temperature  190 (in 

comparison with field or core-scale experiments). 

 For instance, an evaporation of NaCl brine in a water-wet 

micromodel showed permeability damages, due to NaCl 

crystallization. The impact on the permeability was dependent on 

the initial brine concentration.24 The permeability alteration 

decreased with an increase of the brine concentration. Kim et al. 
24 coupled the ability to follow the pH quenching of fluorescein 

due to CO2 dissolution in water and the visualization of 

precipitation. They used a NaCl solution to mimic the aquifer 

brine and flushed a brined-filled “aquifers on a chip” micromodel 

with CO2 gas.  

The experiments with a single channel, including isolated pores, 

showed the formation of two different morphologies of 

precipitates, namely large bulk crystals and aggregated 

polycrystalline structures.68 The large bulk crystals were formed 

away from the CO2 flux whereas the aggregated polycrystalline 

structures appeared preferentially near the CO2/brine interface 

(Fig. 19(a)). When the CO2 was injected in a brine-filled regular-

grid network, the porosity dramatically decreased after salts 

precipitation (between 15 and 20%) and the salts blockages 

occurred preferentially in the channels and less frequently at the 

channels intersections. The precipitation process followed the 

direction of the CO2 flushing, and occurred fast. Before the first 

mineral precipitation, the authors found evidences of phase 

redistributions and initial brine evaporations (confirmed by the 

formation of dendritic-like structures, witnessing a sur-saturation 

process191), and then, the salt precipitation showed a linear rate. 

The micromodels allow the direct visualization of the 

propagation of the drying front, due to the pathways of the dry 

CO2 into a NaCl brine.50 As developed in the capillary trapping 

section, the formation of brine films on the rock surfaces and 

obviously along the CO2 pathways, impacts the salt precipitation 

(rates, localizations, morphologies). The affinity of water with 

salts and rocks being strong, the salt precipitation occurs in the 

CO2 stream, supported by brine transport along the mineral 

surface (water films conductivity) (Fig. 19(b)).  

The effect of diffusivity and advection provided by the flow 

regime of fluids cannot be studied in batch.192-196 Zhang et al.102 

completed macroscale experiments by mixing two aqueous 

phase of calcium and carbonate, respectively, into a microchip, 
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confirming a precipitation along the center mixing line, as also 

reported elsewhere.77, 197 The microsystem experiments 

permitted the direct visualization of the porosity decrease (and 

thus the permeability reduction) induced by CaCO3 precipitation. 

Concerning the morphologies, the Raman spectroscopy 

highlighted the formation of vaterite and calcite crystals. The 

whole experiment allowed the possibility to calculate the 

precipitation rates for each type of crystal and showed their 

dependence with the initial saturation state. The relative amount 

of the vaterite increased with the saturation state, as the quantity 

of precipitates decreased. The addition of Mg2+ to the initial 

mixture of CaCl2 was studied in the same micromodel.43 Indeed, 

Mg2+ is known to be an inhibitor in calcite formation.198-200 The 

three CaCO3 polymorphs were observed, calcite, vaterite and 

aragonite. The calcite polymorph was the most abundant in all 

experiments and the amount of the aragonite polymorph 

increased with the concentration of Mg2+. The morphology of 

calcite varied depending on the Mg2+ concentration, changing 

from angular forms to spherical (needle like to spherical for 

aragonite, with an increase of crystal size) (Fig. 19(c)). At a 

higher level, the presence of Mg2+ strongly affected the porosity, 

the permeability of the porous media and the wideness of the 

downstream precipitation area, due to a delayed precipitation. A 

phenomenon of dissolution of small crystals and regrowth in 

bigger polymorphs was observed (Fig. 19(d)).  

Jaho et al. performed some experiments with oversaturated 

solution of CaCl2∙2H2O and NaHCO3, reacting in a 2D 

micromodel.201 They observed preferential area for the 

precipitation reaction, namely close to the inlet and even closer 

when the saturation ratio value increased. A change in 

temperature led to different carbonate precipitation rates and thus 

influenced the drop of porosity observed during the 

experiment.202 The direct microscale observation permitted to 

visualize formation of CaCO3 at the interface between gas and 

liquid (Fig. 19(e)). A gas phase was produced during the 

experiment when the temperature was increased. They made the 

hypothesis that the gas bubbles surface should act like a 

heterogeneous nucleation catalyst due to the high surface energy 

(induced by the smallness of the bubbles).  

Effects of flow rate and CO2 phase on precipitation.  

Nooraiepour  et al. 203 studied an evaporation regime drying brine 

into a matrix of shale micromodel. They observed two distinct 

forms of crystals: (a) large and semi-large (100 – 300 µm) single 

cubic crystals of halite (in the aqueous phase) and (b) dense 

micrometer-sized (< 20µm) halite crystals (on the interface of 

rock and CO2 stream). They linked the formation of each one to 

different structures of residual brine (domes, pools, films). The 

distribution of the different brine dispositions changed with the 

temperature and the flow rates, such as the appearance of each 

kind of crystals. They also highlighted that the phase of CO2  

changed the relative amount of crystals. 

The large amount of salt transport and precipitation experimental 

studies in porous media at the pore scale in recent years has also 

generated data that can be incorporated into numerical models in 

order to predict salt precipitation patterns.203-207 

Finally, geological micromodels integrating or mimicking 

mineralogy have been used to provide new insights for 

investigating the mineral trapping of CO2 in a CGS process. The 

complementarity between pore-scale investigations with optical 

access and core-scale experiments has been highlighted. 

Undeniably, the last technological developments have 

demonstrated the possibility to perform experiments directly on 

real geological materials, at pore-scale and with a direct 

visualization. The fast screening capability opens ways to 

separately investigate the coupled mechanisms and the 

geochemical reactions. This also permits to quickly identify the 

critical geochemical processes that are affected by the geometry 

and the topology and to get an idea about the strength of this 

synergy. As physical and chemical phenomena can lead to 

different crystal morphologies or precipitation rate, it is 

important to account for the deep biosphere in each specific 

reservoir. Indeed, this can strongly impact the local chemical 

environment due biological mechanisms involving the 

metabolisms of indigenous microorganisms. Hence, the issue of 

bio-geo-chemical impacts in CGS processes and how the 

micromodel investigations deal with the integration of 

underground biological material are discussed in the following 

section. 

4.4. Biogeochemical effects 

Underground microorganisms have severe impacts on deep 

subterranean processes when in situ conditions allow life 

(temperature, porosity, permeability…). After a large study 

summarizing all the results from a hundred sites, Magnobosco et 

al. 208 estimated that the biomass of this intraterrestrial life would 

be between 23 and 31 Gt of carbon. These values have been 

significantly reduced if we compare them to previous works on 

the subject.209-211 They remain, nevertheless, very important 

since the mass of carbon of all these microorganisms would be 

245 to 385 times higher than the mass of carbon represented by 

the whole humanity. These intraterrestrial microorganisms can 

modify the microporous network through three main 

mechanisms: (i) the modification of the mineral surface 

properties leading to wettability alteration within the porous 

structures212, 213; (ii) the microsystem bioclogging with biomass 

accumulation, contributing to a decrease in permeability214, 215 

and combined modification of the mineral surface properties, the 

geochemistry, and the overall hydrodynamic of the porous 

media216; and (iii) the precipitation biominerals, mainly 

carbonates, causing also clogging in the porous network.217-219 It 

has also been demonstrated at the Ketzin geological storage site 

(CO2SINK project) that the metabolic activity of the sulfate -

reducing microorganisms clogged the porosity of the aquifer 

nearby the well Ktzi 201 because of the sulfide generated 

combining with dissolved iron to form iron sulfides.220 

Sequestered CO2 can also have a great impact on microbial 

activity (directly into the aquifer or in potable groundwater after 

a leak).221-223 It is known that high pressure and high temperature 

CO2 concentration can lead to cell inactivation.224, 225 In spite of 

this aspect, some studies discovered that the growth of biofilms, 

complex three dimensional structures of bacteria communities, 

can result in permeability reduction (bioclogging) and secure 

CO2 sequestration processes.226-228  
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Sygouny et al. studied the impact of CO2 on Pseudomonas putida 

biofilms in a glass-etched porous media.229 The cells were 

diluted in nutrient broth at a concentration between 107 and 108 

cfu∙ml-1 and introduced in a glass/glass pore network.230 The pH 

before the injection was 7.1. They observed that the CO2  

injection has only a temporarily effect on the biofilms. Indeed, 

as the CO2 injections reduce the pH, causing cell stress, and a 

partially detachment of the P. putidia biofilm, regrowth was 

observed. The CO2 concentration in the porous media was then 

reduced by the nutriment flow reimbibing the porous media and 

some buffering reactions consuming CO2. They also observed 

that the biofilms age is a key factor for biofilm resistance to the 

CO2 injection. Actually, older biofilms are denser and more 

resistant to breakdown during CO2 injection. This study 

confirmed also the impact of the biofilm on the relative 

permeability of the porous media, and showed that the initial low 

permeability (due to the presence of the bacteria film) is quickly 

reached. 

The micromodel can also be used to directly see the porosity 

decrease due to biomineralization, already shown at higher 

scale.218, 231-233 In a further stage, the study of Singh et al.116 also 

showed that an active metabolism is needed to have a CaCO3  

“bio-precipitation”, activated by the presence of NO3
-. The 

ability to couple the experiments with Raman spectroscopy 

provides information about CaCO3 crystal morphologies 

(dendritic and lumped-type), identified as calcite and vaterite. As 

noticed for experiments with transverse mixing of CaCl2 and 

Na2CO3 solutions, CaCO3 biomineralization displays also a 

biofilm formation along a centerline, but a wider zone for the 

biofilm and the biomineralization process. An interesting use of 

fluorescent tracers and Elemental Scanning Electron Microscopy 

(ESEM) imaging showed that CaCO3 precipitates occupied the 

whole depth of the pore and will thus strongly affect the porosity 

of the sub-surface formation, decrease the permeability of the 

geological reservoir and increase the complexity of the flow 

pathways of the injected fluid.116  

The development prospects of high-pressure micromodels 

applied to the microbiology of deep environments go far beyond 

the context of the geological storage of CO2. For instance, 

MEOR technologies aim to improve the recovery of 

underground crude oil using microorganism’s metabolites (e.g. 

biosurfactants, biopolymers, acids, solvents and gases).234 

Micromodels are already useful tools to investigate and 

understand classical EOR processes in reservoir conditions. 

Lifton reviewed the large microfluidic approaches usage in the 

EOR field.235 An outstanding microfluidic instrument for EOR 

investigations is the “Reservoir-On-a-Chip” (ROC) device (Fig. 

20), first introduced by Gunda et al. to study realistic pore-

network waterflooding in oil-bearing reservoir rock.61 Actually, 

by using the ROC device, He et al were able to visualize the real-

time surfactants performance on oil recovery within porous 

media conditions (i.e. pore sizes similar to shale formation 

rocks).236 The latest developments among the microfluidic 

approaches include the study of the combined application of CO2  

storage and oil recovery processes.237-239 

Understand microbial behavior deep underground gives insights 

to the bioplugging mechanisms leading to significant changes 

within the porous media, such as the reduction of the porosity 

and the permeability.240, 241 Engineering bioplugging has been 

used for several industrial applications (e.g. microbial enhanced 

oil recovery - MEOR, bioremediation). However, only few 

studies have investigated these phenomena at pore scale. 

Karembeigi et al. 241 used micromodels to look at the potential 

of bioplugging to increase the water flooding efficiency in high 

permeable zones. Liu et al.216 studied the hydrodynamic effects 

on biofilm growth and detachment with a T-shape microchannel 

(Fig. 21). These studies bring significant understanding in the 

bioplugging effects at pore scale for various underground 

processes such as MEOR.  

The bio-agents produced in MEOR have the same properties as 

conventional surfactants but offer a better substitute thanks to 

their lower operating cost, lower toxicity, and higher 
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biodegradability 242, 243. Several field and laboratory 

investigations have been carried out using in situ and ex situ 

biosurfactant flooding tests (i.e. use of naturally occurring 

surfactant-producing microbes or injection of surfactant-

producing microorganisms into the reservoirs, and injection of 

biosurfactant fluid into the reservoirs, respectively) to study their 

dispersive effects on EOR by altering the surface tension, 

interfacial tension and wettability 234, 244. Despite their promising 

properties and attractive alternative compared to chemical 

surfactants, and because of a lack of knowledge of microbial 

consortia mechanisms and biosurfactant interactions with 

reservoirs geochemistry, MEOR technologies are not considered 

yet as a viable process by the oil industry 242, 243. In the MEOR 

context, micromodels (e.g. GLoCs) are an excellent tool to study 

and understand the crude oil dispersion by biosurfactant flow 

mechanisms within reservoir conditions (i.e. pore scale, high 

pressure and high temperature). Indeed, Soudmand-Sali et al. 

designed both fractured and non-fractured etched-glass 

micromodels with irregular and dead-pore network patterns to 

study the in situ MEOR effects with Bacillus subtilis, which 

produces surfactin as a biosurfactant, on oil recovery efficiency 

and wettability alteration according to fracture orientation in 

porous media. They observed no sign of wettability alteration 

during the in situ MEOR process and because of the efficient 

surfactin decreasing effect on the interfacial tension and 

viscosity, combined to better oil-fluid miscibility, they obtained 

higher oil recovery efficiency within the fractured models 

compared to the non-fractured one 212. Within one of the same 

2D patterned micromodels, Amani et al. analyzed ex situ MEOR 

process to investigate the effect of a rhamnolipid mixture, a 

biosurfactant produced by a model strain Pseudomonas 

aeruginosa (HATH), on oil recovery efficiency. The tested 

biosurfactant provided effective results on both oil emulsion and 

dispersion and displayed good stability over a wide range of 

temperatures, pH and different salt concentrations 245. 

Interestingly, Armstrong & Wildenschild246 studied both ex situ 

and in situ MEOR with the microbial strain Bacillus mojavensis 

that produces biosurfactant and causes bioclogging. They 

demonstrated a better oil recovery when biosurfactant and 

bioclogging were occurring simultaneously, assuming that the 

microbial biofilm changed the pore morphology and allowed to 

re-direct the flow through preferential paths (Fig. 22). Those 

studies demonstrate successful oil recovery processes within 

porous media and provide good MEOR candidates for both in 

situ and ex situ MEOR industrial applications.  

If pressure is a driving parameter within deep subsurface 

reservoirs247, 248 to take into account for underground processes 

investigations, most of the studies are done at atmospheric 

pressure. Recent investigations determine the effect of elevated 

pressure on these phenomena but barely use porous media to 

reproduce the reservoir porosity.232  

As a matter of fact, several studies have already reported the 

major key role of subsurface microbial communities (i.e. the 

deep biosphere) in deep bio-geochemical cycles208, 249. The 

microorganisms’ metabolisms have been proven to greatly 

impact the local biogeochemical environment, in particular in the 

case of CGS or MEOR. These effects have been mostly studied 

using modeling approaches to simulate the CO2 injection effects 

on indigenous deep reservoir communities 250, 251 and on the 

combined MEOR-CO2 injection process 139, 252, but still require 

raw data obtained experimentally at small scales. In this view, 

micromodels present several interests to gain better 

understanding of the underground geo-microbiology at small 

scale, being able to reproduce in particular the local mineralogy 

and porosity into which biofilms can form. Such tools are 

particularly well adapted to investigate the common effects of 

flow, geochemistry and geobiology occurring at various location 

of a deep reservoir. The particular case of microorganisms’ 

transport in porous media and the further biosurfactant 

generation (modifying the local interfacial tensions and capillary 

numbers) and biomineralization process of CO2 have been 

studied, taking advantage of the design flexibility of the 

micromodels. GLoCs devices represent a more realistic 

approach, at lab scale, to increase our understanding of the 

mutual influence of microbes on the geochemistry and vice 

versa, and to better estimate the strong relationship between the 

fate of scCO2 in the storage aquifers and the endemic microbial 

communities. 

5. Challenges and Opportunities 

Investigating CO2 geological storage at the pore scale can 

provide a significant amount of information for feeding 

numerical modeling approaches and understanding the involved 

phenomena. Despite the numerous proofs of concept that have 

been demonstrated so far, several challenges remain, which 

could open new opportunities for the technology of Geological 

Labs on a Chip (GLoCs) in relation with deep underground 

problematics. 

The link between lab and field. CO2 geological storage is a 

promising technology for the management of CO2 anthropogenic 
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emissions. Although the equipment for large-scale geological 

storage is capital intensive, major challenges that will also create 

technological opportunities are the economic drivers, including 

legislation, that will make the capital investment viable. This 

includes a future with automated feedback between the 

micromodels experimentation in the laboratory and field 

operations, capable of exchanging real-time data and detailed 

understanding of the heterogeneity of the reservoir formations.  

In particular, the mineralogy can be complex, yet a fingerprint 

exclusive to each geological formation could be integrated in the 

micromodels technologies.  Therefore, libraries of reservoir 

information should somehow be connected to the design of 

laboratory experiments. 

Below the pore scale. The physical models applicable to 

microporous geological storage fall apart at the nano-scale, 

relevant to tight shale and the transport within crystalline lattices. 

Bridging the micro- to the nano-scale can be accomplished by 

using natural or synthetically prepared materials injected into 

microfluidic devices. However, further opportunity remains to 

design micro and nano-models that can capture molecular-scale 

information. This may include the development of nanofluidics 

devices253-255, which have proven to be excellent tools for 

accessing critical phenomena at the molecular level, including 

non-conventional phase behaviors. However, challenges still 

need to be addressed in term of experimentation (clogging, non-

validity of conventional fluid mechanics equations, etc.). This 

should also include the development and use of more advanced 

in situ characterization tools at such scales256, 257 and multi-scale 

modeling algorithms that rely on high-performance computing. 

Water chemistry itself is incredibly complex, yet central to 

understand CO2 capture with GLoCs. In situ and in-time 

characterization and advanced computational methods that can 

decipher aqueous solutions structures/properties and how they 

interact with other phases to store CO2, with high enough 

resolution to valid proposed mechanisms, are also tremendous 

opportunities. 

Ultra high-pressure experiments. The current microfabrication 

technologies based on silicon-Pyrex allows investigating, at the 

lab scale, phenomena occurring in typical ranges of [-50°C – 

400°C] and [0.1 MPa – 30 MPa]. However, it can be anticipated 

that a growing need to understand much higher pressure 

phenomena than that which cannot be currently studied at the 

pore scale. In particular, at some point, people may consider the 

injection of CO2 into deeper and deeper subterranean reservoirs, 

and thus requiring ultra-high pressure experimental set-ups in the 

350 – 1000 bar range (i.e. ~ 5,000-15,000 psi).  Additionally, this 

could open several opportunities towards the investigation of 

other deep underground related studies such a geothermal energy 

storage or magma displacement studies. In this view, there will 

soon exist a strong need to innovate into a new field of ultra-

high-pressure microfluidics, redesigning our current methods for 

device fabrication, operation, and laboratory safety.   

Investigating deep life. Besides the studies of reactive fluid 

flows and geochemical-mechanical effects induced by CO2  

injection in deep underground, geomicrobiology can also benefit 

from the latest developments in this field. Indeed, only few 

laboratories in the world are equipped to carry out microbiology 

under high pressure for technical and safety reasons. The study 

and the manipulation of these microorganisms under these 

conditions require the use of adapted equipment quite  

cumbersome. These pressurized devices can be ranged from one 

milliliter to several liters. These first reasons may already 

represent serious limitations to the study of microorganisms 

under elevated pressures.  

 These devices designed to withstand high pressures also do 

not allow the direct observation of phenomena at the 

microorganisms or the pore scales, which could provide 

information on the real-time microbial activity. Unfortunately, 

conventional experimental equipment is only able to do so if 

measurements are done by sub-sampling or at the end of the 

experiment after sacrificing the microbial culture. Sampling 

procedures are however very challenging due to the numerous 

changes occurring while the sample is depressurized (strong 

chemical changes due to the degassing of CO2). Therefore, the 

use of high pressure micromodels is a possible response to 

overcome these different constraints, allowing the 

“democratization” of high pressure microbiology. By controlling 

the pattern of the micromodel, the pressure, the temperature, the 

composition of the culture medium, the microbial composition 

(axenic strain, simplified community or autochthonous 

community from a targeted environment), such microtools can 

simulate extreme environments and stimulate new 

multidisciplinary research based on optical and (multi-) 

spectroscopic analyses. Compared to post mortem examination 

obtained when opening an autoclave, it is expected that these 

approaches will provide new insights that are more realistic.  

Reactive transport and couplings. The recent development of 

these new nano-micro-fluidic tools mimicking geological 

environments (Geological labs on a Chip – GloCs) has opened 

new fields of research and allows fine characterization of the 

reactivity of porous geological media. Indeed, the GLoCs 

technology allows reconsidering couplings between different 

physical, chemical, mechanical and microbiological processes. 

The scientific community agrees on the fact that these 

phenomena need to be studied individually before their 

couplings and upscaling. The downscaling to the nano-metric or 

even molecular level is the right scale for investigating reactive 

processes and mass and heat transfers. 

 Significant advances have been made over the past 2 decades, 

in particular by trying to transcribe the reactive transport 

challenges with the associated scientific locks in order to 

conceptualize GLoCs experiments sufficiently simplified to 

study the kinetics of geochemical reactions, the interfacial 

properties, the effects of temperature and pressure and the 

flowing mechanisms (advective, convective, diffusive and 

capillary). This complexity is found in particular in 

heterogeneous flows, mineralogical distribution, mixtures 

between fluids having evolved differently thanks to 

chromatographic effects and the heterogeneity of the porous 

media. Thus, GLoCs will allow revisiting several scientific 

obstacles including:  
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- the role and the impact of preferential flows in a complex 

network of drains, whose pores and crossings create highly 

reactive mixing zones (far from thermodynamic equilibrium) in 

a hydrodynamically heterogeneous medium 

- the acquisition of thermokinetic reactions data of minerals 

dissolution / precipitation in a saline context, in particular 

including the effects of common ions and migration / covering 

of meta-stability zones of mineral phases 

- the identification of the reactive properties of highly 

capillarized multiphasic systems, including the role of the 

interfacial tensions, the wettability of the minerals and the 

contact angle under different flows and connection regimes of 

the porous network 

- The identification of metastable and ephemeral redox species 

under catalysis of bacterial microorganisms in CO2 storage 

systems (properties of biofilms, inhibition / catalysis of mineral 

surface processes, etc.) 

-The understanding of small-scale geochemical/biogeochemical 

gradients formations and the effect of micro-environments on 

larger scales. 

- The investigation of the coupling levels between different 

processes (flow, geochemical reactions mechanisms at phases 

interfaces, etc.)  

- The use of geophysical techniques to characterize the 

electrokinetic and electrochemical properties of mineral phases 

and interfaces between wetting and non-wetting fluids, and their 

evolving 

- The review of the theoretical approaches of reactive transport 

and the numerical coupling between processes (thermo-hydro-

chemo-mechanical-biological) induced by the geological storage 

of CO2 and the use of the subsoil for the energy transition.  

 Therefore, GLoCs offer great hope for capturing key 

processes at appropriate scales, which will make possible to 

perform downscaling and upscaling in order to capture the spatial 

and temporal footprints of different processes highlighted at 

“small scales: GLoCs” and their expression at " large scales: 

reactive column and near CO2 injection well". Finally, the nano-

micro-fluidics devices with optical and spectroscopic techniques 

allow characterization and monitoring of the evolution of the 

different phases under the geological subsoil conditions. The 

quantitative interpretation of these observations will allow re-

evaluating/improving thermodynamic and kinetic parameters of 

the involved geobiochemical reactions related to the interfacial 

properties inducing mass exchanges. This will provide 

sufficiently generic and general knowledge on the reactive 

transport parameters (relative permeabilities, reactive surfaces, 

structural and mineralogical heterogeneit ies of the porous 

medium, wettability, fluid repartition in the porous network 

media, etc.). 

Conclusions 

High pressure micromodels (Geological Labs on a Chip – GloCs) 

have already been demonstrated to be unique platforms for 

investigating CO2 geological storage mechanisms at the pore 

scale. Indeed, they bring additional information compared to 

conventional batch or core-scale procedures and have been used 

so far to investigate thermodynamics, hydrodynamics in porous 

media, geochemistry, geobiological effects, reactive flows or 

solubility and diffusivity measurements. They have yielded 

complex designs geometries – 2D, 3D, reactive or not – 

depending on the targeted information and have been already 

coupled to several in situ characterization techniques allowing 

understanding at the appropriate scales numerous phenomena 

(mass transfer, multi-phase flow in porous media, interfaces 

characterization, etc.). Further development towards nanoscale, 

along with the integration of adapted characterization techniques 

will provide additional information at the molecular level. 

Moreover, the ability to proceed with microfabrication 

technological developments should open new methods towards 

ultra-high pressure experimentation at small scales, which could 

be used for investigating very deep geological environment. 

Overall, the CGS related R&D activities are highly 

interdisciplinary since they are based on chemical engineering, 

(geo)chemistry, flow chemistry, geosciences, physics, 

hydrodynamics of multiphase flows, microbiology, etc. 

Therefore, high pressure micromodels are new experimental 

approaches to investigate the mechanisms involved in CGS 

processes at the pore scale, all relevant for chemical engineers, 

chemists or geoscientists, far beyond the sole CGS-related 

topics. Eventually, the expansion of such systems to 

microbiology could speed up the discovery of deep underground 

microbes, recently highlighted as the “unseen majority” of living 

organisms, which largely contribute to the general carbon cycles 

on Earth.   
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