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Abstract

The injection and atomization of gasoline fuels are critical to the performance

of gasoline direct injection engines. Due to the complex nature of the pri-

mary breakup of the liquid jet in the near field, high-level details are often

difficult to measure in experiments. In the present study, detailed numerical

simulations are performed to investigate the primary breakup of a gasoline

surrogate jet under non-evaporative “Spray G” operating conditions. The

Spray G injector and operating conditions, developed by the Engine Com-

bustion Network (ECN), represent the early phase of spray-guided gasoline

injection. To focus the computational resources on resolving the primary

breakup, simplifications have been made on the injector geometry. The ef-

fect of the internal flow on the primary breakup is modeled by specifying a

nonzero injection angle at the inlet. The nonzero injection angle results in

an increase of the jet penetration speed and also a deflection of the liquid jet.
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A parametric study on the injection angle is performed, and the numerical

results are compared to the experimental data to identify the injection angle

that best represents the Spray G conditions. The nonzero injection angle

introduces an azimuthally non-uniform velocity in the liquid jet, which in

turn influences the instability development on the jet surfaces and also the

deformation and breakup of the jet head. The asymmetric primary breakup

dynamics eventually lead to an azimuthal variation of droplet size distribu-

tions. The number of droplets varies significantly with the azimuthal angle,

but interestingly, the probability density functions (PDF) of droplet size for

different azimuthal angles collapse to a self-similar profile. The self-similar

PDF is fitted with both lognormal and gamma distribution functions. Anal-

ysis has also been conducted to estimate the percentage and statistics of the

tiny droplets that are under resolved in the present simulation. The PDF

of the azimuthal angle is also presented, which is also shown to exhibit a

self-similar form that varies little over time. The PDF of the azimuthal an-

gle is well represented by a hyperbolic tangent function. Finally, a model is

developed to predict the droplet number as a function of droplet diameter,

azimuthal angle where a droplet is located, and time.

Keywords: DNS, atomization, gasoline direction injection, droplet size

distribution

1. Introduction

A comprehensive understanding of the injection and atomization of gaso-

line fuels is essential to improving the fuel injection systems in gasoline direct

injection (GDI) engines. The characteristics of the droplets formed in the
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atomization process have a direct impact on the subsequent turbulent disper-

sion of droplets, droplet evaporation, mixing between the fuel vapor and the

air, and eventually combustion features like spark ignition and flame propa-

gation in engines [1]. Due to the increasing demand for high fuel efficiency

and low pollutant emission, extensive research efforts have been directed to-

ward understanding and predicting the atomization of gasoline jets and the

resulting spray characteristics in the past decades [2, 3, 4, 5, 6, 7]. For the

purpose of advancing the understanding of gasoline spray formation, the En-

gine Combustion Network (ECN) has developed the benchmark “spray G”

injector and operating conditions. ECN has also provided a rich experimen-

tal database for numerical model validation. In the present study we will

develop a numerical model for a gasoline non-evaporative surrogate jet un-

der the spray G operating conditions and investigate the primary breakup of

the liquid jet.

The breakup or atomization of a liquid jet is usually divided into the

primary and secondary breakup/atomization processes: while the former is

referred to the disintegration of bulk liquid jets into droplets and ligaments,

the latter describes the breakups of large droplets and ligaments to even

smaller ones. The primary and secondary breakups can happen simulta-

neously and the boundary between the two processes is often blurry. The

primary breakup typically dominates in the near field and the secondary

breakup appears mostly in the mid/far field. The primary breakup of a

liquid jet is a problem of enormous complexity and involves multiple phys-

ical processes occurring in a wide range of spatial scales [8, 9, 10]. This

multi-scale nature makes the investigation of primary breakup challenging.
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Furthermore, the flow of the liquid fuel inside the injector (i.e., the so-called

internal flow) can also affect the breakup dynamics of the liquid jet outside

the nozzle [11, 12], which further complicates the problem. Experiments

have been the major approach to investigate gasoline injection in the past

[2, 4, 10]. However, even with the most advanced optical and X-ray diag-

nostics, there remain two-phase flow features that are hard to measure in

experiments. This is in particular true for the near field where the primary

breakup happens [13]. As a result, numerical simulation is an important

alternative to shed light on the underlying flow physics [14].

Due to the wide range of length scales involved in liquid fuel injection and

atomization, a direct numerical simulation (DNS) that can fully resolve all

the scales is generally too expensive. The recent rapid development of numer-

ical methods and computer power has enabled large-scale numerical simula-

tions of the primary breakup of a liquid jet [15, 16, 17, 18, 19, 20, 21, 22, 23].

These simulations adopt the DNS approach, namely solving the Navier-

Stokes equations for the interfacial two-phase flows without explicit phys-

ical models. Interface-capturing methods, e.g., the volume-of-fluid (VOF)

and the level-set methods, were used to resolve the sharp interfaces sepa-

rating the two immiscible fluids. Ideally, the mesh resolution should be fine

enough to fully resolve the turbulence (to the Kolmogorov scale), the in-

terfaces (the surfaces of the smallest droplets) and the interaction between

the two. Nevertheless, the minimum cell sizes used in most of these simu-

lations were several microns and thus will not be sufficient to capture the

sub-micron droplets that are known to exist from experiments. The general

consensus has been that while the small-scale physics are under-resolved, the
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large-scale flow remains correct. Since small sub-micron droplets and fila-

ments contain little mass, leaving them under-resolved should have only mi-

nor impact on the overall results. Therefore, these “DNS” simulations should

be viewed as high-resolution detailed numerical simulation without explicit

physical models. There are also studies in the literature which employed

sub-grid scale (SGS) model established in single-phase turbulent flows and

used interfacial-capturing methods to resolve the interfaces [24, 25]. How-

ever, the single-phase SGS models do not account for two important physical

processes in atomization: the unresolved morphology or topology changes of

the interfaces, and the interaction between turbulence and interfaces. There-

fore, the capability of this type of LES approach on capturing the unresolved

two-phase turbulence remains to be examined [26]. So far, the best way

to examine whether a high-fidelity simulation (HFS), either DNS or LES,

truly captures the “high-fidelity” details is through a grid refinement study,

namely examining if the simulation results yield converged or converging

results toward high-fidelity experimental data or analytical solutions. For

example, the recent DNS study by Ling et al. [20, 22] has varied the mesh

for four different levels (from 8 million to 4 billion cells) to identify the res-

olution required to capture converged high-order turbulence statistics (such

as turbulent kinetic energy dissipation) in airblast atomization.

Due to the extreme cost of HFS of atomization, a low-fidelity simula-

tion (LFS) approach is often adopted in macro-scale simulations of practical

gasoline fuel injection applications [27, 28, 29, 30]. Since the mesh resolu-

tion is not enough to resolve the physical process in atomization, including

the primary breakup of the liquid jet, micro-scale flows around droplets,
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secondary breakup, droplet collision and coalescence, and small turbulent

eddies, different physical models are then required to represent these unre-

solved physics. The primary breakup is often modeled in the Lagrangian

framework, in which the liquid fuels are injected into the domain as discrete

parcels/blobs (one parcel represents multiple physical droplets), instead of

a continuous bulk liquid jet [27]. The droplet formation from the primary

breakup is considered to be driven by the shear instability, see for example

the Kelvin-Helmholtz (KH) instability model; while the droplet secondary

breakup is considered to be dictated by the Rayleigh-Taylor accelerative in-

stability. The hybrid KH-RT model for droplet breakup has been widely

used in fuel injection simulations, yielding reasonable agreement with exper-

iments [31, 32]. Primary breakup models have also been proposed based on

the Eulerian framework, such as the Eulerian/Lagrangian Spray Atomization

(ELSA) model [33, 32]. Instead of tracing individual parcels, the ELSA model

solves an additional transport equation for the surface density. Furthermore,

the unresolved turbulent fluctuations and their effects on the mean flow and

droplet breakup also need to be considered. Therefore, the primary breakup

models (no matter in Lagrangian or Eulerian frameworks) are usually used

together with RANS turbulence models [34, 32]. Since the flow around each

individual droplet is not resolved, the drag force and heat transfer models are

required to account for the unresolved interaction between the droplets and

surrounding gas [35, 36, 37], so that the motion and temperature evolution

of the droplets can be captured.

The extreme computational costs still prohibit a DNS for the whole fuel

injection process in GDI engines, even with the computer power today. Nev-
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ertheless, DNS is still very important to atomization research since they can

resolve the interfacial multiphase flows much more accurately and can provide

high-level details that are hard to obtain in experiments or LFS. More impor-

tant, the physical insights and high-fidelity simulation data obtained in DNS

can be used to improve the sub-scale models in LFS through physics-based

or data-based approaches. The research direction on improving atomiza-

tion models through DNS results has received increasing attention and good

progress has been made in the past decade [16, 32].

In the previous studies of DNS of atomization, the inlet conditions for the

liquid jet are usually significantly simplified, compared to the liquid fuel jets

in GDI engines. For example, the injection velocities used in DNS are usually

lower than practical engine conditions and the effect of internal flow on the

primary breakup is ignored [16, 17, 18]. Therefore, even such a simulation can

accurately capture the physics of the primary breakup, the process resolved

does not faithfully represent the fuel atomization process occurring in GDI

engines. The goal of the present study is to accurately model and simulate

the primary breakup of a gasoline jet with operating conditions and injector

geometry which better represent realistic engine conditions. The Engine

Combustion Network (ECN) “Spray G” benchmark case is thus employed.

In particular, we will focus on modeling and simulating the experiment by

Duke et al. [4].

The ECN spray G injector geometry is configured based on modern gaso-

line injection systems and the specified operating conditions correspond to

non-reacting early phase of spray-guided gasoline injection. The same injec-

tor and operating conditions have been used by different experimental groups
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with different diagnostic techniques [4, 7, 38, 6]. The experimental database

can be then used to validate numerical model and simulations. Low-fidelity

simulations using Lagrangian [39, 29, 40, 30] and Eulerian [41] approaches

have been performed to test the breakup models [29, 40, 41] and to investi-

gate the inter-plume aerodynamics [39]. Recently, attempts have been made

to perform LES of primary breakup including the whole injector geometry

[42, 43]. Yet due to the high Reynolds and Weber numbers involved, whether

the mesh resolutions in these simulations were sufficient to faithfully resolve

both the internal flow and the external turbulent sprays remains to be ex-

amined.

In the present study, in order to focus the computational resources on re-

solving the primary breakup process, the injector geometry will be simplified.

Nevertheless, the boundary conditions at the inlet are carefully specified and

calibrated based on the X-ray experimental data [4] to capture the dominant

effect of the internal flow on the liquid jet breakup. To allow for a direct

comparison between the numerical and experimental results, a low-volatility

gasoline surrogate is used in the simulation, following the experiment. As

a result, evaporation is ignored in the present study. For DNS of primary

breakup, it is crucial to resolving the sharp interfaces separating the gas and

liquid phases. A geometric volume-of-fluid (VOF) method that conserves

both mass and momentum is thus used in the present simulation. The VOF

method has been implemented in the open-source multiphase flow solver,

Basilisk. The details of the numerical methods and the simulation setup will

be explained in section 2. The results will be presented and discussed in

section 3 and we will summarize the key findings in section 4.
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2. Modeling and Simulation Approaches

2.1. Governing Equations

The one-fluid approach is employed to resolve the gas-liquid two-phase

flow, where the phases corresponding to the liquid and the gas are treated as

one fluid with material properties that change abruptly across the interface.

Both the gas and liquid flows are considered as incompressible, so the Navier-

Stokes equations with surface tension can be written as

ρ

(
∂uj
∂t

+ ui
∂uj
∂xi

)
= − ∂p

∂xj
+
∂(2µDij)

∂xi
+ σκδsnj , (1)

∂ui
∂xi

= 0 , (2)

where ρ, µ, u, and p represent density, viscosity, velocity and pressure, re-

spectively, and the subscripts i, j = 1, 2, 3 represent the Cartesian indices.

The deformation tensor is denoted by Dij = (∂iuj + ∂jui)/2. The third term

on the right hand side of Eq. (1) is a singular term, with a Dirac distribution

function δs localized on the interface, and it represents the surface tension.

The surface tension coefficient is σ, and κ and ni are the local curvature and

unit normal vector of the interface. The surface tension coefficient σ is taken

as constant in the present study.

The two different phases are distinguished by a characteristic function c,

and the temporal evolution of which satisfies the advection equation

∂c

∂t
+ ui

∂c

∂xi
= 0 , (3)
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the conservative form of which can be expressed as

∂c

∂t
+
∂(cui)

∂xi
= c

∂ui
∂xi

, (4)

For incompressible flow, the term on the right hand side is identical to zero.

2.2. Numerical methods

The momentum-conserving volume-of-fluid (MCVOF) method of Fuster

and Popinet [44] is employed to resolve the interfacial two-phase flows. In

the original paper, the method was introduced in the context of compress-

ible flows. Here we summarize only the important steps that are related to

incompressible flows.

2.2.1. Volume-of-fluid method

In VOF method, the advection equation for c, Eq. (4), is solved in its

integral form

∆Ω
∂f

∂t
+

∮
∂Ω

cuinids =

∫
Ω

c
∂ui
∂xi

dV , (5)

where ∆Ω is the cell volume, and ∂Ω represents the surface of the cell. The

mean value of c in the cell is denoted by f ,

f =
1

∆Ω

∫
Ω

cdV , (6)
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which represents the volume fraction of liquid in the cell. The fluid density

and viscosity can then be evaluated as

ρ = fρl + (1− f)ρg , (7)

µ = fµl + (1− f)µg . (8)

where the subscripts g and l represent the gas and the liquid phases, respec-

tively.

The discrete form of Eq. (5) on a Cartesian cell can be expressed as

∆Ω
fn+1 − fn

∆t
+ ∆iFf,i = cc

∂ui
∂xi

∆Ω . (9)

The net flux for all three directions is ∆iFf,i = ∆1Ff,1+∆2Ff,2+∆3Ff,3, based

on a direction-split advection approach. It has been shown by Weymouth

and Yue [45] that the term on the right hand side of Eq. (9) is important to

guarantee exact mass conservation. Furthermore, cc is the value of c at the

cell center, which can be easily evaluated as cc = 1 if f > 0.5 and cc = 0 if

f ≤ 0.5. The value of cc must be kept as a constant for all sweep directions.

The volume-fraction flux Ff,i in the direction i is calculated as

Ff,i = fauf,iS , (10)

where uf,i is the i-component of velocity at the cell surface where the flux

is evaluated, and S is the surface area. The fraction of reference fluid that

is advected across the cell surface over ∆t is fa, which is calculated based

on the reconstruction of the interface. Here the piecewise linear interface
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construction (PLIC) approach is applied [46]. The interface normal is com-

puted by the Mixed-Youngs-Centered (MYC) method [47] and the location

of the interface in the cell is calculated based on the method of Scardovelli

and Zaleski [48].

2.2.2. Momentum advection

It has been shown in previous studies that, it is important to conserve

momentum in the momentum advection near the interface, which is in par-

ticular true for cases with large difference between the densities of the two

phases [49, 50]. The fundamental requirement is to advect the momentum in

Eq. (1) in a manner consistent with the advection of volume fraction in Eq.

(4).

The momentum equation can be rewritten in its conservative form

∂ρuj
∂t

+
∂(ρuiuj)

∂xi
= − ∂p

∂xj
+
∂(2µDij)

∂xi
+ σκδsnj . (11)

The discretization of Eq. (11) is based on the finite-volume approach and the
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update of velocity from unj to un+1
j is done in the following steps [44]

(
ρlfuj

)∗ − (ρlfuj)n
∆t

= −∆iFml,ij , (12)(
ρg(1− f)uj

)∗ − (ρg(1− f)uj
)n

∆t
= −∆iFmg,ij , (13)

u∗j =

(
ρlfuj

)∗
+
(
ρg(1− f)uj

)∗
ρlfn+1 + ρg(1− fn+1)

(14)

u∗∗j − u∗j
∆t

=
1

ρ

∂(2µDij)

∂xi
, (15)

u∗∗∗j − u∗∗j
∆t

=
1

ρ
σκ

∂f

∂xj
, (16)

un+1
j − u∗∗∗j

∆t
= −1

ρ

∂p

∂xj
, (17)

where Eqs. (12)–(14) are for the advection term, and Eqs. (15)–(17) are for

the three forcing terms on the right hand side of Eq. (11) (viscous stress,

surface tension, and pressure). The viscous term is discretized by the Crank-

Nicholson method. The surface tension term is discretized using a balanced-

force approach [51] and the height-function method is utilized to calculate the

local interface curvature [52]. The projection method is used to incorporate

the incompressibility condition. The pressure Poisson equation is solved and

the pressure obtained is then used in Eq. (17) to correct the velocity. The

numerical methods to compute these three terms (Eqs. (15)–(17)) have been

discussed in detail in [52] and thus are not repeated here.

In Eqs. (12) and (13), Fml,ij and Fmg,ij are the fluxes of the liquid and

gas j-momentum on cell surfaces normal to the i direction, which is the

momentum analogue of Ff,i in Eq. (9). To achieve the important feature

of momentum conservation, Fml,ij and Fmg,ij are calculated to be consistent
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with the volume-fraction flux Ff,i:

Fml,ij = (ρluj)afauf,iS , (18)

Fmg,ij = (ρguj)a(1− fa)uf,iS . (19)

where (ρluj)a and (ρguj)a denote the liquid and gas momentum per unit

volume to be advected. Following the method of [53], (ρluj)a and (ρguj)a are

advected as tracers associated with the volume fraction of the corresponding

phase non-diffusively. The Bell-Collela-Glaz (BCG) second-order upwind

scheme [54] is used for the reconstruction of (ρluj) and (ρguj) in the cell, and

the generalized minmod slope limiter is employed to compute the gradient.

In order to highlight the advantage of the MCVOF method, we have also

solved the advection term in the momentum equation using the standard

BCG advection scheme [54] as in former studies [52]. The results obtained

by the two different methods will be compared and discussed in sections 2.2.4

and 3.3.

2.2.3. Numerical solver

The above numerical methods have been implemented in the open-source

adaptive multiphase solver, Basilisk [55]. In particular, the VOF associ-

ated tracer advection method of [53] was implemented in the header file

“vof.h”, which is used for momentum advection in “conserving.h” [55]. In

Basilisk, a finite volume approach based on a projection method is used. The

mass and momentum control volumes are collocated in the spatial discretiza-

tion, which makes it easier to calculate the momentum flux consistently with

the volume-fraction flux. A staggered-in-time discretization of the volume-
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fraction/density and pressure leads to a formally second-order accurate time

discretization. An octree spatial discretization is used in 3D simulations,

which gives a very important flexibility allowing dynamic grid refinement

into user-defined regions. The adaptation criterion is based on the wavelet

estimate of the discretization error [56]. The parallelization of the solver is

done through a tree decomposition approach to guarantee a high parallel

performance even if a large number of refinement levels are used.

2.2.4. Validation test: 2D rising bubble

The 2D rising-bubble benchmark problem proposed by Hysing et al. [57]

is employed to validate the MCVOF method described in section 2.2 and

to examine the distinction between the MCVOF method and the conven-

tional BCG methods. This benchmark case has been tested by different

two-phase flow solvers using different numerical methods. The converged

numerical results obtained by the MooNMD code [58, 59], which uses an

arbitrary Lagrangian–Eulerian approach, can be used as a reference for nu-

merical method validation. The densities and viscosities for the liquid and

gas phases are given ρl = 1000, µl = 10, ρg = 1, µg = 0.1. The surface tension

is σ = 1.96, and the gravity is g = 0.98. All parameters here are dimen-

sionless. The 2D computational domain and the bubble surfaces at different

times are shown in Fig. 1(a). The bottom of the domain is a symmetric

boundary. The bubble is initially a circle of diameter d = 0.25 and station-

ary. The bubble rises and deforms due to buoyancy effect. In this test, we

have only considered the time up to 2, since capturing the skirt of the bubble

formed at later time will require a much higher mesh resolution. The tem-
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poral evolution of the bubble centroid obtained by the BCG and MCVOF

methods are shown in Fig. 1(b)-(d). It is observed that the results for both

of the methods agree well with the reference data in general. Closeups at the

local maximum and minimum of the centroid velocity are shown in Figs. 1(c)

and (d), which clearly show that the MCVOF method is more accurate and

the results converge to the reference data faster when the mesh is refined. It

is worth noting that for the coarse mesh (d/∆min = 64) the MCVOF method

does a much better job, compared to the BCG method. This feature is par-

ticularly important to atomization simulations, since the mesh resolution is

sometimes relatively low in resolving the small-scale interfacial flow features.

2.3. Modeling and Simulation Setup

2.3.1. A simplified model for the spray G injector

The computational domain is shown in Fig. 2(a). Simplifications on the

injector geometry have been made to focus the computational resources on

capturing the interfacial dynamics and primary breakup of the liquid jet.

First of all, only one of the eight jets generated by the ECN Spray G in-

jector is considered. The original injector has eight holes which are uniformly

distributed azimuthally [4]. The jets are spatially separated [6], therefore,

ignoring inter-jet interaction will not influence the primary breakup in the

near field [42, 43].

Furthermore, the injector in the numerical model includes only the inner-

hole and counterbore, with the portions upstream, such as the needle, ig-

nored, see Fig. 4(a). As a result, the internal liquid flow over the needle into

the inner-hole will not be simulated. Special boundary conditions, as will be
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Figure 1: Results for the 2D test problem of a rising bubble. (a) Computation domain and
bubble surfaces; (b) temporal evolution of bubble centroid velocity; (c) and (d) closeups
near the local maximum and minimum of the the bubble velocity.
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the liquid jet with a nonzero injection angle.
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discussed below, will be applied to model the dominant effect of the internal

flow on the primary breakup.

At last, the rate of injection is taken to be a constant. The inlet flow rate

in the original Spray G operation varies in time due to the lifting and closing

motion of the needle. Here, we only consider the injection rate corresponding

to the quasi-steady phase when the needle is completely open. It has been

shown in previous experiments that the transition phase is short and its

impact on the jet dynamics, such as the penetration length, is generally

small [4].

The grey color in Fig. 2(a) indicates the embedded solid in the domain,

representing the injector geometry. The embedded solid is specified through

the solid volume fraction in a cell, fs. Therefore, fs = 1 for cells fully

occupied by solid, fs = 0 for cells with only gas or liquid, and fs is fractional

for cells containing solid boundaries. Since the embedded solid here, namely

the injector nozzle, is stationary, the velocity in the cells with fs 6= 0 are

masked as u = (1 − fs)u to achieve the no-slip boundary condition at the

solid boundaries. To reduce the numerical error induced by the embedded

solid, cells containing solid boundaries are always refined to the maximum

refinement level. A 2D test of the liquid jet entering the domain through a

solid nozzle was performed and the results are shown in Fig. 3. As can be

seen, the boundary layer near the solid boundary and the gas-liquid interface

are well resolved.

2.3.2. Boundary Conditions

Previous numerical studies on the full Spray G injector showed that when

the liquid flows over the needle and enters the inner-hole, the liquid velocity
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Figure 3: (a) The liquid jet at the inner-hole exit and (b) closeup of the velocity field at
the nozzle exit. The purple dashed lines indicate the solid boundaries.
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Figure 4: Schematics for the inlet boundary conditions on the (a) symmetric plane along
the tangential inlet velocity V t and (b) the y-z plane at the inlet. Two different ways to
specify the tangential inlet velocity are indicated as BC1 and BC2 in (b).
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at the inlet of the inner-hole is not aligned with the inner-hole axis [42]. The

angle between the inlet velocity and the inner-hole axis is referred to as the

“injection angle”, denoted by α. This nonzero injection angle will introduce

an interaction between the injected liquid with the inner-hole wall and will

influence the macro-scale and micro-scale features of the primary breakup,

see the closeup of the jet near the exit of the injector in Fig. 2. In the present

study, α is specified through the Dirichlet velocity boundary condition at the

inlet, which is schematically shown in Fig. 4.

The spatial dimensions of the injector geometry are chosen to be the same

as the experiment [4] and are listed in Table 2. The normal component of

the inlet velocity (along the x axis), U0, is determined by the mass flow rate

for the quasi-steady phase of injection [4]. The two tangential components

of the inlet velocity, along the y and z axes, are represented by V0 and

W0, respectively. The magnitude of the total tangential inlet velocity Vt =

|V t| =
√
V 2

0 +W 2
0 varies with the injection angle α, or the tangent of α,

η = tan(α) = Vt/U0. We have tested two different ways to specify the

tangential inlet velocity V t: 1) V0 = Vt and W0 = 0 and 2) V0 = Vt/
√

2 and

W0 = Vt/
√

2. These two boundary conditions are denoted as BC1 and BC2

in Fig. 4(b), respectively. For the BC1, V t is aligned with the y axis and it

will be shown later that this exact alignment between V t and the Cartesian

mesh will introduce a numerical artifact on the jet surfaces. Rotating V t for

45 degrees as in the BC2 significantly reduces this numerical artifact.

For the convenience of discussion of the simulation results, a cylindrical

coordinate, (r, θ, x), is introduced, see Fig. 4(b). The azimuthal angle, θ, is

defined with respect to V t according to the BC2.
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D0 Dc L0 Lc U0 Vt
(µm) (µm) (µm) (µm) (m/s) (m/s)

173 388 152 395 89 0, 17.8, 35.6

Table 1: Dimensions of the inner-hole and counterbore and injection velocity components
used in the present simulation. The parameters are chosen to be consistent with the
experiment [4].

In the present setup, no disturbance is added in the inlet velocity, yet

the numerical error induced by the embedded solid plays the role of inlet

flow fluctuations. The turbulent velocity fluctuations at the jet inlet can

have an impact in the interfacial instability development and the resulting

spray characteristics [60, 61]. A systematic investigation of effect of the inlet

disturbance is of interest but out of the scope of the present study.

The pressure-outlet boundary condition is invoked at the right surface of

the domain. All lateral boundaries of the domain are taken to be slip walls.

Thanks to the adaptive mesh, a large simulation domain is used. The length

of the cubic domain edge is H = 32D0, where D0 is the diameter of the

inner-hole, see Fig. 4(a). The effects of the lateral boundaries on the jet are

negligible.

2.3.3. Mesh resolution

The octree mesh is used to discretize the domain. The local cell size is

adapted based on the estimated discretization errors of the volume fraction

f and the three components of velocity ui. The assessment of discretization

error for each scalar is achieved through a wavelet transform [56]. If the

estimated error is larger than the specified threshold, the mesh will be lo-

cally refined, or vice versa. For the present simulation, the normalized error

thresholds for the volume fraction and all three velocity components are all
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set as 0.01. For the present problem, the mesh is generally refined to the

maximum level near the jet surfaces. The error threshold for velocity is used

to identify the region away from the jet, where the mesh can be coarsened. As

shown in Figs. 2 and 3, the threshold values used here are sufficient to refine

the mesh to resolve the interfaces and the shear layers near the interfaces.

The minimum cell size in the octree mesh is controlled by the maximum

refinement level, L, i.e., ∆min = H/2L. Two different meshes have been

used, L = 11 (∆min = 2.70 µm) and L = 12 (∆min = 1.35 µm), and the

corresponding meshes are denoted as L11 and L12, respectively. A represen-

tative snapshot of the L12 mesh is shown in Fig. 2. It can be seen that a

high mesh resolution is used to resolve the jet surfaces and the flow nearby,

while the mesh away from the jet is coarsen to reduce the computational cost.

The total number of cells increases in time as more and more liquid enters

into the domain. The mesh shown in Fig. 2 consists of about 160 million

cells. The maximum number of cells in the L12 mesh simulation goes up to

210 million, compared to (212)3 ≈ 69 billion cells for the equivalent uniform

Cartesian mesh. The simulations for the L11 mesh were performed on the

Baylor cluster Kodiak using 144 cores (Intel E5-2695 V4). The simulation

for the L12 mesh was run on the machine Stampede2 at the Texas Advanced

Computing Center with 1440 cores (Intel Xeon Platinum 8160) for about 4

days.

2.4. Fluid properties and key parameters

The fluids properties and the injection conditions are chosen to be sim-

ilar to the experiment by Duke et al. [4]. The X-ray diagnostics facilities

at Argonne National Laboratory were used in the experiment and were re-
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ρl ρg µl µg σ
(kg/m3) (kg/m3) (Pa s) (Pa s) (N/m)

838 3.6 9.64× 10−4 1.77× 10−5 0.0278

Table 2: Fluid properties used in the simulation. The parameters are chosen to be consis-
tent with the experiment by Duke et al. [4].

Reg Rel Wel ξ η

D0U0/νg D0U0/νl ρlD0U
2
0/σ ρl/ρg V0/U0

3130 13400 41300 233 0, 0.2, 0.4

Table 3: Key dimensionless parameters.

stricted to non-evaporative conditions. Therefore, the liquid and gas were

replaced by a low-volatility gasoline surrogate (Viscor 16br, Rock Valley Oil

& Chemical Company) and nitrogen, respectively. The chamber pressure

was decreased so that the gas-to-liquid density ratio remains the same as the

standard Spray G conditions.

If the gas density ρg, the inner-hole diameter D0, and the normal inlet

velocity U0 are chosen to be the reference scales, the key dimensionless pa-

rameters can be defined and the values are given in Table 3. The Reynolds

and Weber numbers of the liquid jet are defined as Rel = ρl(D0)U0/µl and

Wel = ρl(D0)U2
0/σ. For the large values of Rel and Wel here, the viscous and

surface tension forces are insufficient to hold the injected liquid as a bulk,

and the liquid jet will break. The Reynolds number based on gas proper-

ties, Reg = ρgD0U0/µg, is defined to characterize the gas flow induced by

the liquid jet. When Reg is large, the gas flow will turn to turbulent. The

liquid-to-gas density ratio is represented by ξ with ξ = ρl/ρg. Finally, the

angle between the inlet velocity and the inner-hole axis is characterized by

its tangent, η = tanα, and different values of η are considered.

24



Test Maximum level Boundary Conditions Momentum advection method
1 11 BC1 MCVOF
2 11 BC2 BCG
3 11 BC2 MCVOF
4 12 BC2 MCVOF

Table 4: Test cases for different mesh resolutions, boundary conditions, and momentum-
advection methods, considered in the present study.

2.5. Summary of simulation cases

To investigate the effects of simulation approaches on the results, four dif-

ferent tests have been performed, which are summarized in Table 4. Tests 1

to 3 are done on the coarser L11 mesh to examine the effects of inlet boundary

condition (BC1 and BC2) and the numerical method for momentum advec-

tion (MCVOF and BCG) on the simulation results. Test 4 uses the same

numerical method and boundary condition as Test 3, but is performed on the

finer L12 mesh, to show the effect of mesh resolution. For Test 3, different

η, varying from 0 to 0.4 are simulated. The simulation results for these tests

will be presented and discussed in section 3.

3. Results

3.1. General effect of the nonzero injection angle on the liquid jet

The simulation results for Test 4 and η = 0.2 are shown in Fig. 5 to

illustrate the effect of the nonzero injection angle on the liquid jet. In Fig. 5,

the liquid is injected into the stagnant gas from the left, with a view angle for

which V t points upward. The boundaries of the inner-hole and counterbore

on the central plane are indicated by the black dashed lines. The nonzero
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(a) t=9.7 µs

(b) t=19.4 µs

(d) t=38.8  µs

(c) t=29.1 µs

Head width

Vt

U0

Liquid sheet

Figure 5: Temporal evolution of the liquid jet for η = 0.2 and Test 4 (L12 mesh). The
dashed lines denote the boundaries of the inner-hole and counterbore on the central plane.
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injection angle induces several new features of primary breakup that have

not been observed in a round jet with zero injection angle [16, 18].

First of all, the liquid jet is seen to detach from the bottom wall of the

inner-hole. The ambient gas is then entrained into the gap between the liquid

surface and the inner-hole wall. This phenomenon has also been observed in

simulations for the full spray G injector [42].

Secondly, the liquid jet loses its azimuthal symmetry. For the case with

zero injection angle, see e.g., [18], the overall shape of the jet remains sym-

metric, though small-scale features, like interfacial waves and ligaments, may

vary azimuthally. Here, the interfacial instability develops much faster on the

top surface of the jet than the lateral and bottom surfaces. Furthermore, the

top of the jet head moves faster than the bottom, resulting in a stretching

of the jet head in the streamwise direction, see Fig. 5(c). The upper part of

the jet head also breaks earlier and more violently. The asymmetry breakup

dynamics eventually leads to a non-uniform spatial distribution of droplets:

significantly more droplets are formed above the jet than below.

At last, it is observed that liquid sheets develop on the two lateral sides

of the liquid jet after it leaves the inner-hole, see the closeup in Fig. 5(b).

This is due to the interaction between the liquid flow and the inner-hole wall

and the resulting flow around the inter-hole wall from the top to the bottom

(both clockwise from θ = 0 to π and also counter-clockwise from θ = 0 to

−π). Capillary breakups occur near the edge of this liquid sheet, forming

relatively large droplets below the jet.
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Figure 6: Temporal evolutions of (a) the liquid jet penetration and (b) the jet deflection
angle for different injection angles, η = tan(α). The simulation results are for Test 3 and
the experimental data are from Ref. [4].

3.2. Effect of the injection angle on jet penetration and deflection

The detachment of the liquid jet within the inner-hole reduces the cross-

section area of the liquid jet. Due to mass conservation, the liquid velocity

increases, resulting in a faster penetration of the liquid jet. A quantitative

evaluation of the effect of η on the jet penetration length is shown in Fig. 6(a).

In order to directly compare the simulation results with the experimental

data, the penetration length of the liquid jet, Ljet, is defined based on the

transverse integrated mass (TIM) [4]. The TIM is calculated by integrating

the liquid density over the y-z plane at a given streamwise location and thus

is a function of x and t:

TIM(x, t) =

∫∫
ρl(x, y, z, t) dy dz . (20)

28



The threshold of TIM for determining the penetration length is taken to be

20% of TIMinlet, consistent with the experiment. Results for three different

injection angles are shown here, η = 0, 0.2 and 0.4. The slopes of the lines

represent the penetration speed. It can be observed that for η = 0, pene-

tration speed is constant. The penetration speed for t . 5 µs varies little

with η due to the confinement effect of the inner-hole wall. Yet soon after

the jet head leaves the inner-hole exit, the penetration speed for nonzero η

transits to a larger value at about t = 5 µs. Since then the penetration speed

remains unchanged in the rest of the time range considered (5 . t . 40 µs).

In the long term, the penetration speed of the jet will decrease in the far field

[4]. Nevertheless, the present simulation focuses on the short-term dynamics

of the jet in the near field, the variation of the penetration speed the early

transition is negligibly small. For convenience, hereafter, we simply refer to

the penetration speed as the value after the transition. It can be observed

that the penetration speed monotonically increases with η. The penetration

length for η = 0.2 agrees well with the experimental results.

The nonzero injection angle also induces a deflection of the liquid jet.

The deflection angle β is defined as the angle between the axes of the liquid

jet and the inner-hole, see Fig. 4(a). The axis of the liquid jet consists of

centroids of the liquid phase on the cross sections normal to the x-direction.

The deflection angle is then calculated as β = tan−1(
√
y2
m + z2

m/xm), where

xm, ym and zm are the coordinates of the centroid of liquid phase. We mea-

sured β at about x/D0 = 11 (x=2 mm), following the experiment [4], and

the results are shown in Fig. 6(b). The deflection angle can only be mea-

sured after the jet has reached the measurement location. The fluctuations
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for t = 16 to 24 µs in the results are due to the passage of the jet head. After

the transition, β reaches a quasi-steady state with small-amplitude fluctua-

tions due to the interfacial waves on the jet surface. For η = 0, the mean of

β is close to zero, namely there is no deflection of the liquid jet. Similar to

the penetration speed, the mean of β increases monotonically with η. The

experimental result for β has a quite large error bar, which is indicated by

the two horizontal lines in Fig. 6(b). The simulation results for both η = 0.2

and 0.4 lie in the range of the experimental data [4]. The deflection angle β

is generally smaller than the injection angle α due to the constraint of the

inner-hole wall.

Since the injection angle α is used here to model the dominant effect of

the neglected internal flow on the dynamics of the liquid jet, the value of α is

not known a priori. The results presented in Fig. 6 serve to identify the value

of α that best represents the overall dynamics of the Spray G jet. It is shown

that η = 0.2 (α = 11.3°) yields the best agreement with the experimental

results for both the jet penetration and deflection. More different values of

η have been tested to identify the best η value, though only three of them

are shown here.

3.3. Effects of simulation approaches on resolving the primary breakup

To show that the simulation approach taken in the present study, in

terms of boundary conditions, numerical methods, and mesh resolution, is

able and necessary to resolve the primary breakup of the liquid jet with a

nonzero injection angle, four different test cases have been performed for

η = 0.2, see Table 4. The results for the four test cases are shown in Figs. 7

and 8.
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(d) Test 4(b) Test 2

(a) Test 1 (c) Test 3

Fin

Fin

Figure 7: The surfaces of the liquid jet at t = 19.4 µs for different test cases (see Table 4)
for η = 0.2. (a) Test 1: using the L11 mesh, the boundary condition with the tangential
inlet velocity aligned with the y-axis (BC1), and the MCVOF method for momentum
advection; (b) Test 2: using the L11 mesh, the boundary condition with the tangential
inlet velocity rotated 45 °(BC2), and the BCG method for momentum advection; (c) Test
3: using the L11 mesh, the BC1, and the MCVOF method for momentum advection; (d)
Test 4: using the L12 mesh, the BC1, and the MCVOF method for momentum advection.

Two different boundary conditions (BC1 and BC2) for the tangential inlet

velocity, V t, were used in Tests 1 and 3 (see Fig. 4 and Table 4). Comparing

Fig. 7(a) and (c), it can be observed that “fins” are formed on the top and

bottom of the jet for Test 1, which is obviously a numerical artifact. Since

a Cartesian mesh is used to resolve a cylindrical jet, the numerical error

adherent to the Cartesian grid (such as that in the curvature and surface

tension calculations) will influence the interfacial instability development.

For Test 1, the numerical error is amplified due to the alignment of V t with

the mesh. In Test 3, the tangential inlet velocity is rotated for 45 degrees,

significant improvement was observed and the numerical “fin” vanishes, see

Fig. 7(c).

The MCVOF method describe in 2.2 has been used for momentum ad-
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vection in the present simulations. As already shown in section 2.2.4, the

MCVOF method performs better than the BCG method, in particular when

the mesh is relatively coarse. To further evaluate the effect of the momentum-

advection method on the primary breakup dynamics, a simulation using

purely the BCG method for momentum advection (Test 2) is conducted and

the results are compared to those obtained by the MCVOF method (Test 3).

The same VOF method has been used to advect the liquid volume fraction for

both cases, so the differences in the results are purely induced by the different

methods for the momentum advection. It can be clearly seen in Figs. 7(b)

and (c) that the jet surfaces for Tests 2 and 3 are very different. In Test 3,

the interfacial waves, the rims and fingers formed at the edges of liquid lobes

are captured; while these important primary breakup features are missed

in Test 2. Former studies have shown that, a non-momentum-conserving

VOF method could introduce numerical breakups of the interfacial waves,

which occur earlier and in smaller spatial scale than the physical reality [20].

The results for Test 2 shown in Fig. 7(b) correspond to the jet surface after

those numerical breakups occurred and that is why the surfaces appear to be

smoother than Test 3. Comparing the results for Tests 2 and 3 (L11 mesh)

with those for Test 4 (L12 mesh), it is obvious that the MCVOF results (Test

3) are closer to the fine mesh results. The differences in the results for the

jet surface deformation and breakup, captured by the two different numerical

methods, will also impact the resulting droplet statistics.

The results for Tests 3 and 4 show the effect of mesh resolution on the

primary breakup features. As shown in Fig. 7(d), Test 4 has captured the

smaller wavy structures and ligaments that are not resolved in Test 3. As a
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result, the formation of smaller droplets is better captured and significantly

more droplets are observed in Test 4 than in Test 3. The formation and

subsequent breakup of the liquid sheets on the lateral sides of the jet near the

inner-hole exit are clearly seen in Test 4, but not in Test 3. This indicates that

a fine mesh is necessary to resolve the fine details of the primary breakup and

to achieve accurate droplet statistics. Based on the difference between the

Tests 3 and 4 results, a simulation with an additional level of grid refinement,

i.e., L13, may be needed to fully confirm mesh independency of the simulation

results. Due to the high computational cost required, such a simulation will

be relegated to our future work.

It is worth indicating that, the penetration length and the jet deflection

angle for these four tests are actually very similar, see Fig. 8. When the mesh

is refined from L11 to L12, the jet penetration length and deflection angle

vary little, see Fig. 8, and both agree well with the experimental results.

Similar conclusions can be made for the change of boundary conditions and

numerical methods. This observation seems to show that the micro-scale

breakup features do not have a strong influence on the macro-scale dynamics

of the jet. Nevertheless, a high mesh resolution, proper boundary condition

setup, and accurate numerical methods are required to resolve the micro-scale

features like interfacial waves and formation of ligaments and droplets.

The results in sections 3.2 and 3.3 have affirmed that, the numerical model

for the injection angle η = 0.2 and the simulation approaches specified in Test

4 will capture both the macro-scale and micro-scale primary breakup features

of the liquid jet. Therefore, in the rest of the paper, we will focus on the

results for η = 0.2 and Test 4.
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Figure 8: Temporal evolutions of (a) the liquid jet penetration and (b) the jet deflection
angle for different test cases (see Table 4) for η = 0.2. The experimental data are from
Ref. [4].

3.4. Interfacial waves on the jet core

The liquid jet surfaces at t = 19.4 µs near the inner-hole exit are shown in

Fig. 9 from different view angles. The gas-liquid interfaces are colored with

the streamwise velocity. At this time, the portion of the jet shown (x/D0 . 7)

has reached a statistically steady state, namely the average features of the

surface morphology and the streamwise velocity do not vary in time.

The color on the jet surface clearly shows that the streamwise velocity is

higher at the top of the jet (θ = 0) and decreases clock-wisely from θ = 0

to π (also counter-clock-wisely from θ = 0 to −π due to symmetry). Since

the shear interfacial instability on the jet surface is driven by the velocity

difference between the liquid and gas [62, 63, 64], the larger velocity at the

top of the jet results in faster growing longitudinal interfacial waves. As the

waves are advected downstream and grow in amplitude, the transverse waves
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Figure 9: Interfacial waves on the jet core surface at t = 19.4 µs. The gas-liquid interfaces
are colored by the streamwise velocity u.
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arise and develop into lobes or fingers [65, 66]. Following the longitudinal

waves, the transverse waves and lobes/fingers also develop faster at the top of

the jet. The lobes/fingers are stretched by the surrounding gas and eventu-

ally disintegrate into small ligaments and droplets. After the ligaments and

droplets are detached from the jet core, the aerodynamic drag causes them

to slow down, as indicated by the blue color of the droplets and ligaments

above the jet shown in the closeup of Fig. 9(a).

Due to the nonzero injection angle and the interaction between the in-

jected liquid and the inner-hole wall, liquid sheets are formed on the two

lateral sides of the jet near the inner-hole exit and extend toward the bot-

tom, see Figs. 9(b) and (c). Holes arise in the liquid sheet soon after the

liquid exits the inner-hole, which cause the liquid sheet to rapture. The rims

at the edges of the sheets are then separated from the jet core and become

long ligaments. The unbroken liquid sheets attached to the jet core retract

back toward the jet due to the Taylor-Culick effect. The two rims detached

from the jet core, at the center of Fig. 9(c), eventually break into droplets.

These droplets are significantly larger than those formed from the interfacial

waves at the top of the jet, see Fig. 9(b).

In order to better show the variation of the longitudinal interfacial waves

over the azimuthal angle, the jet surface contours for θ from 0 to π/2 are

shown in Fig. 10. In each figure, the results for two different time instants are

presented. Important wave features, such as the wavelength and amplitude,

for the two different times are very similar, affirming that the portion of the

jet has reached a quasi-steady state. The blue dashed lines indicate the outer

boundary of the counterbore. Due to the higher liquid velocity for θ = 0 and
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Figure 10: Jet surface contours on planes along different azimuthal angles, (a) θ = 0, (b)
π/6, (c) π/3, and (d) π/2, respectively. The blue vertical line denotes the position of the
outer edge of the counterbore.
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π/6, the wave amplitudes grow much faster than those for θ = π/3 and π/2.

The interfacial waves for small θ start to roll up and break into droplets and

ligaments even within the counterbore. In the spatial region shown here,

there are no droplets formed for θ = π/3 and π/2. The average wavelength

for θ = π/2 is about 28 µm, which is more than 45% larger than the average

wavelength for θ = 0. The average wave length for θ = 0 is only calculated

for x . 0.5 mm, as it is hard to identify individual waves after the waves roll

up and break.

3.5. Deformation and breakup of the jet head

Droplets are formed not only near the jet core, but also from the continu-

ous breakup of the jet head. Actually, the number of droplets produced due

to the breakup of the jet head is significantly higher than that for the jet

core. Here, the term “jet head” includes also the liquid sheets extended from

the tip of the liquid jet. The temporal evolution of the jet head is depicted

in Fig. 11. Similar to Fig. 9, the color represents the streamwise velocity on

the interface. It can be clearly seen that the velocity at the top of the jet

head is higher than that at the bottom. At early time, the shape of the head

remains approximately spherical on the front view, see Fig. 11(e). Yet as

time elapses, the deformation of the jet head becomes strongly asymmetric.

It can be observed from the side view that the head tilts more and more

along the streamwise direction, see Figs. 11(c) and (d).

Due to the faster motion of the top of the jet, the liquid sheet extended

from the top of the head experiences a larger aerodynamic drag. The stronger

interaction with the surrounding gas results in a faster thinning of the sheets

and also the earlier formation of holes in them, see the closeup of Fig. 11(e).
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Figure 11: Temporal evolution of the jet head from the side (a-d) and front (e-h) views.
The gas-liquid interfaces are colored by the streamwise velocity.
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Holes are first observed around |θ| .π/6. The holes then expand due to the

Taylor-Culick rim retraction. When the holes eventually merge, the sheet

breaks into small ligaments and droplets. Similar to the droplets formed

near the jet core, the droplets are slowed down by the aerodynamic drag and

are left behind in the wake of the jet head.

As time elapses, the breakup of the jet head gradually extends toward the

lower part. At t = 19.4 µs, the upper half of the head is almost completely

broken while the bottom sheet remains relatively smooth. At t = 38.8 µs,

the whole jet head is almost completely broken. The liquid velocity in the

lower portion of the jet head is lower than the top. Furthermore, when the

upper part of the jet head has broken, the gas can go around the head from

the top, which further reduces the shear on the lower surface of the jet head.

As a result, the interfacial instabilities develop slower and the breakup is less

violent at the lower part of the jet head. The droplets formed from the lower

part are generally larger than those from the upper part. As will be shown

later, this azimuthal variation of breakup dynamics will lead to interesting

asymmetric droplets statistics.

3.6. Turbulent vortical structures

The λ2 criterion [67] is used to visualize the vortices generated around

the jet, see Fig. 12. The iso-surfaces for D0λ2/U0 = −100 colored by the

streamwise velocity at t = 19.4 µs are shown in Figs. 12(b) and (d) from two

different views. The corresponding gas-liquid interfaces are shown in Figs.

12(a) and (c), respectively. The contour of λ2 on a 2D plane along θ = 0 is

shown in Fig. 12(e).

Vortices are generated due to the shear instability at the interface [68,
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Figure 12: Jet surfaces (a,c) and vortical structures (b,d) for η = 0.2 from different views
at 19.4 µs. The vortices are visualized by the iso-surfaces for D0λ2U0 = −100, colored
with the streamwise velocity. (e) Contours of λ2 on the 2D plane at θ = 0, with the black
lines indicating the gas-liquid interfaces.
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69, 22]. These vortices develop spatially and lead to turbulence. Due to

the lower gas viscosity, the vorticity layer near the interface is significantly

thinner on the gas side than that on the liquid side. As a result, the gas

flow is less stable and the vortices are mainly located in the gas flow, see

Fig. 12(e).

The evolution of the vortices around the jet core is closely related to the

growth of the interfacial waves. Consistent with the observations in previous

studies [22], as the amplitudes of the interfacial waves grow spatially, more

vortices are generated and the swirling strength of the vortices (characterized

by the magnitude of λ2) increases. After the interfacial waves break, the

vortices gradually vanish. The number of vortices reaches its maximum at

about x/D0 = 5. Due to the stronger shear at the top of the jet, vortices are

concentrated around the upper part of the jet surface.

A large amount of vortices are produced around the jet head, see Fig. 12(d).

As the gas flows over the head, vortices are formed on the upstream side of

the jet head due to the shear instability, similar to those on the surfaces of

the jet core. Furthermore, the gas flow separates on the downstream side

of the jet head and forms a recirculation region [18]. The recirculation flow

itself is also unstable and becomes turbulent. Finally, when the jet head

breaks into small ligaments and droplets, vortices are also produced in the

wakes of these small liquid structures.

Since the jet is progressively entering the domain, it is infeasible to per-

form averaging and to calculate the turbulence statistics as in previous stud-

ies of turbulent atomization [22]. Nevertheless, the results here indicate that

the turbulence near an atomizing jet is generally far from equilibrium. This
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non-equilibrium nature must be carefully incorporated to the sub-grid stress

model if a LES simulation is to be performed.

3.7. Droplet statistics

In each time snapshot of the simulation results, the individual liquid struc-

tures, such as droplets and ligaments, are identified by examining the cells

with f > 0 that are connected together. During the simulation, the droplets

with a volume smaller than (2∆x,min)3 are removed, because these droplets

are under resolved and removing them is helpful to stabilize the simulation.

The temporal and spatial evolutions of the droplet number distributions over

the volume-based droplet diameter, dv, are shown in Fig. 13. The vertical

dashed lines in the figures indicate the cut-off droplet diameter, dv,cut. For

the L12 mesh, dv,cut = 3.35 µm.

3.7.1. Time evolution of drop statistics

In order to investigate the azimuthal variation of the droplet number,

the droplets are counted in different azimuthal sectors [θ −∆θ/2, θ + ∆θ/2],

where ∆θ is the span of θ for the sector. Due to the symmetry of droplet

statistics with respect to the plane for θ = 0, the number of droplets for θ also

include the droplets in the sector for −θ. The number of droplets collected in

the azimuthal sector centered at θ and in the diameter bin centered at dv is

denoted as Nd(t, dv, θ), which is a function of t, dv, and θ. Summing Nd over

all θ sectors and dv bins will yield the total number of droplets at a given time,

Ntot(t). The temporal evolution of Ntot is shown in Fig. 13 (a). As the liquid

jet progressively enters the domain and breaks into droplets, Ntot increases

over time. It is interesting to notice that, the temporal growth of Ntot exhibits
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Figure 13: Temporal evolutions of (a) the total number of droplets and (b)-(d) size dis-
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cutoff droplet diameter dv,cut = 3.35 µm.
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two different scaling laws: at early time (t . 27 µs) Ntot ≈ (tU0/d0)10/3, and

at later time (t & 27 µs), Ntot ≈ 120(tU0/d0)1.5. The two scaling laws reflect

the change of the breakup dynamics of the jet over time.

As shown in section 3.5, the breakup of the jet head first starts from its

upper portion. Since the upper part of the jet head moves with larger velocity,

the breakup is more violent, forming smaller droplets. As the liquid volume

inflow rate is constant, the smaller droplet sizes will result in a higher rate of

increase for droplet number and a faster growing power law, Ntot ∼ t10/3. As

time evolves, the breakup of the jet head extends toward the lower part. The

breakup of the lower portion of the jet head is less intense and the droplets

formed are generally larger than those formed earlier from the upper portion

of the jet head. As a consequence, the rate of increase in droplet number is

reduced, as reflected in the slower growing scaling law (Ntot ∼ t1.5).

Since a simulation snapshot contains all the droplets generated up to that

time, it is difficult to identify the formation time for individual droplets. In

order to investigate the statistics of droplets formed at different times, the

distribution of droplet number over dv and θ at different times are shown in

Figs. 13(b)–(d). At t = 18.5 µs, the sector for θ = π/12 dominates in Nd

and the distribution profile is relatively narrow, concentrating in the range of

small dv. This is consistent with the observation in Fig. 11 that the majority

of the droplets earlier than t = 18.5 µs are from the breakup of the upper

portion of the jet head. As a result, the droplets are located mainly at

smaller θ. As time evolves, the breakup of the jet head extends to larger θ,

and the ratio between Nd for larger and smaller θ increases. Taking dv = 4.5

µm as an example, the ratio between Nd for θ = π/4 and π/12 is around
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25% at t = 18.5 µs, and the ratio increases to about 55% at t = 29.1 µs.

Furthermore, the width of the distribution profile increases from t = 18.5

to t = 38.8 µs. This indicates that the droplets formed at later time biased

toward larger dv, which is due to the less violent breakup of the lower portion

of the jet head.

3.7.2. Self-similar PDF for different azimuthal angles

Another important observation can be made from Fig. 13, i.e., though

Nd varies significantly over θ, the shapes of the size-distribution profiles for

different θ are actually quite similar at later time (t = 29.1 and 38.8 µs). This

similarity in distribution profiles for different θ can be better illustrated by

the probability distribution function (PDF) P . The PDF of dv also depends

on θ and t, and can be computed as

P (dv, θ, t) =
N(dv, θ, t)

∆d

∑
dN(dv, θ, t)

, (21)

where
∑

dN(t, dv, θ) represents the total number droplets for t and θ. By

definition
∫
P ddv = 1 for all t and θ.

It can be observed from Figs. 14(a) and (b) that the profiles of P for

different θ tend to collapse for both t = 29.1 and 38.8 µs. In other words,

although the droplet number Nd varies significantly over θ, the PDF P does

not. Furthermore, the collapsed profile of P varies little over time. As a

result, P at later time can be approximated by a self-similar form, Psim,

namely

P (dv, θ, t) ≈ Psim(dv) , (22)

while Psim is only a function of dv and does not depend on t and θ.
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Figure 14: Probability distribution functions (PDF) of dv for different θ at (a) t =29.1 and
(b) 38.8 µs. The lognormal and gamma functions plotted in both (a) and (b) are fitted
based on the results for θ = π/12 and t = 38.8 µs and scaled by the correction factors
η. The normalized PDF (P/η) for the L11 and L12 meshes and θ = π/12 at 38.8 µs are
compared with the lognormal function in (c). The droplet mass PDF of dv for θ = π/12
and t = 38.8 µs and the L11 and L12 meshes are shown in (d). The vertical dashed lines
indicate the cut-off droplet diameter dv,cut for the corresponding mesh.
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3.7.3. Estimate for the statistics of under-resolved droplets

It can be observed from Fig. 14 that, the peaks of P are right next

to dv,cut, which seems to indicate that there exist droplets that are under

resolved (dv < dv,cut) in the present simulation. In order to estimate the

statistics of these under-resolved droplets, the model distribution functions,

including the lognormal and gamma distribution functions, are employed

to fit the PDF for resolved droplets (dv > dv,cut). The expressions for the

lognormal and gamma distributions are given as

PL(dv) =
η

dvσ̂
√

2π
exp

[
− (ln dv − µ̂)2

2σ̂2

]
, (23)

where µ̂ and σ̂2 are the mean and variance of ln dv, and

PG(dv) = η
β̂α̂

Γ(α̂)
dα̂−1

v exp(−β̂dv) (24)

where α̂ = (µ̃/σ̃)2 and β̂ = α̂/µ̃ with µ̃ and σ̃2 the mean and the variance

of dv, respectively. The correction factor η is introduced to account for the

under-resolved droplets. The lognormal and gamma profiles plotted in Figs.

14(a) and (b) are based on the results for dv ∈ [4 : 20] µm and θ = π/12

at t = 38.8 µs. The fitting parameters are (µ̂, σ̂) = (1.29, 0.58) and (α̂, β̂) =

(1.26, 0.44) for the lognormal and gamma functions, respectively. It can be

observed that the fitted profiles agree well with results of P for different t

and θ.

The correction factors for the lognormal and gamma distributions are

η =1.8 and 3.2, respectively. If we assume that the PDF for the droplets

generated followed the lognormal or gamma distributions, the percentages of

48



the under-resolved droplets in terms of number are about (η−1)/η=44% and

69%, respectively. Previous numerical and experimental studies have shown

that the lognormal function fits better the gradual decay of P for larger dv

[70, 20]. The diameter at the peak of P estimated by the lognormal function

is about dv =2.6 µm, which is about twice of ∆x,min and is slightly smaller

than dv,cut = 3.35 µm for the L12 mesh.

The results for the normalized PDF, namely P/η, are shown in Fig. 14(c).

The simulation results for the L11 and L12 meshes (θ = π/12 and t =

38.8 µs) are compared with the lognormal function. The integration of the

normalized lognormal function
∫∞

0
(PL/η)ddv = 1. The correction factor η for

the L11 mesh results is about 6.5. In other words, when the coarser L11 mesh

is used, the percentage of under-resolved droplets increases to about 85%.

Nevertheless, it is observed that the normalized PDF for the resolved droplets

for the L11 mesh agrees well with the PDF for the L12 mesh and also the

lognormal function. This seems to indicate that the statistics of the droplets

is not influenced by leaving some small droplets under resolved, assuming

that the important primary breakup processes (such as the interfacial waves

and the jet head breakups) are reasonably captured.

Furthermore, the percentage of under-resolved droplets may seem to be

high in terms of number, but actually they take only a small portion of the

total mass (or volume) of the droplets formed. The droplet mass PDF of dv,

Pm, is defined as

Pm(dv, t, θ) =
m(dv, θ, t)

∆d

∑
dm(dv, θ, t)

(25)

where m(dv, θ, t) denotes the total mass of droplets for dv, θ and t. Since the
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droplet fluid density is taken to be constant, so Pm can be related to P as

Pm(dv, t, θ) =
N(dv, θ, t)d

3
v

∆d

∑
d[N(dv, θ, t)d3

v]
= Pd

d3
v

〈d3
v〉

(26)

where

〈d3
v〉 =

∫ ∞
0

P (dv)d
3
vddv (27)

is the mean of d3
v and it is computed that 〈d3

v〉 =220.57 µm3 according to

the fitted lognormal function. The results of Pm for θ = π/12, t = 38.8

µs, and the L11 and L12 meshes are shown in Fig. 14(d). The simulation

results for Pm are more noisy due to the factor of d3
v. The peak of Pm can be

identified at about dv = 7 µm, which is about the dv,cut for the L11 mesh and

is about twice the dv,cut (about four times of ∆x,min) for the L12 mesh. More

important, it can be computed from the lognormal fit that the percentage

of the under-resolved droplets in terms of droplet mass for the L12 mesh is

about 3.1%, which is actually quite small. Therefore, the present simulation

with the finer L12 mesh does capture the majority of droplets in terms of

mass or volume.

3.7.4. PDF for azimuthal angle

The PDF of the azimuthal angle θ is defined as

Q(θ, t) =

∑
dN(dv, θ, t)

∆θNtot(t)
, (28)

which is a function of θ and t. It can be shown that
∫ π

0
Qdθ = 1 for all t.

The results for Q at different times are plotted in Fig. 15. Similar to P , it

is observed that Q varies only slightly over time for t & 29.1 µs, so we can
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approximate Q with a similar profile that depends on θ only

Q(t, θ) ≈ Qsim(θ) . (29)

The variation of Q over θ reflects the asymmetric breakup dynamics of the

jet head and the jet core. It is worth noting that the droplets have a small

azimuthal velocity when they are just generated, so the change of droplet

location in the θ coordinate is generally small. The hyperbolic tangent func-

tion well captures the decrease of Qsim over θ between 0 and π/2. There

exist mild variations of Qsim between θ = π/2 and π, but the amplitudes of

those variations are much smaller than the change from θ = 0 to π/2. The

hyperbolic tangent function fitted based on the data at t =38.8 µs is given

as

Qsim(θ) ≈ 0.0429 tanh[−9.29(θ/π − 0.229)] + 0.585 , (30)

which is plotted in Fig. 15 and is shown to be a good approximation of Q.

3.7.5. Model to estimate droplet number

Finally, the results obtained previously for (1) the time scaling law for the

total number of droplets Ntot(t) at later time, i.e., Ntot ≈ 120(tU0/dj)
1.5, (2)

the self-similar PDF of droplet diameter, Psim(dv), which is approximated

by the lognormal function PL(dv) (Eq. (23) with (η, µ̂, σ̂) = (1.8, 1.29, 0.58)),

and (3) the self-similar PDF for the azimuthal angle, Qsim(θ) (Eq. (30)), lead

to a useful model to estimate the number of droplets in any droplet size bin

and azimuthal angle sector at later time of the primary breakup (t & 27 µs):

Nest(t, dv, θ) = Ntot(t)Qsim(θ)Psim(dv)∆θ∆d. (31)
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The droplet numbers for different dv, θ, and t estimated by the model (Eq.

(31)) are compared with the simulation results in Fig. 16. The data plotted

here include three time snapshots at t = 29.1, 39.5 and 38.8 µs for the droplet

diameter range from 3.5 to 30 µm. The bin width for dv is ∆d = 0.25 µm and

the angle of the azimuthal sector ∆θ = π/6. It is clearly shown that the model

yields good estimates to the simulation results. The model exhibited a simple

explicit form and accurately captures the droplets number distribution over

dv, θ, and t, therefore, it is very useful in practical applications. For example,

the model can be applied to specify the conditions of droplets at the inlet

in a Lagrangian spray simulation where the primary breakup process is not

directly simulated.
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4. Conclusions

The primary breakup of a gasoline surrogate jet is investigated through

detailed numerical simulation. The interfacial two-phase flow is resolved us-

ing the Basilisk solver with a momentum-conserving volume-of-fluid method.

The injection conditions are similar to the Engine Combustion Network

(ECN) Spray G operating conditions. To focus the computational resources

on resolving the liquid jet, the injector geometry is simplified. The effect

of the internal flow in the injector on the jet dynamics is modeled through

a nonzero injection angle specified at the inlet. A parametric study is per-

formed for the injection angle. The simulation results for different injection

angles are compared with the experimental measurements for the jet pen-

etration length and the jet deflection angle to identify the injection angle

(η = tanα = 0.2) that best represents the Spray G conditions. The effects

of the inlet boundary condition, numerical method, and mesh resolution are

systematically investigated, affirming that the simulation approach is effec-

tive in resolving both the macro-scale and micro-scale breakup features. The

nonzero injection angle introduces an azimuthally varying velocity within the

liquid jet. As a consequence of that, the shear-induced interfacial waves on

the jet core and the formation of liquid lobes and fingers become strongly

asymmetric: the wavelengths for the longitudinal waves on the top of the

jet are significantly smaller than those on the lateral sides. The deformation

and breakup of the jet head are also influenced by the non-uniform veloc-

ity. Since the upper portion of the jet head moves faster than the lower

portion, the jet head tilts in the streamwise direction and furthermore, the

upper portion breaks earlier and more violently than the lower portion. This
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time-dependent and asymmetric breakup dynamics of the jet head results

in two different scaling laws for the total droplet number at the early and

later times. While the former scaling law corresponds to the smaller droplets

generated from the earlier and more violent breakup of the upper portion of

the jet head, the latter is dictated by larger droplets produced by the later

breakup of the lower portion of the jet head. The distribution of the droplet

number over the volume-based droplet diameter is presented as a function of

time and azimuthal angle θ. Though the droplet-number distribution varies

significantly over θ, the probability density functions (PDF) for different θ

collapse to a self-similar profile. The self-similar PDF is fitted with both the

lognormal and gamma distribution functions. The results for PDF suggest

that there exist droplets that are smaller than the cut-off droplet diame-

ter (droplet volume smaller than (2∆x,min)3) and thus are under resolved

in the present simulation. The PDF for the resolved droplets for the L11

and L12 meshes agree well with the lognormal function, indicating that the

size-distribution of resolved droplets are not influenced by leaving some tiny

droplets under resolved, assuming the mesh resolution is fine enough to cap-

ture the important micro-scale breakup features like the interfacial waves and

the jet head deformation. The percentage and statistics of the tiny under-

resolved droplets are estimated through the lognormal function. It is shown

that about 3.1% of the total droplet mass are under resolved by the L12

mesh. The PDF of the azimuthal angle is also presented. The decrease of

PDF over the azimuthal angle is well represented by a hyperbolic tangent

function. Both the PDF of dv and θ vary little over time at later time (t & 27

µs). Based on these self-similar PDF, a model has been proposed to predict
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the droplet number for an arbitrary droplet diameter and azimuthal angle

at later time of the primary breakup. The model predictions are shown to

agree well with the simulation results.

The present study has only simulated for a short physical time, com-

pared to the whole injection duration of the spray G operation conditions.

Therefore, the atomizing jet in the computation domain has not reached a

statistically stationary state. To measure time-average two-phase turbulent

flow properties, the simulation needs to be run for a much longer time (twice

or even more). Such a simulation will be relegated to the future work.
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