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In numerical computations, the precision of floating-point /Available Components PO C i —————
computations is a key f%]({tor to determine the perfor.ma.n-ce (1) Precision-tuning with numerical (2) Arbitrary-precision libraries and (3) Field-Programmable Gate Array
(speed and energy-efflu.en.c.y) as well as the FE|Ia|?I!Ity validation based on stochastic fast accurate numerical libraries (FPGA) with High-Level Synthesis
(accuracy and reproducibility). However, the precision arithmetic * Reduced-/mixed-precision with FP16/FP32/FP64 enables us (HLS)

* Rounding-errors can be estimated stochastically to improve performance & energy-efficiency _ * FPGA enables us to implement any operations on
gel?era”y plays . contrz?\ ry_ ,rOIe for both. There_foref the with a reasonable cost (for details, see "A. * High-precision libraries and fast accurate computation hardware, including arbitrary-precision operations
ultimate concept for maximizing both at the same time is the Stochastic Arithmetic Tools” at the bottom left) methods have been developed for reliable & reproducible * HLS enables us to use FPGAs through existing
minimal-precision computation through precision-tuning, ' fj;‘ﬂ:;gﬁ':e applicable for any floating-point ‘computation L o t',gi'f;ffgiifgﬁ 2i,§{,ca+,r;_apr}2c?£§ﬂa
which adjusts the optimal precision for each operation and veelss | computations on hardware efficiently (high-

— . * - {TOO|S' h  High-precision arithmetic: binary128 (intel, gcc), QD [1], erformance and energy-efficient]
data. Several studies have been already conducted for it so . PROMISE [17] (based on a stochastic arthmetic MPFR [2], ARPREC [3], CAMPARY [4], etc. P &Y
far, but the scope of those studies is limited to the precision- library, CADNA [18]), Verrou [19], etc. : f\,\ﬁfﬁ;ﬂtfafﬁgﬁ%f&ﬁgﬁfggﬁ’] 0532'{3229&9 fely e Tools:
: : Related work (not validation-based): ' ’ ’ « Compilers: SPGen [14], Nymble [15], etc.
tunmg alone. In. t.hIS StUdY’ ) we propo§e d -more k_)r.oad » Precimonious [20], GPUMixer [22] etc. 8P§||_'£SS [19:]3 X?LAS (U0 Fesprlailess [V =z mss 2] « Custom floating-point operation generator:
concept of the minimal-precision computing with precision- N J z [el, @ FloPoCo [16], etc.
tuning, involving both hardware and software stack. " \ ) ),

Our Proposal

S

-

‘M

inimal-Precision Computing  /system Stack (available){_indevelopment } \  ('System Workflow (precision-Optimizer
Minimal-precision computing is both reliable (aka - N ~ Inout: * The Precision-Optimizer
: , : i put: . . .
robust) and sustainable as it ensures the requested s Sl AUl 'MPLAPACK ) C code with MPFR determines the minimal floating-
- . (FP16, FP123) Precision [7] point precisions, which need to
accuracy of the result as well as is energy-efficient. An open-source multi- (and MPLAPACK) . !
. achieve the desired accuracy
p . Precision | - W N precision BLAS and LAPACK J ! )
High_performance Tunlng /1 CPROMISE) g P.ROMISE E based on several hlgh- . o - ~
Performance can be improved through the minimal- . with SAM | precision platforms such as Preu?lr?'ll-Rogl\?l?S‘llzzer Performance Optimization
precision as well as fast numerical libraries and accelerators MPFR, QD, and FP128. (wit - At this stage, if possible to speedup
\ Y, : \ J and CADNA/SAM) £ th h
. - \h;ulqrée?_cal _ CADNA | [ SAM / some partsot the codf \t/yut some _
-Fffici aligation other accurate computation methods
Energy E'ﬁ.’a-ent - - Stochastic Arithmetic / /Fast Accurate N l than MPFR, those parts are replaced
Through the minimal-precision as well as energy efficient N : : ,
hardware acceleration with FPGA and GPU ) Hiedneeks d eyl ith with them
N\ J e 3 z ™ Ccode \.N't. MPER * The required-accuracy must be taken
- ~ Numerical | [others... ) ( others... | (optimized) nto account
Reliable Libraries LAPACK | [ QPEigen |{ OzBLAS | ¢ « If possible, it considers to utilize
To ensure the requested accuracy, the precision-tuning is BLAS || MPLAPACK (MPBLAS) ExBLAS] FPGA (as heterogeneous computing)
processed based on numerical validation, guaranteeing (N = Performance - /
also reproducibility : - Optimization
U Y Arithmetic W
[Library /,(‘ LIFAR J \DD/QD J _ A part of the C code
/General A acceleration y with MPI;IR, W||’:1Ii3CGh Ais
| t
Our scheme is applicable for any floating-point Hardware CPU 4 N es execu e¢on
computations. It contributes to low development cost and / Q ,
sustainability (easy maintenance and system portability) - L ~ Code Translation
\_ J MPFR [2] o Heterogeneous System No (SPG |t|°r FbPIGAFI PoCo)
s ; ™ A C library for multiple 12— : ™ b Il et
Comprehens:ve (arbitrary) precision = ¢ SﬁGen i m ¢
We propose a total system from the precision-tuning to the floating-point o a\_‘_’f_?f__'_'[?'_’{’j?_r?_‘g-_,: Nymble } J e i L Low-level cod
execution of the tuned code, combining heterogeneous computations on CpUSJ = ' ] o’(c:r?eremst SRl ° forngGfbc‘) €
khardware and hierarchical software stack y N | \ //‘ FloPoCo ) methods (VHDL etc.)
p § FloPoCo [16] Compiler & 3 3
Realistic An open-source floating-point _ Tools for FPGA Compilation and Compilation and
Our system can be realized by combining available in-house core generator for FPGA / Execution Execution
technologies  supporting arbitrary-precision. / on CPU/GPU on FPGA

N s \Z ) 2N / J

Our Contributions

QStochastic Arithmetic Tools A @FPGA as an Arbitrary-Precision Computing Platform G Fast and Accurate Numerical Libraries N

Discrete Stochastic Arithmetic (DSA) [ (1) The same code is run several times with FPGA ena.b!es usto implementarbitrary—preci§ion on hardyvare. High-Level Sy-/n-thes?s (HLS) enablesusto . Arbitrary-precision arithmetic is performed using MPFR on CPUs, but the performance is very low. To
[21] enables us to estimate rounding the random rounding mode (results are program itin OpenCL. However, compilingarbitrary-precision code and obtaining high performance are still accelerate it, we are developing several numerical libraries supporting accurate computation based
errors (i.e., the number of correct rounded up / down with the same challenging. Heterogeneous computing with FPGA & CPU/GPU is also a challenge on high-precision arithmetic or algorithmic approach. Some software also support GPU acceleration.
digits in the result) with 95% probability) — —
. 2 0 In developmen In aevelopmen - . )
accuracy by executing the code 3 |(2) Different results are obtained SPGen (RIKEN) START ClCrs Fromond opfmization foo QPEigen & QPBLAS (aea, RIKEN) | EXBLAS (Sorbonne University)
times with random-rounding. DSA is | (3) The common part in the different CIC++ CodeSJ * LLVM based SPD codes g o> . drupl ision Ej | PEi * EXBLAS [12] is an accurate & reproducible
| sch licabl .f results is assumed to be a reliable result * SPGen (Stream Processor Generator) + Polyhedral trans. LR Quadruple-precision Eigen solvers (QPEigen) [8, ) _ P '
»gmerlschome sl for ar S]] e o compir to genete te: T, | | E)spoedondoubledoule 0D arthmetc t | BAS based o flesting port epandons
] ' —p O. - module codes in Verilog-HDL for FPGA Is bullton a quadruple-precision Wi error-iree  transrormations :
. .re . q _ . CPU <= Optimized . . . .
algorithms and no code modification ﬂoat(':r;%go'”t ‘é—j 3.14161..] from input codes in Stream Processing . — HOStCOdeSIJAva,,ab,enow __________ SFfB”;ffesA_ _______ [9]. They support distributed environments with twosum and twoprod) and super-
are neid(.ed.t It is fa l'iht'we'ght Eﬁé’?ﬂﬂons i 3.14159. .| Description (SPD) Format. The SPD FPGA @ MPI: equivalent to ScaLAPACK’s Eigen solver and accumulator o |
appl;(.)l.ac n dem;S © | periormance, random-rounding Reliable result uses a data-flow graph representation, I f ips?,',:\ufezgp“er Hardware fl\jv?:pnnodeswith PBLAS * Assures repr(?duqblllty through assu.rmg
usa II’Ey,d an ] eve;])pment C.OS'[I which is suitable for FPGA. bitZtF;S:ms <:| +gf;%:§e2)le;ion) <: m°ﬁ|‘gef <:| dCata_ﬂovtvcodntrol I/ogilc i EEN 5 | correct-rounding: it preserves every bit of
i in + Connect nodes w/ wires | | : : ; : ;
cor_nﬁpa;e ’;o ':_detiot er tr;]ur(;werlca * It supports FP32 only, but we are | riisH (HW mapping) + Equalize length of paths | 11 ] 52 | :jnformj?on until the final rounding to the
verinmcaton / valldation metnods. . D N —— - esired format
oing to extend SPGen to support
& .g . . . pp. Module definition with data-flow graph SN o2 | 52 | o i
CPU (Intel TBB) and GPU (OpenCL) versions
_ _ arbitrary-precision floating-point. by describing formulae of computation _ _ Double-double format
CADNA & SAM (Sorbonne University) Currently, there is no FPGA compiler Name  PE; 4§ Define pipeline “EE’ o ¥Ae meutnumvers L1 L1~ 100 OO 00 -~ I
. . . . . . Main In {in:: x_in, _in};
* CADNA (Control of Accuracy and Debugging for Numerical supporting arbitrary-precision. Main Out [out:ix out, y out:; w OzBLAS (TWCU, RIKEN)
Applications) [18] is a DSA Iibraryfor FP16/32/64/128 ggg eqé, 1; = x_in ; z_én: /_____? " e OzBLAS [13] iS an accurate & reproducible BLAS Y A (i
° . . eq2, = x in _in; . . . . ettt e tiintebidaieil
OpenMP & MPI and on GPUs with CUDA. « Nymble [15] i th 1 iact f kL ' x_out y_out matrix multiplication method based on the :
» SAM (Stochastic Arithmeticin Multiprecision) [23] is a DSA cd n a ymble . '5 another compiier project tor Module definition with hardware structure error-free transformation of dot-product 5
library f bi iy ith FPGA. It directly accepts C codes and has already by describing connections of modules P 5 T TTTT PRI,
lbraryfor arbitrary-precision with MPFR. started to support arbitrary_precision Name Core; #4# Define IP core “Core” 00y00 x01y01 * The accuracy is tunable and depends on the ' - XSIOegIr) ; .
) Main In {in:: x0 0, x0 1, y0 0, y0 1}; oYL MY . o B y 4 t : ; ' :
* It is more suited for non-linear memory access Main Out {out::x2 0, x2_ 1, y2.0, y2 1}; PE PE range of the inputs and the vector length : s v : : l
el ell ° . 1 . . :— - —: - — E
PROMISE (Sorbonne University) pattern, like with graph based data structures. ### Description of parallel pipelines for t=0 f T f T CPU and GPU (CUDA) versions Level 1 (Filtering) [T = L :
HDL pelO, 123, (x1_0, yl 0) = PE(x0_0, y0_0); 4—> x1 0 y1 0 x11yll1l ,
HDL pell, 123, (x1_1, yl 1) = PE(x0_1, y0_1); 11 1 (x', x') = Split(x? { :
. - . . . PE PE =/ ” : .
PROMISE (PRECISIOH Opl'I|V||SE) Higher precision : Cygnus (Un|verS|ty Of TSUkUba) ### Description of parallel pipelines for t=1 pe20 pe2l g: [[l(cl)og(zl‘(rlilax) +. 10g|)%(62_|+ 1))/2] E E
[17] is a tool based on Delta_ / . HDL pe20, 123, (x2_0, y2 0) = PE(x1 0, yl1_0); 3 3 3 3 (p%rz) 1 <i<nlM Notati . ; - '
) _ Y * Cygnus is the world first supercomputer HDL pe2l, 123, (x2_1, y2_1) = PE(x1_1, yl_1); x2.0y2.0 x21y21 0=2 CHC L omputation : 5
Debugging [24] to automatically tower precision | . : x'=1l((x + 0) - 0) wigh' 'ﬁba_ting-point : : : :
. . . x SyStem eqUIpped Wlth bOth GPU (4X x'=fl(x 'x') arithmetic ! Scalar SuperAccumulator R
tune the precision of floating- Tesla V100 d EPGA (2x Stratix 10 Intel Pl Intel v — tr-the-URFoURG-of : : :
oint variables in C/C++ codes esla ) an (2x Stratix ), Xeon Gold Xeon Gold (1) x and y are split by split() : [] ly [ ]
i - . X X installed in CCS, University of Tsukuba & (x(®, ) = split(x), (11, ¥) = split(y) 1 [T i
* The Valldlty of the results is 7 "/ \T T~ A A S itis applied recursively until )_C(pﬂ)zx(qﬂ):() ' - - yeliaioms Bl
) . . o E h Str t 10 FPGA h fO r PLX PLX g ) Q) D) + — (1) 2) o) Level 2 (Private SuperAccumulation) !
checked with CADNA J I | | \ ac atix as Tou Ul I 5 P e Iy = R o B it
* We are going to extend PROMISE | : external links at 100Gbps. 64 e (2) tThen,(x(iv))lTs C(%rip(Ut(?gTa?zu O |
+ im—— / ' Not tested X ™ x'y=( X LT (x
for  arbitrary-precision  with L e /: : FPGAs make 8x8 2D-Torus network [ v rop PCIQXLGE [ g (X(z))Ti(”+(x(2))T§(2)+--- ’ Level 3 (Parallel Reductio) "~ _
R B il i H IB HDR100 IB HDR100
MPFR Already tested v for communication +...
o : : IB HDR100 — — IB HDR100 + ()T + (xEHTH) + |+ (x(P)T)(D) [ |
N e | :;hls project targets | r?uch a | OO s error-free: (X0 = A(GD)Ty) Level 4 (Rounding)
Precision tuning based on Delta-Debugging eterogeneous system with FPGA. - ——— | T T Tt —
\ J k Cygnus system J Error-free transformation of dot-product ( x'y ) EXBLAS scheme
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