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Nonnegative boundary control of 1D linear heat equations

Jérôme Lohéac*

May 20, 2020

Abstract

We consider the controllability of a one dimensional heat equation with nonnegative bound-
ary controls. Despite the controllability in any positive time of this system, the unilateral
nonnegativity control constraint causes a positive minimal controllability time. In this article,
it is proved that at the minimal time, there exists a nonnegative control in the space of Radon
measures, which consists of a countable sum of Dirac impulses.
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1 Introduction and main results

In the recent years, controllability of partial differential equation with nonnegative control or with
nonnegative state constraint has attracted many researchers [10, 13, 2, 4, 14]. In the present paper,
we are going to see, for one dimensional heat equation with nonnegative boundary control, that
there exists a minimal controllability time, and that at this minimal time there exists a nonnegative
control in the space of Radon measure which is the sum of a countable number of Dirac masses.

*Université de Lorraine, CNRS, CRAN, F-54000 Nancy, France (jerome.loheac@univ-lorraine.fr).
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Note that the existence of a minimal controllability time, and the existence of a nonnegative control,
at the minimal controllability time, in the space of Radon measure were already proved in [10].
Hence, the main novelty of this paper is the fact that this minimal time control can be taken as a
countable sum of Dirac masses.

In order to precisely state the main result of the paper, we consider the one dimensional heat
equation with boundary controls, whose state y is given by

ẏ(t, x) = ∂x (p(x)∂xy(t, x)) + q(x)y(t, x) (t > 0, x ∈ (0,1)), (1.1a)

with boundary conditions,

α0y(t,0) + α1∂xy(t,0) = 0 (t > 0), (1.1b)

β0y(t,1) + β1∂xy(t,1) = u(t) (t > 0) (1.1c)

and initial condition
y(0, x) = y0(x) (x ∈ (0,1)). (1.1d)

We assume that p ∈ C2([0,1]) is positive on [0,1], q ∈ C([0,1]), ∣α0∣ + ∣α1∣ > 0 and ∣β0∣ + ∣β1∣ > 0.
Precise regularity condition on the initial state y0 and on the control u will be given later.

Let us also define the set of positive steady state

S
∗
+ = {ȳ ∈H2

(0,1) ∣ ∃ū ∈ IR∗
+ s.t. α0ȳ(0) + α1∂xȳ(0) = 0, β0ȳ(1) + β1∂xȳ(1) = ū

and ∂x (p(x)∂xȳ(x)) + q(x)ȳ(x) = 0 (∀x ∈ (0,1))}. (1.2)

Indeed, by linearity, it is easy to see that S∗+ is an open half line and is given by S∗+ = IR∗
+ȳ1, with

ȳ1 ∈H2(0,1) solution of

∂x (p(x)∂xȳ1
(x)) + q(x)ȳ1

(x) = 0 (x ∈ (0,1)),

with boundary conditions

α0ȳ1
(0) + α1∂xȳ1

(0) = 0 and β0ȳ1
(1) + β1∂xȳ1

(1) = 1.

It has been shown in [7] that for every y0 ∈ L2(0,1), every time T > 0 and every m ∈ IN, there
exists a control u ∈ Cm([0, T ]) such that the solution of (1.1) satisfies y(T, ⋅) = 0, and it is a trivial
exercise to see that the same result holds for every target in S∗+ . We also refer to [15] for some
results on the controllability of the heat equation with steady state targets.

The controllability problem considered in this article is the following. Given some y0 ∈ L2(0,1)
and some target y1 ∈ S∗+ , find the minimum of the time T > 0 such that there exists a nonnegative
control u ∈ L2(0, T ) steering the solution of (1.1) from y0 to y1 in time T . This type of control-
lability problem has already been considered in [10]. The results of [10] can be extended to the
Proposition 1.1 below (see Appendix A for its proof). Before stating this result, let us define the
operator L ∈ L (D(L), L2(0,1)) by

D(L) = {y ∈H2
(0,1) ∣ α0y(0) + α1∂xy(0) = 0 and β0y(1) + β1∂xy(1) = 0} , (1.3a)

Ly = ∂x (p(x)∂xy(x)) + q(x)y(x) (y ∈ D(L)). (1.3b)

Proposition 1.1. For every y0 ∈ L2(0,1) and every y1 ∈ S∗+ , if one of the following condition is
satisfied,

� y0 ∈ S∗+ , or
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� L is m-dissipative,

then there exist a time T > 0 and a control u ∈ L2(0, T ) steering the solution of the system (1.1)
from y0 to y1 in time T ;

We thus define,

T (y0, y1) = inf {T > 0 ∣ ∃u ∈ L2
(0, T ) s.t. u ⩾ 0

and the solution y of (1.1) satisfies y(T, ⋅) = y1} , (1.4)

note that if there does not exist such time T > 0 (i.e., y1 is not reachable from y0 with nonnegative
controls), we set T (y0, y1) =∞.
Finally, it can be shown, using similar arguments as the one used in [10] (see Appendix B), that in
the minimal time T , required to steer y0 to y1 with nonnegative controls, there exists a nonnegative
control u in the space of Radon measures steering y0 to y1 in time T . We thus introduce the space
of Radon measureM([0, T ]), which are identified to Radon measures on IR with support included
in the compact set [0, T ] ⊂ IR.

On the other hand, it has been shown in [11], that more precise results hold for finite dimensional
control systems. More precisely, given N ∈ IN∗, A ∈MN(IR) and B ∈ IRN , we consider the (finite
dimensional) control system

Ẏ (t) = AY (t) +Bu(t) (t > 0), (1.5a)

with initial condition
Y (0) = Y 0

∈ IRN . (1.5b)

Similarly, we define the set of positive steady state,

Σ∗
+ = {Ȳ ∈ IRN

∣ ∃ū ∈ IR∗
+ s.t. AȲ +Bū = 0} (1.6)

and the minimal controllability time,

Θ(Y 0, Y 1
) = {T > 0 ∣ ∃u ∈ L2

(0, T ) s.t. u ⩾ 0

and the solution Y of (1.5) satisfies Y (T ) = Y 1} , (1.7)

with Θ(Y 0, Y 1) =∞ if Y 1 is not reachable from Y 0 in any time T > 0. In [11], assuming that the
pair (A,B) is controllable, it has been shown that,

� if Y 0, Y 1 ∈ Σ∗
+, then Θ(Y 0, Y 1) <∞,

� if σ(A) ⊂ IR∗
− + iIR and Y 1 ∈ Σ∗

+, then Θ(Y 0, Y 1) <∞ for every Y 0 ∈ IRN ,

� if σ(A) ⊂ IR, and if Y 0 and Y 1 ∈ IRN are such that Θ(Y 0, Y 1) <∞, then there exist t1, . . . , tη ∈
[0,Θ(Y 0, Y 1)] and m1, . . . ,mη ∈ IR+ such that the measure control u = ∑

η
k=1mkδtk steers the

solution of (1.5) from Y 0 to Y 1 in time Θ(Y 0, Y 1), where η ⩽ ⌊(N + 1)/2⌋ ∈ IN.

The goal of this paper is to pass to the limit as N → ∞ to obtain the following result for the
infinite dimensional system (1.1). This strategy will lead to Theorem 1 below.
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Theorem 1. Let y0 ∈ L2(0,1) and y1 ∈ S∗+ and assume that T (y0, y1) <∞ (i.e., y1 is reachable from

y0 with nonnegative controls). Then there exist an increasing sequence (τi)i∈IN∗ ∈ [0, T (y0, y1))
IN∗

and a sequence (mi)i∈IN∗ ∈ (IR∗
+)

IN∗ such that the control u ∈M([0, T (y0, y1)]) defined by

u(t) =
∞
∑
i=1
miδτi(t) (t ∈ [0, T (y0, y1)]), (1.8)

steers the solution of (1.1) from y0 to y1 in time T (y0, y1) (in (1.8), δτ denotes the atomic mass
located at time τ).
Furthermore, we necessarily have limi→∞ τi = T (y0, y1), (mi)i∈IN∗ ∈ `1, and this control u is the
unique control, steering y0 to y1 in time T (y0, y1), in the set

Mδ([0, T (y0, y1)]) = {
∞
∑
i=1
µiδθi ∣ (µi)i∈IN∗ ∈ (IR+)IN

∗

, (mi)i∈IN∗ ∈ `1, (θi)i∈IN∗ ∈ [0, T (y0, y1)]IN
∗

}

of purely impulsive and nonnegative Radon measure.

Paper organization. We will first recall some well-known properties on Sturm-Liouville prob-
lems in Section 2. In this section, we will also recall the notion of solution for the problem (1.1)
with Radon measure controls. The proof of Theorem 1 is contained in Section 3. In Section 4
numerical illustrations of this result are displayed. In particular, in Section 4.1, we consider (1.1)
with p = 1, q = 0 and Dirichlet boundary control, in Section 4.2, we consider the axisymmetric
heat equation in the unit ball of IR3 with Dirichlet boundary control, and finally, in Section 4.3,
we consider a coupled system of two 1D heat equations. Note that even if Theorem 1 does not
apply to the systems considered in Sections 4.2 and 4.3, we will see in these paragraphs that the
results obtained can be adapted to these examples. Finally, Section 5 concludes this paper with
some open questions and remarks. Note also that the results adapted from [10, 11] are given in
Appendices A to C. In particular, in Appendix A, we prove Proposition 1.1, in Appendix B, we
show that if T (y0, y1) <∞, then there exist a nonnegative Radon measure control steering y0 to y1

in time T (y0, y1), and in Appendix C, we show that the infimum time T (y0, y1) does not depend
on the regularity (L2 or measure) of the control as soon as the target state belong to the set of
positive steady states S∗+ .

Notations. Dealing with classical sets, IN is the set of nonnegative integers, IN∗
= IN ∖ {0}, IR is

the set of real numbers, IR+ the set of nonnegative real numbers, and IR∗
+ = IR+ ∖ {0}. For every

n ∈ IN∗,Mn(IR) is the set of n×n real matrices, and for M ∈Mn(IR), kerM denotes the null space
of M . For every s ∈ IR, ⌊s⌋ is the integer part of s. We define L2(0,1) the set of square integrable
real functions defined on (0,1) and for every T > 0, L1(0, T ) is the set of integrable real functions
defined on (0, T ). The set `1 (respectively `∞) is the set of summable (respectively uniformly

bounded) sequences (cn)n∈IN∗ ∈ IRIN∗ . For every k ∈ IN and every T > 0, Ck([0, T ]) denotes the set
of k-differentiable real function defined on [0, T ]. Finally, the time derivative is denoted with a
dot and the space derivative with ∂x.

2 First considerations

Some results on Sturm-Liouville problems. It is well-known (see e.g. [6] or [1, Theo-
rem 2.29]) that the operator L, defined by (1.3), is self-adjoint and posses a sequence (−λn)n∈IN∗ ∈
IRIN∗ of distinct eigenvalues satisfying λ1 < ⋅ ⋅ ⋅ < λn < λn+1 < . . . with λn → ∞ as n → ∞. Fur-
thermore, to each eigenvalue −λn corresponds a single eigenfunction ϕn, and the sequence of
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eigenfunction {ϕn}n∈IN forms an orthogonal basis of L2(0,1). Note also that, for every n ∈ IN, since
ϕn is a nontrivial solution of a second order ordinary differential equation, we necessarily have
∂xϕn(1) ≠ 0, if β0 ≠ 0, or ϕn(1) ≠ 0, if β1 ≠ 0.

Solution notion of (1.1) with Radon measure controls. The notion of solution of (1.1)
with measure controls can be defined either by the transposition method or with the help of the
spectral properties of L. Let us first recall that due to the Riesz Theorem, the set of Radon
measure on [0, T ], M([0, T ]) can be identified to the topological dual of continuous function on
[0, T ]. Furthermore, M([0, T ]) is a Banach space when endowed with the norm

∥u∥M([0,T ]) = sup{∫[0,T ]
ϕ(t)du(t) ∣ ϕ ∈ C0

([0, T ])} (u ∈M([0, T ])).

Definition by transposition. For this notion, we refer for instance to [5]. Given y0 ∈ L2(0,1)
and u ∈M([0, T ]), we will say that y is solution of (1.1) in the sense of transposition if for every
ϕ ∈ C2([0, T ] × [0,1]) satisfying

α0ϕ(t,0) + α1∂xϕ(t,1) = β0ϕ(t,1) + β1∂xϕ(t,1) = 0 (t ∈ [0, T ]),

we have,

0 = ∫
T

0
∫

1

0
(−ϕ̇(t, x) − ∂x (p(x)∂xϕ(t, x)) − q(x)ϕ(t, x)) y(t, x)dxdt

+ ∫

1

0
y(T,x)ϕ(T,x)dx − ∫

1

0
y0(x)ϕ(0, x)dx −

p(1)

β1
∫

T

0
ϕ(t,1)du(t), (2.1a)

if β1 ≠ 0, or

0 = ∫
T

0
∫

1

0
(−ϕ̇(t, x) − ∂x (p(x)∂xϕ(t, x)) − q(x)ϕ(t, x)) y(t, x)dxdt

+ ∫

1

0
y(T,x)ϕ(T,x)dx − ∫

1

0
y0(x)ϕ(0, x)dx +

p(1)

β0
∫

T

0
∂xϕ(t,1)du(t), (2.1b)

if β0 ≠ 0. This allows to define a week solution of (1.1) y in L∞(0, T ;H−s(0,1)) for every s > 3/2
(see e.g. [10, §2.2]) and the traces at times t = 0 and t = T has to be understood in the sense
of (2.1).

Definition with spectral decomposition. Note also that taking ϕ solution of ϕ̇ = −Lϕ
with ϕ(T ) = ϕn, for n ∈ IN∗ and ϕn the nth eigenfunction of L, we have ϕ(t) = e−λn(T−t)ϕn and
injecting this relation in (2.1), we obtain,

∫

1

0
y(T,x)ϕn(x)dx − e−λnT ∫

1

0
y0(x)ϕn(x)dx = γn ∫

T

0
e−λn(T−t) du(t), (2.2)

with

γn =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

p(1)

β1
ϕn(1), if β1 ≠ 0,

−
p(1)

β0
∂xϕn(1), if β0 ≠ 0.

(2.3)

Since, as already recalled, the sequence {ϕn}n∈IN∗ forms an orthogonal basis of L2(0,1), the re-
lations (2.2) gives a definition of the trace of y at time t = T and also defines the controllability
problem, i.e., given y1 ∈ L2(0,1), find u ∈M([0, T ]) such that (2.2) holds, for every n ∈ IN∗, with
y(T, ⋅) = y1.
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Remark 2.1. Let us make some comments on the sequence (γn)n. As already mentioned, we have
p(1) > 0 and ϕn(1) ≠ 0 (respectively ∂xϕn(1) ≠ 0) if β1 ≠ 0 (respectively β0 ≠ 0). This in particular
ensures that γn ≠ 0 for every n ∈ IN∗. Note also that we are dealing with an admissible boundary
control operator (see e.g. [16] for this notion). Hence, if ϕn is normalized so that ∥ϕn∥L2(0,1) = 1

for every n ∈ IN∗, we have ∑
∞
n=1 ∣γn∣

2 = +∞ and ∑
∞
n=1 ∣

γn
λn

∣
2
<∞.

In the rest of this paper, we will assume that ∥ϕn∥L2(0,1) = 1 for every n ∈ IN∗.

3 Proof of Theorem 1

Let us recall that we have assumed that y1 ∈ S∗+ is reachable from y0 with nonnegative controls
and that according to Appendices B and C, we have,

T (y0, y1) = min T
T ⩾ 0,
∃u ∈M([0, T ]) s.t. u ⩾ 0 and y solution of (1.1) satisfies y(T ) = y1.

Taking notion of solution with spectral decomposition (2.2), the minimization problem above
becomes

min T
T ⩾ 0,
∃u ∈M([0, T ]) s.t. u ⩾ 0 and

Y 1
n − e

−λnTY 0
n = γn ∫

T

0
e−λn(T−t) du(t), (n ∈ IN∗

),

(3.1)

where, for every n ∈ IN∗, γn is given by (2.3), and we have set

Y 1
n = ∫

1

0
y1(x)ϕn(x)dx and Y 0

n = ∫

1

0
y0(x)ϕn(x)dx. (3.2)

For every N ∈ IN∗, let us define,

TN(y0, y1) = min T
T ⩾ 0,
∃u ∈M([0, T ]) s.t. u ⩾ 0 and

Y 1
n − e

−λnTY 0
n = γn ∫

T

0
e−λn(T−t) du(t), (n ∈ {1, . . . ,N}).

(3.3)

Using the results contained in [11], it is easy to prove the following lemma.

Lemma 3.1. Let y0 ∈ L2(0,1) and y1 ∈ S∗+ and assume that T (y0, y1) < ∞. Then we have for
every N ∈ IN∗, TN(y0, y1) ⩽ TN+1(y0, y1) ⩽ T (y0, y1), and there exist η ∈ {1, . . . , ⌊(N + 1)/2⌋},
τ̃N1 , . . . , τ̃

N
η ∈ [0, TN(y0, y1) and m̃N

1 , . . . , m̃
N
η ∈ IR+ such that the control uN ∈M([0, TN(y0, y1)])

defined by

uN(t) =
η

∑
i=1
m̃N
i δτ̃Ni (t) (t ∈ [0, TN(y0, y1)])

is a minimizer of (3.3).
Furthermore, this control uN is the unique minimizer of (3.3), there exists a constant C(y0, y1)
(only depending on y0 and y1) such that,

η

∑
i=1
m̃N
i ⩽ C(y0, y1) (N ∈ IN∗

),
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and there exists ψ1
N = ([ψ1

N ]1, . . . , [ψ
1
N ]N) ∈ IRN such that

ψ(t) ⩾ 0 (t ∈ [0, TN(y0, y1)]) and

{τ̃Ni ∣ i ∈ {1, . . . , η} and m̃N
i ≠ 0} ⊂ {t ∈ [0, TN(y0, y1)] ∣ ψ(t) = 0} ,

where ψ(t) =
N

∑
n=1

γne
−λn(Tn−t)[ψ1

N ]n.

Proof. For every N ∈ IN∗, let us define,

AN =

⎛
⎜
⎜
⎜
⎝

−λ1 0 ⋯ 0
0 ⋱ ⋱ ⋮

⋮ ⋱ ⋱ 0
0 ⋯ 0 −λN

⎞
⎟
⎟
⎟
⎠

∈MN(IR) and BN =

⎛
⎜
⎜
⎜
⎝

γ1
⋮

⋮

γN

⎞
⎟
⎟
⎟
⎠

∈ IRN . (3.4)

It is then obvious that the minimization problem (3.3) is exactly the minimization problem

TN(y0, y1) = min T
T ⩾ 0,

∃u ∈M([0, T ]) s.t. u ⩾ 0 and the solution Y of Ẏ = ANY +BNu,

with initial condition Y (0) = (Y 0
1 , . . . , Y

0
N)

⊺
,

satisfies: Y (T ) = (Y 1
1 , . . . , Y

1
N)

⊺
,

where the reals Y ij are defined in (3.2).

Note that if u ∈M([0, T ]) is a nonnegative control steering the solution y of (1.1) from y0 to y1

in time T > 0, then this control also steers the solution of Ẏ = ANY +BNu from Y 0 to Y 1 in time
T . Since T (y0, y1) <∞, such a time T > 0 and a control exist, and this ensures, according to [11],
that the minimization problem (3.3) admits a minimum. The fact that TN(y0, y1) ⩽ TN+1(y0, y1) ⩽
T (y0, y1) is obvious, the upper bound on the sum of the mN

i can be obtained as in Appendix B (in

particular, one can chose C(y0, y1) = e∣λ0∣T (y0,y1) (e∣λ0∣T (y0,y1)∣⟨y0, ϕ0⟩∣ + ∣⟨y1, ϕ0⟩∣) /∣γ0∣), and the

other claims of Lemma 3.1 directly follows from the results contained in [11, § 5.2].

For every N ∈ IN∗, let us now define the sequences mN = (mN
i )i∈IN∗ ∈ `1 and τN = (τNi )i∈IN∗ ∈ `∞

by,

mN
i =

⎧⎪⎪
⎨
⎪⎪⎩

m̃N
i if i ⩽ η,

0 otherwise
and τNi =

⎧⎪⎪
⎨
⎪⎪⎩

τ̃Ni if i ⩽ η,

TN(y0, y1) otherwise
(N ∈ IN∗, i ∈ IN∗

),

where η = η(N), m̃N
i and τ̃Ni are defined in Lemma 3.1. It is obvious that we have,

∥mN
∥`1 ⩽ C(y0, y1) and ∥τN∥`∞ ⩽ T (y0, y1) (N ∈ IN∗

),

here also, C(y0, y1) is defined by Lemma 3.1.

Lemma 3.2. Up to an extraction, the sequences (mN)N∈IN∗ ∈ (`1)IN
∗

and (τN)N∈IN∗ ∈ (`∞)IN
∗

are
respectively convergent to sequences m∞ ∈ `1 and τ∞ ∈ `∞ (satisfying 0 ⩽m∞

i and 0 ⩽ τ∞i ⩽ T (y0, y1)
for every i ∈ IN∗). In addition, the control u∞ ∈M([0, T (y0, y1)]) given by

u∞(t) =
∞
∑
i=1
m∞
i δτ∞i (t) (t ∈ [0, T (y0, y1)])

is a control steering y0 to y1 in time T (y0, y1).
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Proof. In order to have more compact notations, we set T = T (y0, y1), TN = TN(y0, y1) and, for
(i, n) ∈ {0,1} × IN∗, Y in is defined by (3.2).

By compactness and diagonal extraction, it is easy to see that there exists a convergent subse-
quence of (mN , τN)N∈IN∗ in `1 × `∞. Furthermore, this limit (m∞, τ∞) trivially satisfies 0 ⩽ m∞

i

and 0 ⩽ τ∞i ⩽ T for every i ∈ IN∗. Since (TN)N∈IN is an increasing sequence bounded from above
by T , we have that this sequence is convergent to some T∞ ∈ [0, T ].
Hence, it remains to prove that the control u∞ steers y0 to y1 in time T . To this end, we will first
show that the control u∞ steers y0 to y1 in time T∞. We observe that,

Y 1
n − e

−λnTNY 0
n = γn

∞
∑
i=1
mN
i e

−λn(TN−τNi )
(n ∈ IN∗, N ⩾ n).

Taking the limit N →∞, we deduce that

Y 1
n − e

−λnT∞Y 0
n = γn

∞
∑
i=1
m∞
i e

−λn(T∞−τ∞i )
(n ∈ IN∗

).

Indeed, it is easy to see that for every n ∈ IN∗, the map (T, τ,m) ∈ IR+ × `∞ × `1 ↦ e−λnTY 0
n +

γn∑
∞
i=1mie

−λn(T−τi) ∈ IR is continuous. This ensures that the nonnegative control u∞ steers y0

to y1 in time T∞. But T∞ ⩽ T and T is the minimum of the minimization problem (3.1), we
conclude that T∞ = T .

In the sequences (τ∞i )i and (m∞
i )i given in the above lemma, it can happen that τ∞i = τ∞j for

some indexes i ≠ j, or m∞
i = 0 for some indexes i. But with a simple re-indexing, we have shown

that there exist I = I(y0, y1) ∈ IN ∪ {∞} and two sequences (τi)i=1,...,I and (mi)i=1,...,I such that,

(τi)i is a nondecreasing sequence in [0, T (y0, y1)], ∑
I
i=0mi is finite, mi > 0 for every i, and

Y 1
n − e

−λnT (y0,y1)Y 0
n = γn

I

∑
i=1
mie

−λn(T (y0,y1)−τi) (n ∈ IN∗
).

In the case that all masses mi are null, we set I = 0 and by convention ∑
0
i=1mie

−λn(T (y0,y1)−τi) = 0.
In the next lemma, we will show that we necessarily have I = ∞ and limi→∞ τi = T (y0, y1) as

soon as y0 ≠ y1.

Lemma 3.3. Let y0 ∈ L2(0,1) and y1 ∈ S∗+ such that y0 ≠ y1 and T (y0, y1) <∞. Then,

1. I > 0;

2. there does not exist I ∈ IN∗, 0 ⩽ τ1 < ⋅ ⋅ ⋅ < τI ⩽ T (y0, y1) and m1, . . . ,mI ∈ IR∗
+ such that the

control u = ∑
I
i=0miδτi steers y0 to y1 in time T (y0, y1);

3. if there exist 0 ⩽ τ1 < ⋅ ⋅ ⋅ < τi < ⋅ ⋅ ⋅ ⩽ T (y0, y1) and (mi)i∈IN∗ ∈ `1 such that mi > 0 for
every i ∈ IN, and the control u = ∑i∈INmiδτi steers y0 to y1 in time T (y0, y1), then we have
limi→∞ τi = T (y0, y1).

Proof. We set T = T (y0, y1). Before entering the core of the proof, let us recall that according to
Remark 2.1, we have assumed that the sequence {ϕn}n∈IN∗ forms an orthonormal basis of L2(0,1),
from which, we conclude that ∑

∞
n=1 ∣γn∣

2 = +∞ and ∑
∞
n=1 λ

−2
n ∣γn∣

2 <∞.

Proof of the 1st claim. If I = 0, we have Y 1
n = e−λnTY 0

n for every n ∈ IN∗. Hence, if T = 0, we
deduce that y1 = y0 which is forbidden by assumption, and if T ≠ 0, we have y1 = ∑

∞
n=1 Y

1
nϕn ∈

L2(0,1) ∖D(L) and ∑
∞
n=1 e

−λnTY 0
nϕn ∈ D(L), leading to a contradiction.

Proof of the 2nd claim. We consider the two possible situations, τI < T and τI = T .
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� If τI < T , then ∑
∞
n=1 (e

−λnTY 0
n + γn∑

I
i=0mie

−λn(T−τi))ϕn ∈ D(L), but y1 = ∑
∞
n=1 Y

1
nϕn ∈

L2(0,1) ∖D(L).

� If τI = T , then∑
∞
n=1 (Y

1
n − e

−λnTY 0
n − γn∑

I−1
i=0 mie

−λn(T−τi))ϕn ∈ L2(0,1), butmI ∑
∞
n=1 γnϕn ∉

L2(0,1).

Thus, in both cases, we have obtained a contradiction.

Proof of the 3rd claim. Since (τi)i∈IN∗ is an increasing and bounded sequence, there exists
Θ ∈ (0, T ] such that Θ = limi→∞ τi. Let us assume by contradiction that Θ < T and let T̃ ∈

(Θ, T ). We then have ∑
∞
i=1mie

−λn(T−τi) = e−λn(T−T̃ )
∑
∞
i=1mie

−λn(T̃−τi), from which, we deduce that

∑
∞
n=1 (e

−λnTY 0
n + γn∑

∞
i=1mie

−λn(T−τi))ϕn ∈ D(L), which contradicts the fact that y1 ∈ L2(0,1) ∖
D(L).

In order to complete the proof of Theorem 1, it remains to prove the uniqueness of this control
in the space of purely impulsive Radon measures. To this end, we will use the following lemma.

Lemma 3.4. Let T > 0, (θk)k∈IN∗ ∈ ([0, T ])IN
∗

and assume that θk ≠ θj for every j ≠ k. Then, the

family {(γne
−λn(T−θk))

n∈IN∗}k∈IN∗ is free in IRIN, where we have set

ekn = γne
−λn(T−θk) (k ∈ IN∗, n ∈ IN∗

).

Proof. Assume by contradiction that there exist N ∈ IN∗ and α1, . . . , αN ∈ IR not all null such that

∑
N
k=1 α

kγne
−λn(T−θk) = 0 for every n ∈ IN∗.

This in particular implies that the matrix

M =
⎛
⎜
⎝

γ1e
−λ1(T−θ1) ⋯ γ1e

−λ1(T−θN )

⋮ ⋮

γNe
−λN (T−θ1) ⋯ γNe

−λN (T−θN )

⎞
⎟
⎠
∈MN(IR)

is not invertible. This also implies the existence of ψ1 = (ψ1
1 , . . . , ψ

1
N)⊺ ∈ IRN

∖ {0} such that
ψ1 ∈ kerM⊺, that is to say,

N

∑
n=1

ψ1
nγne

−λn(T−θk) = 0 (k ∈ {1, . . . ,N}),

Defining the map ψ ∶ t ∈ [0, T ] ↦ ∑
N
n=1 ψ

1
nγne

−λn(T−t) ∈ IR, we deduce that ψ admits N distinct
roots. According to [9, Exercice 13 p. 154], the function ψ is either null or admits at most N − 1
roots (counted with their multiplicity), we deduce that ψ ≡ 0, and finally with the controllability
of the pair (AN ,BN) (defined by (3.4)), we deduce that we necessarily have ψ1 = 0. This leads to
a contradiction with the fact that ψ1 ≠ 0.

We are now in position to prove the uniqueness of this control in the space of purely im-
pulsive Radon measures. Indeed, if there exist two sequences, (m̃i, τ̃i)i∈IN∗ , (mi, τi)i∈IN∗ ∈ (IR∗

+ ×
[0, T (y0, y1)))IN

∗

such that the controls ũ = ∑
∞
i=1 m̃iδτ̃i and u = ∑

×
i=1miδτi steer y0 to y1 in time

T (y0, y1), we have,

γn
∞
∑
i=1
µie

−λn(T−θi) = 0 (n ∈ IN∗
),

where θi ≠ θj for i ≠ j, {θi, i ∈ IN∗
} = {τi, i ∈ IN∗

} ∪ {τ̃i, i ∈ IN∗
}, and µi = ∑

j∈IN∗
τj=θi

mj − ∑
j∈IN∗
τ̃j=θi

m̃j . Thus,

by application of Lemma 3.4, we deduce that we necessarily have µi = 0 for every i, that is to say
that, u = ũ.
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4 Numerical example

4.1 Dirichlet 1D heat

We consider the system (1.1) with p ≡ 1, α0 = β0 = 1 and α1 = β1 = 0. For this system, the set
of positive steady states is given by S∗+ = {x ∈ [0,1]↦ xv ∣ v ∈ IR∗

+}. It is also classical that the
corresponding eigenvalues and normalized eigenvectors of the operator L defined by (1.3) are

−λn = −(nπ)
2 and ϕn(x) =

√
2 sin(nπx) (x ∈ [0,1]) (n ∈ IN∗

).

We also have
γn = −∂xϕn(1) = (−1)n+1

√
2nπ (n ∈ IN∗

).

This in particular implies that for every y0 ∈ L2(0,1) and every y1 ∈ S∗+ , we have T (y0, y1) <∞ (see
Proposition 1.1) and the result of Theorem 1 applies. Furthermore, as observed in Section 3 the
minimal time control u given by Theorem 1 can be approximated by the sequence of minimizers
of (3.3).

For the numerical simulation, we consider y1(x) = x ∈ S∗+ and y0(x) = cos(πx) ∈ L2(0,1), and
we have

Y 0
n = ∫

1

0
y0(x)ϕn(x)dx =

(1 + (−1)n)
√

2n

π(n2 − 1)
and

Y 1
n = ∫

1

0
y1(x)ϕn(x)dx =

(−1)n+1
√

2

nπ
. (n ∈ IN∗

).

In order to numerically solve (3.3), we use the sequential quadratic programming method of the
optimization toolbox of matlab. On Figure 1, we display the values of TN = TN(y0, y1), τNi and
mN
i with respect to N . Recall that for some given N ∈ IN∗, the optimal control of (3.3) is a some

of at most ⌊(N + 1)/2⌋ Dirac masses and for i > ⌊(N + 1)/2⌋, we have set τNi = TN and mN
i = 0.

On Figure 2, we display the control obtained for N = 20 equality constraints. On this figure,
we also display the observation B⊺

Nψ of the adjoint ψ. As stated in Lemma 3.1, we observe that
B⊺
Nψ(t) ⩾ 0 for every t ∈ [0, TN ], and that Dirac masses are located in the set of times t ∈ [0, TN ]

such that B⊺
Nϕ(t) = 0. The minimal time obtained with N = 20 is TN ≃ 0.075091. We also display

on Figure 3 the corresponding state trajectories.

4.2 Dirichlet 3D spherical heat

Let us consider the heat equation

ẏ(t,x) = ∆y(t,x) (t > 0, x ∈ Ω), (4.1a)

y(t,x) = u(t,x) (t > 0, x ∈ ∂Ω), (4.1b)

with Ω the unit ball of IR3. Note that for every y0 ∈ L2(Ω) and every y1 ∈ L2(Ω) solution of

∆y1
= 0 in Ω,

y1
= ū on ∂Ω,

for some positive ū ∈ L2(∂Ω), we have, by application of the results contained in [10], that the
solution of (4.1) can be steered from y0 to y1 with a nonnegative control u. Furthermore, this
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Figure 1: Illustration of the convergence of TN , τNi and mN
i as N → ∞ for the control system

given in Section 4.1.
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Figure 2: Minimal time control and corresponding adjoint obtained for N = 20 equality constraints
for the system, the initial and target conditions given in Section 4.1. The corresponding state
trajectory is given in Figure 3, and the minimal time obtained is 0.075091. (Arrows stand for
Dirac impulses.)
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Figure 3: State trajectory obtained for N = 20 equality constraints for the system, the initial
and target conditions given in Section 4.1. The corresponding minimal time control is given in
Figure 2, and the minimal time obtained is 0.075091. (On each plot, the color goes from blue (the
state at the minimal time of the plot) to red (the state at the maximal time of the plot). The
initial (respectively target) projected state is ∑

N
n=1 Y

i
nϕn, for i = 0 (respectively i = 1).)

requires a minimal time T = T (y0,y1) ⩾ 0, and there exists a non-negative control u ∈M(∂Ω ×

[0,T ]), steering y0 to y1 in time T .
In addition, if y0 and y1 are radially symmetric, i.e., y0(x) = y0(∣x∣) and y1(x) = y1(∣x∣), then

the control u can be chosen radially symmetric, i.e., u(t,x) = u(t). We then have that y(t, ⋅) is
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radially symmetric for every t, and y defined by y(t, ∣x∣) = y(t, x) is solution of

ẏ(t, x) =
1

x2
∂x (x

2∂xy(t, x)) (t > 0, x ∈ (0,1)), (4.2a)

∂xy(t,0) = 0 (t > 0), (4.2b)

y(t,1) = u(t) (t > 0), (4.2c)

y(0, x) = y0(x) (x ∈ (0,1)). (4.2d)

Even if (4.2) does not fit the requirement made for (1.1), it is however classical that the solution
of (4.2) can be decomposed as

y(t, x) =
∞
∑
n=1

ane
−λntϕn(x) +

∞
∑
n=1

γn ∫
t

0
e−λn(t−s)u(t)dtϕn(x),

where for every n ∈ IN∗, we have set

λn = −(nπ)
2, ϕn(x) =

√
2nπ sinc(nπx) (x ∈ [0,1]) and γn = −∂xϕn(1) = (−1)n+1

√
2nπ.

In addition, it is classical that the operator L defined by

D(L) = {y ∈H2
x2(0,1) ∣ ∂xy(0) = y(1) = 0} ,

Ly = (x ∈ (0,1)↦
1

x2
∂ (x2∂xy(x) ∈ IR)) ∈ L2

x2(0,1) (y ∈ D(L)),

is self-adjoint for the scalar product (y, z) = ∫
1
0 y(x)z(x)x

2dx. In the above definition, we

have used L2
x2(0,1) = {y ∶ (0,1)→ IR ∣ ∫

1
0 ∣y(x)∣2 x2dx <∞} and H2

x2(0,1) = {y ∶ (0,1) → IR ∣

∂xy ∈ L2
x2(0,1) and ∂2xy ∈ L2

x2(0,1)}. One can also check that {ϕn}n∈IN∗ is an orthonormal

basis of L2
x2(0,1). In addition, one can see that the set of positive steady states of (4.2) is

S∗+ = {x ∈ [0,1]↦ v ∣ v ∈ IR∗
+}. With this operator L, one can also check that the conclusions of

Theorem 1 also holds. In particular, for every y0 ∈ L2
x2(0,1) and every y1 ∈ S∗+ , there exists a

minimal time T (y0, y1) required to steer y0 to y1 with nonnegative controls and furthermore, at
time T (y0, y1), there exists a nonnegative purely impulsive control u steering y0 to y1 in time
T (y0, y1) and this control can be approximated by sequence of minimizers of (3.3).

For the numerical simulation, we consider y1(x) = 1 ∈ S∗+ and y0(x) = cos(πx) ∈ L2
x2(0,1) and

we have,

Y 0
n = ∫

1

0
y0(x)ϕn(x)x

2dx =

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

−1

2
√

2π
if n = 1,

(−1)n
√

2n

(n2 − 1)π
otherwise

and

Y 1
n = ∫

1

0
y1(x)ϕn(x)x

2dx =
(−1)n+1

√
2

nπ
(n ∈ IN∗

).

Here also, in order to numerically solve (3.3), we use the sequential quadratic programming method
of the optimization toolbox of matlab. On Figure 4, we display the values of TN = TN(y0, y1),
τNi and mN

i with respect to N . Recall that for some given N ∈ IN∗, the optimal control of (3.3)
is a some of at most ⌊(N + 1)/2⌋ Dirac masses and for i > ⌊(N + 1)/2⌋, we have set τNi = TN and
mN
i = 0.
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Figure 4: Illustration of the convergence of TN , τNi and mN
i as N → ∞ for the control system

given in Section 4.2.

On Figure 5, we display the control obtained for N = 20 equality constraints. On this figure,
we also display the observation B⊺

Nψ of the adjoint ψ. As stated in Lemma 3.1, we observe that
B⊺
Nψ(t) ⩾ 0 for every t ∈ [0, TN ], and that Dirac masses are located in the set of times t ∈ [0, TN ]

such that B⊺
Nϕ(t) = 0. The minimal time obtained with N = 20 is TN ≃ 0.103882. We also display

on Figure 6 the corresponding state trajectories.
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Figure 5: Minimal time control and corresponding adjoint obtained for N = 20 equality constraints
for the system, the initial and target conditions given in Section 4.2. The corresponding state
trajectory is given in Figure 6, and the minimal time obtained is 0.103882. (Arrows stand for
Dirac impulses.)

4.3 Coupled heat system

For this example we consider the coupled heat equation given by

ẏ1(t, x) = ∂
2
xy1(t, x) + y2(t, x) (t > 0, x ∈ (0,1)), (4.3a)

ẏ2(t, x) = ∂
2
xy2(t, x) (t > 0, x ∈ (0,1)), (4.3b)

y1(t,0) = y1(t,1) = y2(t,0) = 0 (t > 0), (4.3c)

y2(t,1) = u(t) (t > 0), (4.3d)

y1(0, x) = y
0
1(x) (x ∈ (0,1), (4.3e)

y2(0, x) = y
0
2(x) (x ∈ (0,1). (4.3f)

For this system, we observe that the set of positive steady states is given by

S
∗
+ = {x ∈ [0,1]↦ (ux(1 − x2), 6ux) ∣ u ∈ IR∗

+} .

Let us also define the operator L by

D(L) = (H2
(0,1) ∩H1

0(0,1)) × (H2
(0,1) ∩H1

0(0,1)) ,

L(y1, y2) = (∂2xy1 + y2, ∂
2
xy2) (y1, y2) ∈ D(L).

One can see that L is m-dissipative. In addition, according to [8], the system (4.3) is null con-
trollable. However, it is not proved that for every y01 , y

0
2 ∈ L

2(0,1), the system is null controllable
with continuous controls. This fact is required to prove the existence of a time T > 0 and a non-
negative control u ∈ L2(0, T ) steering the solution of (4.3) from y0 = (y01 , y

0
2) ∈ L

2(0,1) × L2(0,1)
to y1 = (y11 , y

1
1) ∈ S

∗
+ in time T . In other words, this fact is required to prove that T (y0, y1) <∞.

Note also that the operator L is not diagonalizable. However, defining for every n ∈ IN∗, ϕn
and λn as in Section 4.1, we observe that

L(ϕn,0) = −λn(ϕn,0) and L(0, ϕn) = −λn(0, ϕn) + (ϕn,0).

It is also trivial that {(ϕn,0)}n∈IN∗ ∪ {(0, ϕn)}n∈IN∗ is an orthonormal basis of L2(0,1) ×L2(0,1).
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Figure 6: State trajectory obtained for N = 20 equality constraints for the system, the initial and
target conditions given in Section 4.2. The corresponding minimal time control is given in Figure 5,
and the minimal time obtained is 0.103882. (On each plot, the color goes from blue (the state
at the minimal time of the plot) to red (the state at the maximal time of the plot). The initial
(respectively target) projected state is ∑

N
n=1 Y

i
nϕn, for i = 0 (respectively i = 1).)

As previously, if u ∈M([0, T ]) is a control steering some initial condition y0 = (y01 , y
0
2) to a
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target y1 = (y11 , y
1
2) in some time T > 0, then we have, for every n ∈ IN∗,

Y 1
1,n − e

−λnT (Y 0
1,n + TY

0
2,n) = γn ∫

T

0
(T − t)e−λn(T−t) du(t)

Y 1
2,n − e

−λnTY 0
2,n = γn ∫

T

0
e−λn(T−t) du(t).

where for every n ∈ IN∗, Y ik,n = ∫
1
0 y

i
k(x)ϕn(x)dx (with i ∈ {0,1} and k ∈ {1,2}), and γn is defined

as in Section 4.1. In particular, for an impulsive control, u = ∑
∞
i=1miδτi , we have,

Y 1
1,n − e

−λnT (Y 0
1,n + TY

0
2,n) = γn

∞
∑
i=0
mi(T − τi)e

−λ(T−τi),

Y 1
2,n − e

−λnTY 0
2,n = γn

∞
∑
i=0
mie

−λn(T−τi).

Assuming that null controllability of (4.3) holds with continuous controls, one can repeat the
development made in Section 3 to conclude that similar result hold. In particular, for every
y0 = (y01 , y

0
2) ∈ L

2(0,1)×L2(0,1) and every y1 = (y11 , y
1
2) ∈ S

∗
+ , there exists a minimal time T (y0, y1)

required to steer y0 to y1 with nonnegative controls. Furthermore, at time T (y0, y1), there exists
a nonnegative purely impulsive control u steering y0 to y1 in time T (y0, y1) and this control can
be approximated, as N →∞, by sequence of minimizers of the minimization problem

TN(y0, y1) = min T
T ⩾ 0,
∃u ∈M([0, T ]) s.t. u ⩾ 0 and ∀n ∈ {1, . . . ,N}.

Y 1
1,n − e

−λnT (Y 0
1,n + TY

0
2,n) = γn

∞
∑
i=0
mi(T − τi)e

−λ(T−τi) and

Y 1
2,n − e

−λnTY 0
2,n = γn

∞
∑
i=0
mie

−λn(T−τi).

(4.4)

Note that applying the results of [11], we obtain that the control minimizing (4.4) is a sum of at
most N Dirac masses.

For the numerical example, we consider y11(x) = x(1 − x
2), y12(x) = 6x, y01(x) = −x and y02(x) =

cos(πx), we then have, for every n ∈ IN∗,

Y 0
1,n =

(−1)n
√

2

nπ
, Y 1

1,n =
(−1)n+16

√
2

(nπ)3
,

Y 0
2,n =

(1 + (−1)n)
√

2n

(n2 − 1)π
, Y 1

2,n =
(−1)n+16

√
2

nπ
.

As for the previous examples, in order to numerically solve (3.3), we use the sequential quadratic
programming method of the optimization toolbox of matlab. On Figure 7, we display the values of
TN = TN(y0, y1), τNi and mN

i with respect to N . Recall that for some given N ∈ IN∗, the optimal
control of (3.3) is a some of at most N Dirac masses and for i > N , we have set τNi = TN and
mN
i = 0.

On Figure 8, we display the control obtained for N = 7 equality constraints (unfortunately, I
did not succeed to have convergence to a minimizer of (4.4) for N > 7). On this figure, we also
display the observation B⊺

Nψ of the adjoint ψ. As for the previous examples, we observe that the

17



0

0.05

0.1

0.15

0.2

0.25

0.3

1 2 3 4 5 6 7

N

Impulses times and control time

TN

0.23

0.24

0.25

0.26

0.27

0.28

0.29

0.3

0.31

3 4 5 6 7

N

Impulses times and control time (zoom on final indexes)

TN

0

0.5

1

1.5

2

2.5

1 2 3 4 5 6 7

N

Impulses masses

0

0.05

0.1

0.15

0.2

3 4 5 6 7

N

Impulses masses (zoom on final indexes)

Legends: τNn and mN
n for n = . . .

1
2

3
4

5
6

7

Figure 7: Illustration of the convergence of TN , τNi and mN
i as N → ∞ for the control system

given in Section 4.3.
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Figure 8: Minimal time control and corresponding adjoint obtained for N = 7 equality constraints
for the system, the initial and target conditions given in Section 4.3. The corresponding state
trajectory is given in Figures 9 and 10, and the minimal time obtained is 0.319723. (Arrows stand
for Dirac impulses.)
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Figure 9: State trajectory (y1 left and y2 right) obtained for N = 7 equality constraints for the
system, the initial and target conditions given in Section 4.3. The corresponding minimal time
control is given in Figure 8, and the minimal time obtained is 0.319723. The state for final times
is displayed in Figure 10. (On each plot, the color goes from blue (the state at the minimal time
of the plot) to red (the state at the maximal time of the plot). The initial (respectively target)
projected state is ∑

N
n=1 Y

i
j,nnϕn, for i = 0 (respectively i = 1) and for j ∈ {1,2}.)

adjoint observation is of constant sign, and that Dirac masses are located on times when the adjoint
observation vanishes (these facts were expected from [11]). The minimal time obtained with N = 7
is TN ≃ 0.319723. We also display on Figures 9 and 10 the corresponding state trajectories.
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Figure 10: Figure 9 continued.

5 Conclusion and open questions

In this paper, we have shown, for one dimensional heat equation, that steering an initial state
to some positive target state with a nonnegative control requires some minimal time T . At this
minimal controllability time T , there exists a nonnegative control, steering the initial state to the
target state in time T , in the space of Radon measures which is a countable sum of Dirac masses. In
addition, the minimal time T and the associated purely impulsive control can be obtained through
a sequence of minimization problems of finite dimension.

Some open questions are listed below.
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Uniqueness of the minimal time control. It has been shown that the minimal time control
is unique in the space of purely impulsive controls. It remains to show that any control at the
minimal time do not have a continuous part. This will give the uniqueness of the minimal time
control in the space of Radon measures.

Adjoint state at the minimal control time. For the finite dimensional system (3.3), it has
been shown in [11] that at the minimal time TN , there exists an adjoint state ψN such that its
observation B⊺

Nψ
N has a constant sign on [0, TN ], and such that the time impulses of the minimal

time control are located in the set of times when the adjoint observation vanishes. Such a result
has not been proved for the continuous heat equation. If we aim to prove such a result, by passing
to the limit N →∞, we need some compactness properties on the sequence (ψN(TN))N . A better
understanding of relation between adjoint observation and minimal time control would be nice, in
particular for developing more powerful numerical methods.

Convergence rate. We have seen that the minimal time TN and minimal time control uN

minimizers of (3.3) converges to the minimal time and control T and u, minimizers of (3.1).
Estimations of the convergence are unknown.

Coupled heat system. For the coupled heat system considered in Section 4.3, it has been seen
that Theorem 1 also applies, provided that null controllability of (4.3) could be achieved with the
help of continuous controls. As far as I know, this is an open problem.

A Controllability with nonnegative controls

Let us first recall that, according to [7], for every y0 ∈ L2(0,1), every time T > 0, there exists a
control u ∈ C0([0, T ]) such that the solution of (1.1) satisfies y(T, ⋅) = 0. By duality there exists
CT > 0 (depending only on T ) such that for every z1 ∈ L2(0,1), the solution z of

−ż(t, x) = ∂x (p(x)∂xz(t, x)) z + q(x)z(t, x) (t ∈ (0, T ), x ∈ (0,1)),

0 = α0z(t,0) + α1∂xz(t,0) (t ∈ (0, T )),

0 = β0z(t,1) + β1∂xz(t,1) (t ∈ (0, T )),

z(T,x) = z1 (x ∈ (0,1)),

satisfies,
∥z(0, ⋅)∥L2(0,1) ⩽ CT ∥z(t,1)∥L1(0,T ),

if β1 ≠ 0, or
∥z(0, ⋅)∥L2(0,1) ⩽ CT ∥∂xz(t,1)∥L1(0,T ),

if β0 ≠ 0. By duality, this means that the control u steering y0 to 0 in time T can be chosen so that
∥u∥L∞(0,T ) ⩽ CT ∥y0∥L2(0,1). It is then trivial exercise to see that for every y1 ∈ S∗+ , the control u
steering y0 ∈ L2(0,1) to y1 can be chosen so that

∥u − u1∥L∞(0,T ) ⩽ CT ∥y
0
− y1∥L2(0,1),

where u1 > 0 is the control associated to the steady state y1.

When L is dissipative. When L is dissipative, it is a classical exercise to show that for every
τ > 0 and every k ∈ IN∗, we have Ckτ ⩽ Cτ

k
. Meaning in particular, for every y1 ∈ S∗+ and every

y0 ∈ L2(0,1), that taking τ > 0 and taking k ∈ IN∗ sufficiently large, we have

∥u − u1∥L∞(0,T ) ⩽
Cτ
k

∥y0 − y1∥L2(0,1) ⩽ u
1
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(here again u1 ∈ IR∗
+ is the control associated to the steady state y1).

This in particular means that, by taking k = k(y0, y1, τ) sufficiently large, there exists a non-
negative control steering y0 to y1 in time kτ .

General situation. When L is not dissipative, it is not possible to use the previous argument.
However, we can use a quasi-static approach combined with a compactness argument. Indeed,
given τ > 0, y0, y1 ∈ S∗+ , with associated control u0 and u1, for some K ∈ IN∗, we define, for every
k ∈ {1, . . . ,K−1}, yk/K ∈ S∗+ the steady state associated to the control u0+ k

K
u1. By taking K large

enough such that Cτ
K

∥y1 − y0∥L2(0,1) ⩽ min{u0, u1}, there exists a nonnegative control uk steering

yk/K to y(k+1)/K in time τ . Then by concatenating these controls, we have found a nonnegative
control steering y0 to y1 in time Kτ .

B Existence of a nonnegative minimal time control in the
space of Radon measures

The proof of this fact follows the one of [10, Theorems 2.1 and 3.1] or [11, Proposition 5.1.7]. Indeed,
if y0 and y1 ∈ L2(0,1) are such that T (y0, y1) <∞ (i.e., y1 is reachable form y0 with nonnegative
controls), then there exists a nonincreasing sequence (Tk)k∈IN ∈ [T (y0, y1),∞)IN such that Tk →
T (y0, y1) as k →∞ and such hat for every k ∈ IN, there exists a nonnegative control uk ∈ L

2(0, Tk)
steering the solution yk of (1.1) from y0 to y1 in time Tk. In addition, since the operator L defined
by (1.3) is symmetric and diagonalizable, we pick an eigenvalue λ ∈ IR of L and ϕ ∈ D(L) ∖ {0} an
associated eigenfunction. Let us define for every i ∈ {0,1}, Y i = ⟨yi, ϕ⟩L2(0,1),L2(0,1). Since uk is a
control steering y0 to y1 in time Tk, we deduce that, uk shall satisfy (2.2), with y(T, ⋅) = y1, i.e.,

Y 1 − eλTnY 0

γ
= ∫

Tk

0
eλ(Tk−t)uk(t)dt (k ∈ IN),

with γ =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

p(1)

β1
ϕ(1), if β1 ≠ 0,

−
p(1)

β0
∂xϕ(1), if β0 ≠ 0

(recall that in both situations, we have γ ≠ 0).

This ensures that (since uk ⩾ 0 and eλ(Tk−t) ⩾ e−∣λ∣Tk for every t ∈ [0, Tk]),

∫

Tk

0
uk(t)dt ⩽ e∣λ∣Tk

∣Y 1∣ + e∣λ∣Tk ∣Y 0∣

∣γ∣
.

Finally, since (Tk)k is a nonincreasing sequence, we obtain (by extending uk by 0 on (Tk, T0)) that,

∥uk∥L1(0,T0) ⩽ e
∣λ∣T0

e∣λ∣T0 ∣Y 0∣ + ∣Y 1∣

∣γ∣
(k ∈ IN),

that is to say that the sequence (uk)k is uniformly bounded in L1(0, T0) and hence, is up to the
extraction of a subsequence, vaguely convergent to some Radon measure u ∈M([0, T0]) (see e.g.,
[3, Corollary 31.3 p. 206]). Since uk ⩾ 0 and suppuk ⊂ [0, Tk] for every k ∈ IN, we easily deduce
that we necessarily have u ⩾ 0 and suppu ⊂ [0, T (y0, y1)].

It remains to check that u is indeed a control steering y0 to y1 in time T (y0, y1). This can be
deduced by taking the limit k →∞ in (2.1) or (2.2) (with T = Tk and du(t) = uk(t)dt).
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C No gap situation

Let y0 ∈ L2(0,1) and y1 ∈ S∗+ and assume that T (y0, y1) < ∞, i.e. y0 can be steered to y1 with a
nonnegative L2 control. Recall that T (y0, y1) is defined by (1.4), i.e.,

T (y0, y1) = inf {T > 0 ∣ ∃u ∈ L2
(0, T ) s.t. u ⩾ 0

and the solution y of (1.1) satisfies y(T, ⋅) = y1} ,

The aim of this paragraph is to show that we have T (y0, y1 = TM(y0, y1), where we have set

TM(y0, y1) = inf {T > 0 ∣ ∃u ∈M([0, T ]) s.t. u ⩾ 0

and the solution y of (1.1) satisfies y(T, ⋅) = y1} ,

Obviously, we always have 0 ⩽ TM(y0, y1) ⩽ T (y0, y1). Arguing as in [11, Proposition 5.1.11]
and using comments contained in Appendix A, we can prove that, given a time T ⩾ 0 and a
nonnegative control u ∈M([0, T ]) steering y0 to y1 in time T , and given any ε > 0, there exists a
control u ∈ L2(0, T +ε) steering y0 to y1 in time T +ε. This fact shows that T (y0, y1) = TM(y0, y1).

Remark C.1. When y1 is not a positive steady state, it has been shown (on some finite dimensional
systems) in [11] that an infimum gap could occur (i.e., T (y0, y1) < TM(y0, y1)). Let us refer to [12]
for general no gap condition for finite dimensional control systems.
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