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Abstract 

Bilateral interaction between humans and robots is one of the areas that has attracted much attention in recent years. 

Automation of human behavior recognition is one of the main steps in achieving this goal. In this regard, in this paper we have 

designed a process for automatic identification of human gestures. The process consists of two main parts. In the first part, by 

using the Laban Movement Analysis method, we define a robust descriptor, and in the second part, we determine the robustness 

of the descriptor using the Dynamic time Warping algorithm. The method proposed in this paper has been tested on four public 

data-sets namely MSR Action 3D, Florence 3D actions, UTKinect-Action3D and SYSU 3D HUMAN-OBJECT INTERACTION data-sets. 

Given the results obtained from previous work, the efficiency of the proposed method can be more accurately understood. The 

results obtained confirm the effectiveness and the performance of our model which outperforms results presented in similar 

works on action recognition. 

Keywords: Laban Movement Analysis; Dynamic Time Warping; Human Gesture Recognition. 

 

1. Related works 

Due to the complexity of software and hardware in working with computers, researchers have done great studies 

in the recent years to create an easy interaction with computers. One of the goals of Human computer interaction 

(HCI) is to enable computers to interact with humans using their voice, face, and gestures, instead of using computer 

hardware and programming techniques. Understanding human needs through analyzing audio and video data 

coming from sensors is the most important part of HCI. Human Action Recognition technology, one of the most 

important and widely used subdivisions of machine learning, mostly uses the concept of pattern recognition 

techniques. The gesture recognition process 
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consists of two steps: the first stage is the data acquisition, feature extraction and their characterization,
and the second is the classification of the extracted features based on the pattern formed in the first step.
In this stage, the computer obtains its data from various sensors, which can be either two-dimensional
or 3D cameras [24], or can be inertial sensors [40]. Also, in some cases, it can be a computer mouse or
keyboard [18]. In the following, we will give an overview of research conducted in this field.
In the recent year, gesture recognition based on the 3D skeletal data, due to the ease of extracting data,
has attracted much attention in multi media applications. For example in [26], the authors modeled a
three-dimensional block whose dimensions are, respectively, the number of skeleton joints, the number of
consecutive frame, and the three spatial coordinates (x,y,z) of the joint. They combined the Convolutional
Neural Network (CNN) and the Long Short-Term Memory (LSTM) recurrent network as a machine
learning method to recognize human action and hand gesture. In another study, [38], the researchers re-
shaped the 3D spatio-temporal data into three texture 2D images through color encoding, Joint Trajectory
Maps (JTMs), and implemented Convolutional Neural Network to train the discriminative features for
classifying human gestures. Also in [33], based on the 3D coordinates of the joints, a graph-based structure
is proposed for gesture recognition. In this work, the joints and their dependency were considered as a
graph. Vertices of the graph contain the 3D coordinates of the body joints, while the adjacency matrix
captures their relationship.
Since the use of Deep Learning requires a lot of data and large data sets, in cases where not much data
is available, classical methods are also widely used in this field. For example in [10], the authors used
the joint angles and orientations of the most informative body parts to define their descriptor. Because
they evaluated the proposed descriptor in small-sized data-sets, they used Support Vector Machine (SVM)
for training and classification. The author in [22], defined their descriptor by pairwise relative positions
of skeleton joints. Using the latent SVM method, they demonstrated the effectiveness of their proposed
method on three datasets called MSR Action 3D, Florence 3D actions and UTKinect-Action3D. Other
classical methods of classification in the field of pattern recognition that have attracted the attention of
researchers include Hidden Makov Model (HMM), Dynamic Time Warping (DTW), and Random Decision
Forest (RDF), [30, 35, 4]. Meanwhile, research has been done on HMM and DTW methods to improve
[11] or compare them. For example, in [29], the authors, by comparing the results obtained through the
HMM and DTW methods, concluded that more training data is necessary to obtain better results from the
HMM method. Also, according to this article, more data for training makes computing more complicated
by this method. Therefore, the DTW has the advantage of better results with lower computational cost.
In [47, 4], using the Laban Movement Analysis (LMA) [19], a robust descriptor for identifying human
emotions based on their body movements is presented. This method can describe human movement
using four main components: body, space, effort and shape. Because LMA is a method that takes into
account all aspects of a movement, the descriptors defined in this way are highly resistant to factors such
as light, background, and location. SO in this paper, we first attempt to define a robust descriptor using
this method. The component effort is an element to describe how a movement is performed. Therefore,
in the above articles, since the purpose is to identify emotions, it has been used. But since our goal is to
recognize human movements, we have used three other components, namely, Body, Space, and Shape,
to construct our descriptors. Afterwards, we try to calculate the similarities between actions using the
Dynamic Time Warping algorithm. At the end, by the use of Multi Class SVM, the action are labeled. We
implement proposed algorithm on four popular data-sets known as MSR Action 3D, Florence 3D actions,
UTKinect-Action3D and SYSU 3D HUMAN-OBJECT INTERACTION data-sets. In the next section, we
present our method and its related algorithm. In the last section, we present experiment and results
compared to SoA.

2. Method
Our work is divided into two parts. In the first part, a robust descriptor is defined using the 3D coordi-

nates of the joints. In the second part, the curves created by this descriptor, which are calculated by the use
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Fig. 1. Characters extracted from 3D skeleton representation for body component.

of the Dynamic Time Warping method, are trained and evaluated by the Support Vector Machine(SVM)
method.

2.1. Descriptor Definition Using Laban Movement Analysis
Laban Movement Analysis (LMA) [19] is a method of describing human movements using time-

dependent elements, occupied space, attitude and body orientations. The complete LMA consists of four
descriptive categories, namely body, shape, space and effort, to classify the human movement. In this study,
we investigate the first three categories of Body, Shape and Space:
Body component describes the structural and physical aspect of the human body and interprets the entire
human body that is connected by joints and identifies which parts of the body are moving. In this article,
several characters are defined for this component. The first character defined for the body element is the
3D coordinates of all the joints. Let consider ji = (xi , yi , zi) is the ith joint of the skeletal representation
of the body, so for all joints we will have Jn = {j1, j2, . . . , jn}, where n is the number of joints and can vary
depending on the type of used sensor. The next element intended for the body component is the vector
between all relative joints, to do this, we compute all combinations of Jn taken 2 at a time and then the
vector between them. We also added angles of body parts to the descriptor. So the angles around elbows
(θ1
l ,θ

1
r ), neck (θ2

l ,θ
2
r ), hips (θ3

l ,θ
3
r ) and knees (θ4

l ,θ
4
r ) are computed by:

θjj = arccos
−−−−→
jj−ji ·

−−−−→
jk−jj∥∥∥∥−−−−→jj−ji

∥∥∥∥∥∥∥∥−−−−→jk−jj
∥∥∥∥ (1)

The ”l” index represents the left side of the skeleton and the ”r” index represents the right side of the
skeleton. If we consider ji = (xi , yi , zi), jj = (xj , yj , zj ), and jk = (xk , yk , zk) as 3D coordinates of three consecu-
tive joints, the angle between them will be expressed as follows: Figure 1 shows an image of the extracted
characters in the Body component in a skeletal representation of 15 joints. Space component represents
the movement of the body in relation to the its environment with spatial patterns, paths, and spatial lines.

For this purpose, we calculated the curve created by a joint in two consecutive frames. So if we consider jfi
and jf +1

i two joints in the f and f + 1 frames, we can calculate the curve created using the spline function.

The inner points are a Non-linearly row vector of 50 evenly spaced points between jfi and jf +1
i . So for all

1 ≤ i ≤ n and 1 ≤ f ≤ F, where F is the total number of the frames in a motion sequence, we will have:

Curve(ji) = spline(jfi , j
f +1
i ) 1 ≤ i ≤ n (2)
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Another sub-component of the component of space that can help make this descriptor more robust is
geometrical observations, whose task is to describe a movement in terms of its direction and location in
its environment. For this sub-component, we calculated the quaternion of all the angles shown in red in
Figure 1 in the local coordinates.
According to [7], shape, is a set of qualities that emerge from the Body and Space components. In general,
this component itself has three sub-components namely Shape Flow, Directional Movement, and Shaping.
But in this article we only use the first sub-component. Therefore, to calculate the first sub-component,
for the five joints that have the highest degree of freedom of movement, respectively: head, left hand, left
foot, right foot, and right hand {j1, j6, j9, j12, j15}, we calculated the volume of polyhedron created by these
joints. This step is done by calculating the volume of the convex hull of the 3D skeleton based on Quickhull
algorithm [6]. This component helps us to interpret how a movement’s shape changes, so we can determine
whether the occupied space by the body, increases or becomes narrower.
Finally, for a data set consisting of Nv videos, in which each skeleton, according to the type of used sensor
(Kinect 1 has 15 and kinect 2 has 20), has n joints, the descriptor, F, is as follows:

F =
[
M1,1,1
m×D M

1,1,2
m×D . . . M

2,1,1
m×D . . . M

a,p,r
m×D . . . M

Na,Np ,Nr
m×D

]T
Nv×m×D

(3)

Where Nv =Na ×Np ×Nr and for each 1 ≤ a ≤Na (Number of actions), 1 ≤ p ≤Np (Number of participants)
and 1 ≤ r ≤Nr (Number of repetition), we have:

M
a,p,r
m×D =

[
v1 . . .vD

]
m×D

(4)

where for all 1 ≤ d ≤D(number of desired frames)

vd =
[
v

1×(3×n)
P osition v

1×(n−1)
ArcLenght v

1×1
V olumOf P olyhedron v

1×(3×CJn2 )
RelativeJoints v

1×8
T hetAngles

]T
1×m

(5)

where CJn2 = the number all combinations of Jn taken 2 at a time and m = (3×n) + (n− 1) + 1 + (3×CJn2 ) + 8.
As mentioned above, the LMA algorithm consists of four components. The fourth component, or Effort,
relates to how to perform a movement that deals with the speed, acceleration, or force used to perform a
gesture. Since we only deal with gestures in this article, and the way they are handled by the participants
and their moods or emotions is not discussed here, we skip this component. Because if in the case of
including elements such as speed, there will be a difference between a slow-moving and a fast-moving one,
and the identification accuracy will decrease.

2.2. Classification Using Dynamic Time Warping
DTW is one of the common methods for measuring the similarity between two different curves. This

optimization algorithm can compress or stretch the signals adaptively to create an optimal map between
two time series. Using the normalized path to calculate the similarity between sequential data can over-
come the problem that temporal data cannot match each other because of different signal lengths[46]. For
two time series, X = (X1 . . .XN ) and Y = (Y1 . . .YM ), their warp path can be expressed as w1, . . . ,wk , . . . ,wK ,
(max(N,M) ≤ K ≤ N +M). Where wk(a,b) is a link between Xa, 1 ≤ a ≤ N , and Yb, 1 ≤ b ≤M. The curves
created by the algorithm must meet the following requirements:

• Boundary constraint: w1 = (1,1) and wK = (N,M).
• Monotonicity constraint: Given wk(a,b) and wk+1(a′ ,b′) then a ≤ a′ and b ≤ b′
• Continuity constraint: Given wk(a,b) and wk+1(a′ ,b′) then a′ ≤ a+ 1 and b′ ≤ b+ 1

Finally, the required distance according to the warped path is obtained by the following formula:
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Dist(Xa,Yb) = (Xa −Yb)2

Costmin(X,Y ) =Dist(Xa,Yb) + min {Dist(Xa−1,Yb),Dist(Xa,Yb−1),Dist(Xa−1,Yb−1)}
(6)

Thereupon, using the DTW [23], we get the minimum cost and the warping path, namely I1×D
X and I1×D

Y .
The elements of IY , are the vector indicators, d, belonging to Matrix Ma,p,r

m×D , that we have to go through,
respectively, to achieve the minimum cost using DTW. In the next step, the matrix Ma,p,r

m×D will be updated
by replacind its vector with concatenated vectors associated with the indicators in IY (Algorithm 1). Af-
terward, in order to reduce complex time series data, as it is proposed in [25], a Fast Fourier Transform
(FFT) is applied to all curves obtained by the DTW. According to the [16], SMV is a powerful classifier for
classifying FFT-based data. In general, SVM is a binary classifier, but it can also be used as a multi-class
classifier. LIBSVM [12], which is a most widely used tool for SVM classification is used to label training
data. The following figure 2 is an overview of all the steps involved:

Algorithm 1 Used algorithm.
1. Input: F
2. Output: Action labels
3. # Divide F into two parts, training, Ftrain and validation, Ftest .
4. For 1 ≤ a ≤Na
5. For 1 ≤ p ≤Np
6. If Ma,p,r

m×D ∈ Ftrain
7. Fatrain←M

a,p,r
m×D

8. Else If
9. Fatest←M

a,p,r
m×D

10. End If
11. End
12. Ref erenceCurve← The first Ma,p,r

m×D in Fatrain
13. Repetition← 0
14. While (Repetition ≤Threshold) I The threshold varies according to the data sets.
15. For 1 ≤ h ≤ satrain I satrain = the total number of Ma,p,r

m×D in Fatrain.
16. Costmin, IX , IY ←DTWelement−wise(Ref erenceCurveT ,F

a
train(h)T )

17. For 1 ≤ d ≤D
18. Curve(h)← Replace the dth column of Fatrain(h) with vIY (d)

19. End
20. End
21. Ref rerenceCurve← standard deviation of the elements of Curve along h.
22. Repetition← Repetition+ 1
23. End
24. Curve← FastFourierTransforms(Curve)
25. MT rain← Curve
26. End
27. Train the MT rain using Support Vector Machine.
28. Repeat steps 12 to 26 for Fatest to obtain the validation matrix, Mtest .
29. Label samples in Mtest using Support Vector Machine.

3. Experiment and Results
In this section, we evaluate the proposed descriptor that we defined using the LMA method on four

public data-sets using Dynamic Time Warping algorithm.
As mentioned above, the proposed method in this paper has been evaluated on four general data-sets
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Fig. 2. An overview of all the steps involved.

namely MSR Action 3D, UTKinect-Action3D, Florence 3D actions and SYSU 3D HUMAN-OBJECT INTER-
ACTION data-sets. The software used to produce the experimental results is MATLAB 2018b.
Before showing the results, a brief description of each data set is given below.

3.1. Used Data-sets
MSR Action 3D data-set is a public data-set [21] that many researchers have evaluated their proposed

methods by implementing on it. This data-set includes 20 actions performed by 10 subjects facing a Kinect
device. Each action is performed 2 or 3 times by the participants. In total, 567 sequences are available.
For each sequence, the data-set provides depth information, color information and skeleton information.
In our case, we only use the skeleton data. As reported in [36], 10 actions are not used in the experiments
because the skeletons are either missing or too erroneous. For our experiments, we use 557 sequences.
UTKinect Action data-set [42] is another challenging public data-set, including 10 different action per-
formed by 10 different subjects. Each action is performed 2 or 3 times by the participants, In total, 200
sequences are available.
Florence-3D data-set [5], this is also a public data-set that contains 9 different actions. Each action is re-
peated two or three times by 10 different participants.In total, 215 sequences are available.
SYSU 3D HUMAN-OBJECT INTERACTION data-set[14] in this data set, 40 participants were asked to
do 12 daily activities. In each of these gestures, participants interacted with six different objects: phone,
chair, bag, wallet, mop and besom. So there are a total of 480 sequences in this data set, each sequence
using the Kinect sensor gives the information about the RGB frames, depth sequence and 3D coordinates
of skeleton data.
3.2. Development and Result
3.2.1. Normalization

The first step is to normalize raw data. Normalization of data is important because an action in a data
set is performed by different people of different sizes and also in different primary locations. So in the case
of non-normalization, the proposed descriptor which is based on the three-dimensional coordinates of the
joints and also vectors between successive joints and their size have been defined, cannot be invariant,
and this can have an effect on reducing their robustness, which reduces gesture recognition accuracy. to
make the skeletal data invariant to the body size of the subjects, each component of all vectors between
two consecutive joints is divided by its magnitude. Also, in order to make the skeleton data invariant to
the angle of each person relative to the used sensor (which is Microsoft Kinect Sensor in all three data-sets
used in this work). We matched the X axis of hip center to the X axis of Kinect axis using the rotation
matrix.
3.2.2. Data Sampling

The next step in preparing the data for use in the algorithm described in the previous section is to fix
the number of frames per gesture. For this purpose, the data should be sampled according to the number
of desired frames. To do this, the spline function is used. In figure 3, the path traveled by the head joint is
shown in the different movements performed by different persons. The red path represents the path with
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Fig. 3. Red: the path traveled by the head joint in different action performed by different subject with the real number of frames and
blue with the desired frames.

Fig. 4. (a) Yaw, Pitch and Roll Changes for Person30, Action7; (b) Yaw, Pitch and Roll Changes for Person40, Action7.

the real number of frames and the blue path represents the path with the number of desired frames. As
can be seen using the spline interpolation function, the paths are perfectly consistent.

3.2.3. Angle Representation
In the last step, in order to evaluate the efficiency of the proposed quaternion angles, we calculated the

triple-angle of Roll, Pitch and Yaw. As shown in figure 4, an action preformed by two different participants
has the same amplitude variations.

3.3. Comparison With Sate of Art and Discussion
According to the state of art, there are two ways to use the MSR-Action 3D data-set, in the first way, the

data-set is used as a whole. we used 60% of the data for training and 40% for testing, the data are randomly
divided. Using this method, the calculated average accuracy is 90.55%, as shown in the following table 1,
this value is superior to similar work in the field of action recognition based on skeletal data. Due to the

Table 1. Comparison with the state-of-the-art results MSR-Action3D data-set.

Method Year Accuracy(%)

Active Joints [34] 2107 84.72
EigenJoints[45] 2012 82.30
AHON4D [27] 2013 88.36
Cooperative Warp [32] 2019 90.90
Actionlet Ensemble [37] 2012 88.20
Coding Kendall’s Shape Trajectories [8] 2018 86.18
Learning Composite Latent Structures[41] 2019 87.2
HAR using CNN[2] 2019 87.1
Our method 2020 90.55

existence of large amount of computation in training and validation phases that may lead to decrease
the accuracy, the author in [21], have proposed to divide the whole data-set into three different action
categories (AS1,AS2,AS3), each consisting of 8 actions.
By implementing the second method, the recognition accuracy has reached 99.24 (Average accuracy of AS1,
AS2 and AS3). Given that the size of each category is small, we used only 30% of the data for validation,
and 70% of it was allocated to the training part. In AS1 and AS2, most movements are related to the
upper and middle trunk, and in some cases the movements are very similar, for example drawing x and
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Table 2. Comparison with the state-of-the-art results AS1/AS2/AS3.

Method Year AS1 Accuracy(%) AS2 Accuracy(%) AS3 Accuracy(%)

Mining Key Skeleton Poses with Latent SVM[22] 2017 89.1 88.7 94.9
Lie Group using deep network [28] 2018 96.64 87.52 98.71
LMA Qualities [3] 2019 90.3 88.7 93.1
Improving bag-of-poses[1] 2019 94.3 94.6 97.7
Coding Kendall’s Shape Trajectories [8] 2018 95.87 86.72 100
DMM-UDTCWT [32] 2019 95.6 93.82 96.6
Our method 2020 99.13 98.60 100

Table 3. Comparison with the state-of-the-art results UTKinect Action, Florence 3D Accurancy and SYSU 3D HOI.

Method Year UTKinect Action Acc(%) Florence 3D Acc(%) SYSU 3D HOI Acc(%)

Active Joint [34] 2017 95.96 - -
Mining Key Skeleton Poses with Latent SVM[22] 2017 91.5 87 -
Motion Trajectories [13] 2012 91.50 87.0 -
Cooperative Warp [32] 2019 95.38 88.38 -
Grassmann manifold [31] 2015 88.50 - -
Group Sparse Regression[20] 2018 95.1 - 80.7
Reinforcement Learning[33] 2018 - - 76.9
Self-Attention Guided Deep Features[43] 2019 - - 80.36
HRS networks[44] 2019 - - 84.23
Traj. on S+(3,n)- BP Fusion[17] 2018 96.48 - 80.22
SVRNN[9] 2019 89.0 - -
Physiological function assessment [11] 2019 - - 83.75
Geometric Algebra Representation [10] 2019 - - 84.62
Progressive Teacher-student Learning [39] 2019 - - 87.92
Deep Bilinear Learning [15] 2018 - - 88.9
Our method 2020 97.36 94.22 Setting 1:86.63/2: 92.32

ticking. Therefore, it is reasonable to have a low accuracy compared to AS3, which consists of gestures in
which all body organs are involved and are also very different. The results of this method and comparison
with previous work can be seen in the following table 2. The results obtained from the UTKinect Action,
60% training and 40% testing, Florence 3D and SYSU 3D HOI data-sets, 60% training and 40% testing,
respectively, are as follows (Table 3): As we can see, our proposed method outperforms most of the work
in the state of art.
Since the size of SYSU 3D HOI is almost the same as the MSR-Action3D, it can be concluded that in this
data-set, high calculations in the classification may reduce the accuracy. So we decided to split this data-
set into two categories. Drinking, Calling phone, Wearing backpacks, Sitting chair, Taking out wallet and
Mopping are placed in the first category (AC1), and Pouring, Playing phone, Packing backpacks, Moving
chair, Taking from wallet and Sweeping are in the second category (AC2). After implementing this division,
allocating 40% of the data for validation and 60% for training, the accuracy increased to 92.32% (average
accuracy of AC1 (92.31%) and AC2 (92.33%)).

And in the figure 5, the confusion matrix for the SYSU HOI and Florence data-sets are shown.

4. Conclusion and Future Work
In this paper, we have introduced a robust and invariable descriptor using the Laban Movement

Analysis method, since our focus was only on gesture recognition, so only three of the four components of
this method were used. In this approach, elements must be selected that reflect the changes in the body
as it moves. For example, one of the elements added to this article is the angle around the hip. Since the
data-sets tested here often include gestures that require all parts of the body to perform, this angle, is a
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Fig. 5. Average confusion matrix of (a) SYSU HOI and (b)Florence 3D-Action data-set.

good connection for connecting the upper and the lower trunk. Also, in this article, it was shown that by
dividing the SYSU 3D HOI data-set into two part (AC1 and AC2), accuracy can be increased for 5.69%. In
the second part, the performance of the proposed descriptor by the use of dynamic time warping method
was tested. Four public data-sets were investigated. The obtained results in our method were in many cases
superior to other studies in gestures recognition based on 3D skeletal coordinates. The lowest accuracy
rate was related to the MSR Action 3D data-set, which, after dividing it into three groups, revealed that
there were many similar movements in one group (AS2), and that the same movements in the overall data
set caused confusion. By adding factors such as speed, acceleration and force to the descriptor presented
in this article, it can also be used to identify emotions.
In the next work, we try to use this descriptor to identify emotions based on body movements.
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