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Abstract

In this work we present a hybrid discontinuous Galerkin scheme for the solution of
extremely anisotropic diffusion problems arising in magnetized plasmas for fusion ap-
plications. Unstructured meshes, non-aligned with respect to the dominant diffusion
direction, allow an unequalled flexibility in discretizing geometries of any shape, but
may lead to spurious numerical diffusion. Curved triangles or quadrangles are used
to discretize the poloidal plane of the machine, while a structured discretization is
used in the toroidal direction. The proper design of the numerical fluxes guarantees
the correct convergence order at any anisotropy level. Computations performed on
well-designed 2D and 3D numerical tests show that non-aligned discretizations are
able to provide spurious diffusion free solutions as long as high-order interpolations
are used. Introducing an explicit measure of the numerical diffusion, a careful inves-
tigation is carried out showing an exponential increase of this latest with respect to
the non-alignment of the mesh with the diffusion direction, as well as an exponen-
tial decrease with the polynomial degree of interpolation. A brief assessment of the
method with respect to two finite-difference schemes using non-aligned discretization,
but classically used in fusion modeling, is also presented.

Keywords: Anisotropic diffusion, hybrid discontinuous Galerkin, high-order
method, tokamak edge plasma, fusion.
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1. Introduction

Anisotropic diffusion problems arise in a variety of applications in physics and
engineering, such as, for example, hydrodynamic transport [1], image processing
[2, 3, 4], diffusion in porous media [5], electromagnetic propagation [6], biomedical
applications [7, 8], etc.

The typical mathematical model for the convection-diffusion of a scalar quantity
u in R3 writes as:

∂u

∂t
+ a ·∇u−∇·(K∇u) = f (1)

where K is an anisotropic diffusion tensor, a is the convection velocity and f is a
source term. In this work we focus on magnetized plasmas for fusion applications,
where the scale separation induced by the magnetic field produces conduction coef-
ficients that are several order of magnitudes larger in the parallel direction than in
the perpendicular one. In this context, the usual strategy to solve problem (1) is
based on finite-difference schemes with structured meshes aligned with the magnetic
lines. The separation of the dynamics in the two directions is therefore guaranteed
by the space discretization, and no spurious cross-field diffusion occurs, see [9]. Flux
aligned coordinates are still used in the fusion community, see for example [10]. How-
ever, they require simplifications on the magnetic field topology: in fact, often the
magnetic lines wind around a toroidal surface never closing on themselves (the mag-
netic surface are, in general, irrational). Therefore, the possibility of using completely
aligned meshes in general tokamak simulations is excluded.

Hence, it is more and more common in the fusion community the use of toroidal
coordinates for the spatial discretization of (1) in axisymmetric geometries mimicking
the topology of fusion devices such as tokamaks (neglecting the use of non-symmetric
components such as toroidal limiters or antennas). This entails the need of two kinds
of discretizations: a poloidal one and a toroidal one, see Fig. 1. While the poloidal
discretization carries the burden of describing the geometry of the reactor chamber
and the plasma facing components, the toroidal one can be simply thought of a pe-
riodic extrusion in the toroidal direction of the poloidal discretization. Within this
approach, field aligned coordinates only in the poloidal plane are still widely used
for both 2D and 3D computations. However, a precise geometry description is cum-
bersome with this technique: in [11], for example, the tokamak chamber is described
only until the last flux surface before the wall. In [12], a penalization technique is
used to model the real chamber geometry. Unfortunately, penalization techniques
are usually only first order accurate with respect to the geometry definition and also
the imposition of the boundary conditions. Moreover, even if the use of field aligned
coordinates in the poloidal plane allows to threat complicated magnetic topologies
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Figure 1: Example of the 3D discretization of a toroidal geometry with triangles in the poloidal
plane.

and X-point configurations, using domain decomposition techniques to avoid the
problem of the singularity at the X-point, it still introduces low resolution areas due
to the flux expansion at the singularity. Finally, it also prevents the simulation of
evolving magnetic equilibria, which would require expensive on the fly re-meshing at
each time step.

In the objective of relaxing the need of aligning the grid, several schemes based
on non-aligned meshes have been proposed in the literature, mostly in the context of
finite-differences (see details in [13]). Schemes based on non-aligned discretizations
[14, 15] improve the computation of the fluxes by a proper choice of the stencil with
respect to a naive discretization, or rely on high-order finite-difference schemes to
reduce the numerical diffusion, such as in [16]. On the other hand, schemes based
on aligned discretizations [17, 18, 19, 20] employ interpolations on the magnetic field
lines to perform finite-difference discretizations along the anisotropy directions.

In the perpendicular plane, such aligned discretizations seem so far to be limited
to structured meshes for simplicity and efficieny of implementation. This tends
thus to complicate the description of realistic geometries and the imposition of the
boundary condition. Let’s notice however that such aligned discretizations in the
parallel direction can be associated to unstructured mesh in the perpendicular plane,
see for example in Ref. [21].

Switching to general non-structured non-aligned meshes (of triangles or quads)
allows to exploit a huge flexibility in terms of geometry description and local re-
finement. An intermediate approach is proposed in [22], where a technique aimed
at aligning a generic triangular mesh with respect to a given flow is developed in
the framework of finite-volumes. The technique is shown to reduce the numerical
diffusion errors for 2D computations. Triangular grid alignment in the framework
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of magnetic fusion is an active field, see for example [23, 24], and it can be seen as
another opportunity to reduce the numerical errors and the computational cost, for
simulations where the magnetic equilibrium is fixed and therefore the mesh may be
designed to mimick the elongated structures appearing in the field direction. For this
reason, a discussion on the definition of alignment for triangular meshes is proposed
in Sec. 5. However, in this work the focus is put in reducing the diffusion for non-
aligned grids by means of increasing the polynomial order of interpolation. Some
effort in this sense has already been done. In [25], a spectral element method is used
to solve a heat diffusion problem in plasmas, showing that high-order elements yield
a given accuracy with less total degrees of freedom than lower-order elements. In [26],
a second and fourth order finite volume schemes are tested for solving a temporal
evolution diffusion problem, revealing that the fourth order scheme is more efficient
than the second order one for reducing the numerical perpendicular diffusion. High-
order finite-volumes schemes however suffer from large stencils, preventing the use
of unstructured meshes. In fact, all the tests in [26] are performed using structured
meshes. A well-established solution to that is to localize the high-order interpo-
lation inside each element: the discontinuous Galerkin (DG) scheme provides this
approach. In [27], three DG schemes are used to discretize the parallel diffusion op-
erator, showing exponential decrease of the numerical diffusion as the interpolation
order is increased.

Introduced by Cockburn in [28], the hybrid discontinuous Galerkin scheme (HDG)
retains the interesting characteristic of classic DG schemes, such as stability and local
conservation, while reducing the size of the assembled matrix produced by the spa-
tial discretization thanks to the hybridization of the primal unknown, which allows
to express the nodal values of the solution in terms of the nodal values of the trace
unknown, defined on the element borders. In [29], a HDG scheme is proposed for the
simulation of anisotropic and non-homogeneous media arising in the study of flow
through porous media. The results are encouraging for mild anisotropy values con-
sidered, and are extended here to extreme anisotropies arising in fusion applications.
In [30], a first application of the HDG scheme to an isothermal plasma-transport
model in tokamaks is presented. The scheme is extended in [31] to a non-isothermal
model containing parallel diffusion operators. Encouraging results in [31] stimulate
the deeper investigation proposed in this manuscript on the discretization of parallel
diffusion operators with non-aligned high-order schemes.

The following Sec. 2 introduces the anisotropic convection-diffusion problem to
be solved. Following our recent work [30], a HDG discretization suited to handle
highly anisotropic diffusion operators is proposed in Sec. 3. A discussion on the
design of the stabilization parameter is presented in Sec. 4. In Sec. 5, the definition
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of alignment for triangular meshes is considered, with particular emphasis on the
importance of high-order computations on the control of the numerical diffusion
in case of non-aligned meshes. In the following three sections is investigated the
impact of the mesh alignment and the element type (quadrangles or triangles) on
the solution accuracy, using 2D and 3D well-designed numerical tests. Sec.6 concerns
the discretization of an annulus domain mimicking the poloidal section of a tokamak.
In Sec.7, the impact of the disalignment in the toroidal discretization is investigated
and a brief assessment of the method is proposed with respect to the classic and the
Günter’s finite-difference schemes, both being based on non-aligned discretization
but have been used in magnetic fusion modeling. Finally, a 3D test in a realistic
tokamak geometry is studied in Sec.8. Concluding remarks and perspectives are
given in Sec.9.

2. The anisotropic convection-diffusion problem

A general time evolving convection-diffusion problem is given by Eq. 1, defined
in an open bounded domain Ω ∈ R3 of boundary ∂Ω, with both Dirichlet, ∂ΩD, and
Neumann, ∂ΩN , boundaries:

∂u

∂t
+ a ·∇u−∇·(K∇u) = f in Ω×]0, Tf [,

u = uD on ∂ΩD×]0, Tf [,

K∇u = gN on ∂ΩN×]0, Tf [,

u(x, 0) = u0 in Ω,

(2)

where u0 is the initial field, uD is the prescribed value on the Dirichlet boundary and
gN is the prescribed flux on the Neumann boundary, and Tf is the final time. The
diffusion tensor K can be written as

K = k‖b⊗ b + k⊥

(
¯̄̄
I − b⊗ b

)
, (3)

where the vector b ∈ R3 represents the anisotropy direction, k‖ and k⊥ are re-

spectively the parallel and perpendicular diffusion coefficients, and
¯̄̄
I is the identity

matrix.
In the context of magnetized plasmas in tokamak, the vector b = B/‖B‖ defines

the magnetic field direction, with B = (Bp, Bt) the magnetic field and Bp and
Bt its poloidal and the toroidal components, respectively. In tokamaks typically
|Bp| << |Bt|. Moreover, the anisotropy level is such that k‖ is several orders of
magnitude larger than k⊥.
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3. The Hybrid Discontinuous Galerkin (HDG) solver

The HDG scheme presented here extends our previous work in Ref. [30] to deal
with highly anisotropic diffusion operator.

3.1. The discontinuous Galerkin setting

The domain Ω is partitioned in nel disjoint elements Ωi with boundaries ∂Ωi,
such that

Ω =
nel⋃
i=1

Ωi, Ωi ∩ Ωj = ∅ for i 6= j,

where the symbol ·̄ indicates the topological closure of the set, and the union of all
nfc faces (sides for 2D) is denoted as

Σ =
nel⋃
i=1

∂Ωi.

In the discontinuous setting, problem (2) can be re-written as a system of first
order partial differential equations with some additional jump conditions, that is, for
i = 1, . . . , nel

∂u

∂t
− a · q + ∇·(Kq) = f

q + ∇u = 0

 in Ωi×]0, Tf [, (4a)

u = uD on ∂Ωi ∩ ∂ΩD×]0, Tf [, (4b)

−Kq = gN on ∂Ωi ∩ ∂ΩN×]0, Tf [, (4c)

u(x, 0) = u0, in Ωi, (4d)

and

JunK = 0 on Σ\∂Ω, (4e)

Jq · nK = 0 on Σ\∂Ω, (4f)

where n is the outer normal to the element face. The jump J·K operator is defined
at each internal face of Σ, i.e. on Σ\∂Ω, using values from the elements to the left
and right of the face (say, Ωi and Ωj), namely

J}K = }i + }j,
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and always involving the normal vector n, see Ref. [32] for details. Within this
setting, equation (4e) imposes the continuity of the unknowns across interior faces,
while equation (4f) imposes the continuity of the normal component of the flux.

The added value of HDG, with respect to DG, is the possibility of setting up
a linear system involving the nodal values of the so-called trace unknown, which
is defined on the mesh skeleton, that is the union of all faces Σ. Here, the trace
unknown is denoted as û(x). The introduction of this new variable û(x) allows to
define two types of problems: a local problem for each element and a global one for
all faces.

3.2. The local problem

The local element-by-element problem corresponds to the anisotropic convection-
diffusion equation in each element, with imposed Dirichlet boundary conditions on
the element boundary. These imposed boundary values correspond to the unknown
û(x) for x ∈ Σ.

The local element-by-element problem can be solved to determine q and u in
terms of the imposed û(x) on the mesh skeleton Σ. Thus, for i = 1, . . . , nel the local
HDG problem is

∂u

∂t
− a · q + ∇·(Kq) = f

q + ∇u = 0

 in Ωi, (5a)

u(x, 0) = u0(x) in Ωi, (5b)

u = û on ∂Ωi. (5c)

Since the unknown û is single valued on Σ, the same Dirichlet boundary condition
is imposed to the left and right element of a given face. Consequently, the continuity
of the unknowns (eq. (4e)) is ensured by eq. (5c).

The approximated solution is obtained introducing a finite-element discretization:
two types of finite dimensional spaces must be defined, one for functions in the
elements interior and another for trace functions, namely

V t
h :=

{
vh : vh(·, t) ∈ Vh for any t ∈ [0, Tf ]

}
, with

Vh :=
{
vh ∈ L2(Ω) : vh|Ωi

∈ Pp(Ωi) for i = 1, . . . , nel
}
,

Λt
h(uD) :=

{
v̂h : v̂h(·, t) ∈ Λh(uD) for any t ∈ [0, Tf ]

}
, with

Λh(uD) :=
{
v̂h ∈ L2(Σ) : v̂h|Γi

∈ Pp(Γi) for i = 1, . . . , nfc, v̂h = P∂uD on ∂ΩD

}
,
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Figure 2: Nodes representing the spaces Vh and Λh for a polynomial degree of order p = 4.

where Γi is one face of the element and Pp denotes the space of polynomials of degree
less or equal to p (see Remark 1 for details on the polynomial interpolation), and P∂

is the L2 projection on ∂ΩD.
In order to derive a weak problem for system (5), the first equation is multiplied

by a vector test function W ∈ [Vh]d and the second by a scalar test function ω ∈ Vh,
and the resulting equations are integrated in each element. After integrating by
parts, the resulting weak problem for each element corresponding to (5) becomes:
given ûh ∈ Λt

h(uD), find an approximation (qh, uh) ∈ [Vh]d × Vh such that(
ω,
∂uh
∂t

)
Ωi

−
(
ω,a · qh

)
Ωi

−
(
∇ω,Kqh

)
Ωi

+
〈
ω,Kqh · n

〉
∂Ωi

+
〈
ω, τ(uh − ûh)

〉
∂Ωi

=
(
ω, f

)
Ωi

,(
W , qh

)
Ωi

−
(
∇·W , uh

)
Ωi

+
〈
W · n, ûh

〉
∂Ωi

= 0.

(6)

for all (W , ω) ∈ [Vh]d × Vh, for i = 1, . . . , nel, where
(
·, ·
)

Ωi

denotes the L2 scalar

product in the element Ωi,
〈
·, ·
〉
B

denotes the L2 scalar product of the traces over

any B ⊂ Γ.
The traces of qh on the element boundaries have been replaced by the numerical

traces in the following way

Kq̂h · n = Kqh · n + τ(uh − ûh),

where τ is a stability parameter, see section 4 for a more detailed discussion.

Remark 1 (Polynomial interpolation). Standard nodal basis are considered here,
and Fekete node distributions are used to minimize ill-conditioning, see [33]. As an
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illustrative example, Fig. 2 shows the nodes corresponding to the spaces Vh and Λh

for a triangle with polynomial degree p = 4. However, other approximations can be
considered.

3.3. The global problem

The local problems (5), or (6), allow to compute the solution qh and uh in the
whole domain in terms of the trace of the unknowns on the mesh skeleton, ûh. Thus,
this variable can now be understood as the actual unknown of the problem. This new
unknown is determined using the global equation (4f). In fact, as already discussed,
eq. (4e) is already fulfilled by the unicity of the trace unknown in each face (5c),
and (4f) is the remaining global condition which must be imposed. This equation
(in weak form) determine the HDG global problem. Namely, find an approximation
û ∈ Λt

h(uD) such that

nel∑
i=1

〈
µ,Kqh · n + τ(uh − ûh)

〉
∂Ωi

=
〈
µ, gN

〉
∂ΩN

, (7)

for all µ ∈ Λh(0). Here, uh ∈ Vh and qh ∈ [Vh]d are now solutions of the local
problems (6) as a function of ûh, hence the only unknown in this equation is ûh.

The discretization of eq. (7) produce a global sparse linear system M involving
the nodal values of the unknown ûh in the whole mesh skeleton.

4. Stabilization parameter

The choice of the stabilization parameter is crucial, and its influence has been
discussed and analyzed for a large number of problems by Cockburn and co-workers
see, for instance, Refs. [34, 28, 35, 36, 37, 38]. For extremely anisotropic problems in
particular, an accurate choice of the stabilization parameter allows to obtain accurate
solutions and to recover theoretical convergence rates. Based on the exhaustive
analysis performed in [35], the stabilization parameter is splitted into a convective
and a diffusive part as

τ = τc + τd.

The convective part is similar to the one used in [35], that is, τc = |a · n|. For
the diffusive part τd, the following three definitions have been considered:

• τ 1
d = k‖,

• τ 2
d = p/h k‖,
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• τ 3
d = p/h n·(Kn),

where h is the element size, that is, the lenght of the edge where the parameter is
defined. The definitions τ 1,2

d have been proposed in the literature [35]. While τ 1
d

provides an unique value in the whole domain while, τ 2
d is weighted with the nodal

distance in each element. In this work we propose a new definition of the stabilization
parameter, τ 3

d , in order to more efficiently take into account the anisotropy of the
problem. It is based on the modulation of the stabilization with respect to the actual
strength of the parallel diffusion in the normal direction of each face.

These three stabilization parameters for the diffusion part are evaluated with
respect to their impact on the accuracy and convergence properties of the method
on a purely diffusive 2D test (a=0). The method of the manufactured solution
(MMS) is used to evaluate the L2-error between the finite-element solution u and
the analytical solution uan, for which the source term in Eq.5a has been modified
accordingly.

The computational domain is an annulus with exterior radius r = 2 and interior
radius r = 1, and the magnetic field direction is circular with expression

bx =
y

x2 + y2
, by = − x

x2 + y2
.

In order to mimic a typical physical situation in a magnetized plasma application,
where elongated structures along the magnetic lines are found, the analytical solution
uan is chosen aligned with the magnetic field such that:

uan = cos(2πωr) cos(θ),

where r is the distance from the point (0, 0), θ is the angle formed by the position
vector and the x-axis, and ω is the frequency of oscillation in the perpendicular
direction, see Fig. 3a.

The discretizations considered are based on aligned curved quadrilaterals with
different element sizes h and polynomial degrees p, see Fig. 3b. The following
combinations of h and p are used to evaluate the mean slope of convergence of the
L2-error: h = 1/24 · · · 1/27 for p = 2, h = 1/23 · · · 1/26 for p = 4, h = 1/22 · · · 1/25

for p = 8.
Results are summarized on Fig. 4. For each value of p, the 1D plots show the

value of the L2-error obtained for the finest grid as well as the mean slope when
reducing h. All the three stabilization parameters provide stable computations for
k‖ varying between 1 and 109 (k⊥ is kept constant equal to 1). However, with τ 2

d and
τ 3
d , the value of the L2-error remains constant whatever the value of k‖, except for
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(a) (b)

Figure 3: Stabilization parameter study: 2D map of the analytical solution (a) and computational
mesh (b).

p = 8 where it finishes by increasing at large k‖ values (k‖ > 106). This behavior has
to be related to the constant increase with k‖ of the condition number of the matrix
M (Fig. 5) when solving the linear system corresponding to Eq. 7 with a 2D direct
solver. As long as the anisotropy remains moderate (k‖ ≤ 106), the L2-error remains
dominated by the polynomial interpolation error, and as expected the accuracy for
p = 8 is better as for p = 4. However, at strong anisotropy (k‖ > 106), the error in
the resolution of the linear system dominates over the interpolation error, and thus
leads to an increase of the L2-error up to the value obtained for p = 4, as shown also
in the convergence analysis in Sec. 6.1. It is important to notice that this is due to
the strong anisotropy and not to the polynomial interpolation. For any value of k‖,
even if the results behaviour is very similar when comparing the L2-errors, a slightly
better accuracy is obtained with the parameter τ 3

d than with the parameter τ 2
d . It is

thus chosen for all the following tests of this work.

5. Alignment study for triangular meshes

Triangular mesh alignment is an active field, in particular in hydrodynamic mod-
eling and magnetized plasma simulations. Using the modified equation analysis, in
[22] the relationship between mesh alignment and diffusive errors is investigated in
the context of finite-volumes (p = 0) schemes and triangular discretizations. The
numerical diffusion is estimated in relation with the non-alignment angle, and a best
and worst case scenarios of alignment are defined, where, respectively, the numerical
diffusion is minimized (aligned mesh) or maximized (non-aligned mesh). Here, these
two extreme cases, see Fig. 6, are tested with different polynomial interpolations, in
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Figure 4: Stabilization parameter study: 1D plots showing the evolutions of the L2-error (full lines)
and of its mean slope (dashed lines) as a function of the anisotropy for p = 2, p = 4 and p = 8
and for the three stabilization parameters considered. The values of the L2-error correspond to the
values obtained on the finest grid while the mean slope is the averaged value of the local slopes
measured for each combination of h and p.
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Figure 5: Condition number of the global matrix M as a function of k‖ for different polynomial
degrees and τd = τ3d . Similar results are obtained for τ1d and τ2d .
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(a) (b)

Figure 6: Examples of triangular aligned (a) and non-aligned (b) discretizations in a square domain
together with the magnetic field b.

order to verify, on the one hand, the validity of the definition of alignment in a finite-
element framework (hence p > 0), and on the other hand, verify the performance of
high-order interpolation on the worst case of non-alignment.

The test-case setup tries to mimic a 1D solution on a 2D computational domain.
This allows us, firstly, to have an analytical solution to use as comparison. Moreover,
it decouples the effect of the numerical diffusion from the solution of the problem,
since the analytical solution does not depend on the parallel diffusion, as explained
next.

The computational domain is Ω = [0, 1] × [0, 1], with a Dirichlet boundary con-
dition at the vertical boundary x = 1, where the solution u|x=1 = 1 is imposed. The
rest of the boundaries are of type Neumann homogeneous. The magnetic field is
vertical with components bx = 0, by = 1, the perpendicular diffusion is set as k⊥ = 1,
and a source is imposed with the form

s(x) = sin(πx).

The 1D analytical solution in the x-direction is found computing the solution to
the one dimensional ODE

k⊥
d2u

dx2
+ s(x) = 0.

The 2D setup of the problem involves imposing a parallel diffusion k‖ with different
intensities. Since the value of the parallel diffusion does not affect the analytical
solution, the effect on the numerical solution is entirely due to the numerical diffusion
introduced by the scheme on a given discretization.
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Aligned and non-aligned triangular meshes defined in the square are considered,
Fig. 6. Various combinations of h and p are chosen, providing roughly the same
number of degree of freedom (Ndof) for the different cases, see Table 1. Let’s note
that due to the hybridization technique, the size of the linear system decreases for
higher polynomials. In Table 1 it is also shown the condition number of the linear
system matrix M for all the computations and k‖ = 104: the results show that
increasing the order of the polynomial does not lead to higher condition numbers.

Results for linear elements are shown in Fig. 7 for k‖ = 1, 104, and 109 respec-
tively. The numerical solution on aligned and non-aligned meshes is compared with
the analytical solution. The element size is also represented in the figures. The
results show that, while for the isotropic (k‖ = 1) computation the aligned and the
non-aligned discretizations provide the same solution, which perfectly matches the
analytical one, increasing the anisotropy of the problem degrades the results on the
non-aligned mesh, leaving unchanged the one on the aligned mesh. This confirms
the role of the numerical diffusion already described in [22] for finite-volume (hence
p = 0 elements), and extends the result of this paper to linear interpolations. It is
interesting to note that h-refining the mesh does not improve the results, as shown
in Table 2, where it is reported the L2-error between the numerical solution and the
analytical solution for decreasing element size and k‖ = 109. On the contrary, the
increase in the condition number refining the mesh introduces numerical errors, also
in the aligned case, that degrades the convergence.

In Fig. 8 are reported the results for the case k‖ = 109 for p > 1, where it is clear
that increasing the polynomial interpolation is sufficient in this case to eliminate the
numerical diffusion introduced by the non-alignment. In fact, even if for p = 2 a
small deviation is still visible in the non-aligned computation, profiles nearly match
for p = 4 and p = 8. With the non-aligned meshes, the L2-error between the
analytical solution and the numerical ones decrease when increasing p, with values
equal to 2.769× 10−3, 7.4952× 10−5, 5.5058× 10−5, for p = 2, 4 and 8, respectively.
This is also confirmed by the L2 -error between numerical and analytical solution
reported in Table 1.

6. Numerical experiments in the poloidal plane

The ability of the method to handle problem (2) is shown here by considering a
2D annular domain mimicking the poloidal section of a tokamak. The same geometry
and magnetic field considered in Sec. 4 are used in the following two tests. The focus
is made on the resolution of the anisotropic diffusive operator by assuming a steady
and purely diffusive problem (a = 0) with k⊥ = 1 and k‖ varying between 1 and 109.
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Table 1: Alignment study: condition numbers of the global matrix M and L2 errors for different
polynomials and element sizes and k‖ = 104, and for aligned and non-aligned configurations. The
discretizations are chosen in order to have roughly the same number of nodes in the whole mesh.

p h Nnodes size(M) cond(M) al. cond(M) non-al. L2 err al. L2 err non-al.
1 1/24 297 1616 8.6e7 4.0e7 1.2e-4 3.0e-2
2 1/23 305 636 4.0e7 2.0e7 1.5e-5 3.7e-4
4 1/22 321 290 1.5e7 8.0e6 2.3e-7 3.6e-7
8 1/21 353 153 8.3e6 4.3e6 2.3e-9 6.4e-10
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Figure 7: Alignment study for linear elements: 1D plots of the numerical solutions for the aligned
and non-aligned configurations, together with the analytical solution. The isotropic case (k‖ = 1) is
shown in (a), while (b) and (c) refer to anisotropic cases with respectively k‖ = 104 and k‖ = 109.
The element size is also shown.

Table 2: Alignment study: condition numbers and L2 errors for linear elements in aligned and
non-aligned configurations and k‖ = 109, with different element sizes.

h Ndof size(M) cond(M) al. cond(M) non-al. L2 err al. L2 err non-al.
1/25 1105 6368 1.5e13 3.3e13 7.6e-4 7.1e-2
1/26 4257 25024 1.3e14 6.0e13 3.3e-3 7.2e-2
1/27 16705 99200 5.2e14 2.4e14 1.7e-2 7.7e-2
1/28 66177 395008 2.2e15 9.2e14 6.2e-2 9.9e-2
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Figure 8: Alignment study: 1D plots of the numerical solutions for the aligned and non-aligned
configurations together with the analytical solution, for p = 2 in (a), p = 4 in (b) and p = 8 in (c).
The element size is also shown.

6.1. Convergence analysis

In this test, the method of manufactured solutions is used to compute a set of
convergence curves. The main goal of this test is to evaluate the ability of the method
to achieve the theoretical convergence rates in presence of strong anisotropic diffusion.
In particular, the performance of aligned and non-aligned triangular discretizations
is evaluated and compared with a reference computation on quadrilateral aligned
meshes 3b.

The discretizations considered here are shown on Fig. 9 for aligned (a) and non-
aligned triangular meshes (b). These meshes are generated mapping respectively
aligned and non-aligned rectangular meshes similar to those of Fig. 6 onto an annu-
lus. For the quadrilateral aligned discretizations, the meshes are similar to the one
shown in Fig. 3b.

Results are shown on Fig. 10 and Fig. 11 for an isotropic (k‖ = k⊥ = 1) and an
anisotropic case (k⊥ = 1 and k‖ = 109), respectively.

For the isotropic case (Fig. 10), the L2-norm convergences are nearly independent
of the nature of the mesh, even if for the aligned meshes quadrangles provide slightly
better results than triangles. The theoretical convergence rate (p+ 1) is achieved for
all the polynomial approximations.

For the highly anisotropic case however, linear elements (p = 1) still converge
at the expected rate for the aligned meshes (Fig. 11a, b), but are penalized by
the misalignement of the mesh (Fig. 11c). On the contrary, when elements are of
higher-order (p = 2, 4 and 8) the impact of the misalignement of the mesh on the
convergence results seems to be limited. Local values of the slope can be even better
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(a) (b)

Figure 9: Examples of computational triangular meshes used for the convergence study: (a) aligned
mesh, (b) non-aligned mesh.

when using non-aligned triangles than aligned ones, without any rigorous explanation
having been found. For the non-aligned mesh the theoretical rate of convergence is
recovered (Fig. 11c), except for p = 8 where the error saturates at about 10−5 due
to the error in resolving the linear system, preventing the convergence slope to reach
its theoretical value when continuing to reduce h.

6.2. Diffusion of a Gaussian source

In this test, a Gaussian source is diffused towards an identical sink. The source
is defined as

fsc = k‖ exp(−r2
sc/r

2
0),

where rsc =
√

(x− xsc)2 + (y − ysc)2 is the distance from the point xsc = {1.5, 0}
and r0 = 0.05 defines the area radius where the source is applied. A sink with equal
intensity is imposed at location xsk = {−1.5, 0},

fsk = −k‖ exp(−r2
sk/r

2
0),

with rsk =
√

(x− xsk)2 + (y − ysk)2. The source is depicted in Fig. 12a, while in
Fig. 12b is shown an high-order finite element solution of this problem for a parallel
and perpendicular diffusion k‖ = 109 and k⊥ = 1.

The results of the test are analyzed taking profiles of the solution along the four
radial lines depicted in Fig. 12b. Since k‖ � k⊥, the solution is expected to be
diffused only in the parallel direction. This means that the normalized profiles (with
respect to the maximum on each radial line) should overlap. Moreover, the normal-
ized profiles should almost overlap to the source profile. The difference between the
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Figure 10: L2-norm convergence for k‖ = k⊥ = 1: (a) quadrilateral aligned mesh, (b) triangular
aligned mesh, (c) triangular non-aligned mesh.
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Figure 11: L2-norm convergence for k‖ = 109 and k⊥ = 1: (a) quadrilateral aligned mesh, (b)
triangular aligned mesh, (c) triangular non-aligned mesh.
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(a) (b)

Figure 12: Diffusion of a Gaussian source: 2D maps of the source (a) and of the solution (b). The
dashed lines in the solution plot indicate the lines where the profiles are extracted.

normalized profiles and the source profile can be regarded as the numerical diffusion
present in the computation.

The computational meshes considered are taken as in Fig. 9 for the aligned
configurations (quadrangles and triangles). For the non-aligned configuration, a
square domain is considered with triangular and quadrangular structured meshes,
see Fig. 13. This is done to simplify the definition of non-aligned meshes when using
quadrilateral elements. All the meshes with the same geometry (circle or square)
have the same number of nodes.

Results on aligned meshes are shown in Fig. 14 and Fig. 15. The profiles show no
lateral spreading of the solution, confirming that the aligned discretization provide
non-diffusive solution at any p. Triangular and quadrangular mesh perform similarly
in the aligned configuration. For the non-aligned cases, results are shown in Fig. 16
for triangles and in Fig. 17 for quadrangles. An important spreading of the solution
is now visible for low order elements (p = 1 and p = 2) but for high-order elements a
non-diffusive solution is recovered. Quadrangular meshes are also less diffusive with
respect to triangular ones.

7. A numerical test in the toroidal direction

We propose in this section a study of the numerical diffusion introduced by the
non-alignment of the mesh in the toroidal direction. A simplified 2D rectangular ge-
ometry is considered, with dimensions [0, l]× [0, 1], where the the x and y directions
represent respectively the toroidal and radial tokamak dimensions. Periodic bound-
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Figure 13: Diffusion of a Gaussian source: triangular (a) and quadrangular (b) meshes used for the
non-aligned computations.
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Figure 14: Diffusion of a Gaussian source: normalized profiles for aligned quadrangular meshes as
in Fig.3b. In (a) p = 1 and h = 1/26, in (b) p = 2 and h = 1/25, in (c) p = 8 and h = 1/23. All
the meshes have the same number of points and the same mean nodal distance.
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Figure 15: Diffusion of a Gaussian source: normalized profiles for aligned triangular meshes as in
Fig. 9a. In (a) p = 1 and h = 1/26, in (b) p = 2 and h = 1/25, in (c) p = 8 and h = 1/23. All the
meshes have the same number of points and the same mean nodal distance.
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Figure 16: Diffusion of a Gaussian source: normalized profiles computed on a square domain with
structured triangles, hence a non-aligned triangular discretization. In (a) p = 1 and h = 1/26, in
(b) p = 2 and h = 1/25, in (c) p = 8 and h = 1/23. All the meshes have the same number of points
and same mean nodal distance.
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Figure 17: Diffusion of a Gaussian source: normalized profiles computed on a square domain with
structured quadrangles, hence a non-aligned quadrangular discretization. In (a) p = 1 and h = 1/26,
in (b) p = 2 and h = 1/25, in (c) p = 8 and h = 1/23. All the meshes have the same number of
points and same mean nodal distance.

ary conditions are set at x = 0 and x = l. They are imposed by forcing the equality
of the trace solution on the corresponding periodic faces. For y = 0 and y = 1,
Dirichlet boundary conditions with u = 0 are set. A very fine discretization is used
in the radial direction (10 elements of p = 8), which guarantees that no numerical
diffusion is introduced. In the toroidal one the polynomials p = 1, 2, 4, 8 are tested.
The number of elements in the toroidal direction is chosen in order to have a number
of nodes equal to 16, 32, 64 for each p.

The time-evolving system (2) is solved. A periodic solution in the toroidal direc-
tion is chosen as initial state with the shape of a sinusoidal blob, see fig. 18. This
initial solution is aligned with the magnetic field, which is set with components

Bx = 1, By =
2dπ

l
cos(2π

x

l
), (8)

where d = 0.1 determines the amplitude of the sinusoidal oscillation. The angle
formed by the magnetic field and the x-axis is referred as pitch angle, and it has a
strong influence on the numerical diffusion introduced by the toroidal discretization.
In this test, the maximum pitch angle α is related to the toroidal dimension l as

α = arctan(2πd/l).

The numerical diffusion introduced by the toroidal discretization is evaluated as
follows. The initial solution u0 is left to evolve under the diffusive process driven
by the perpendicular dynamic, with no convection (a=0). In order to minimize the
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Figure 18: Toroidal study: 2D map of the aligned initial solution u0 (left) and of the magnetic
vector field (right).

time integration errors, while not penalizing the computational cost, a third-order
backward differentiation formula is used to discretize the time derivative. The time
step is chosen small enough to be sure that no time integration errors are introduced
in the results. The time evolution is stopped when the maximum value of the solution
attains the value

maxu = 0.5 maxu0.

This allows to evaluate the reference time Tr needed to diffuse the initial solution to
this extent, which is a measure of the perpendicular diffusivity. A set of reference
times are obtained using computations with isotropic diffusion (k‖ = k⊥), providing
a law relating T is

r and k⊥ of the type

T is
r = T 0

r /k⊥,

being T 0
r the reference time for k⊥ = 1.

After this reference curve is obtained, a set of computations is performed for
anisotropic diffusion, with k⊥ = 1 and k‖ = 1, · · · , 109, and for different values of the
pitch angle. Since the solution is aligned on the magnetic field, the difference between
the computed T an

r in the anisotropic case and T 0
r is due entirely to the numerical

diffusion. An effective k∗⊥ is then computed as

k∗⊥ = T 0
r /T

an
r .

Results are shown in Fig. 19 for p = 1, Fig. 20 for p = 2, Fig. 21 for p = 4 and Fig.
22 for p = 8.

As expected, the effective perpendicular diffusion k∗⊥ increases as the parallel
physical diffusion is increased, and decreases with the number of points in the toroidal
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direction. For low-order discretizations, the effective perpendicular diffusion can
reach values several order of magnitudes larger than the physical perpendicular dif-
fusion, also for a large number of points, see for example Fig 19c. Also, increasing
the pitch angle increases exponentially the value of k∗⊥.

On the other hand, increasing the polynomial interpolation reduces drastically
the effective diffusion. This is also underlined by Fig. 23, where the effective per-
pendicular diffusion is depicted as a function of the polynomial interpolation in the
toroidal direction, for a pitch angle of 4◦, k‖ = 106 and k‖ = 109, 16 and 32 points
in the toroidal direction.

As a comparison, the same test has been repeated using two finite-difference
schemes based on non-aligned discretizations: a classic scheme with a naive defini-
tion of the derivatives and the Günter’s scheme specifically designed for magnetized
plasma simulations [14]. Thanks to its discretization of the parallel operator, this
later has shown in former studies to reduce the spurious perpendicular diffusion ob-
served in standard finite-difference simulations when the anisotropy becomes large
(see a recent investigation in [13]). The poloidal y-direction has been discretized us-
ing a fine mesh (256 points) to guarantee an error free solution in this direction. The
toroidal x-direction has been discretized with 64 nodes. Results on Fig. 24 confirm
as expected that the Günter’s scheme reduces the numerical diffusion with respect to
the standard discretization but its values remain high, in fact close to the ones mea-
sured with the HDG scheme when linear elements p = 1 are used. This is actually
not satisfying to guarantee the accuracy of the solution in such configuration.

A strength of finite-difference schemes remains however their ease of implemen-
tation and their reduced numerical cost with respect to many other numerical dis-
cretizations for a same number of degree of freedom. This certainly explains why
they remain popular for many simulations. To push forward comparison with the
present scheme, we have evaluated the computational cost of both methods for a
same accuracy and with a strong anisotropy, k‖ = 105 and k⊥ = 0. Also for this
test, the poloidal y-direction has been discretized using refined meshes composed of
256 points for the Günter’s scheme and 10 elements of p = 8 for the HDG schemes,
respectively, in order to guarantee an error free solution in this direction. HDG
computations have been performed with a fixed number of toroidal points equal to
p× nt = 24 and for p varying from 1 to 8, meaning that the number of elements in
the toroidal direction decreases when the interpolation degree p increases. For the
Günter’s scheme the number of points have been tuned for each simulation to nearly
match the spurious perpendicular diffusion measured from the HDG simulation. As
an example, the HDG computation with 3 toroidal elements of degree p = 8 leads to
a effective perpendicular diffusion of k∗⊥ = 0.125× 10−4 that requires 1411 points in
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Figure 19: Toroidal test for linear elements p = 1: 1D plots of the effective perpendicular diffusion
k∗⊥ as a function of the parallel diffusion k‖ and for different values of pitch angle and number of
nodes in the toroidal direction nt = 16 (a), 32 (b) and 64 (c). k⊥ = 1.

the toroidal direction for an equivalent FD computation. In this case, the Günter’s
scheme computation is thus 840 slower than the HDG computation. All the results
are plotted on Fig. 25 and show that the HDG scheme becomes faster than the
finite-difference scheme as soons as the degree p ≥ 2.
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Figure 20: Toroidal test for p = 2: effective perpendicular diffusion k∗⊥ as a function of the parallel
diffusion k‖ and for different values of pitch angle and number of nodes in the toroidal direction
nt = 16 (a), 32 (b) and 64 (c). k⊥ = 1.
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Figure 21: Toroidal test for p = 4: effective perpendicular diffusion k∗⊥ as a function of the parallel
diffusion k‖ for different values of pitch angle and number of nodes in the toroidal direction nt = 16
(a), 32 (b) and 64 (c).k⊥ = 1.
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Figure 22: Toroidal test for p = 8: effective perpendicular diffusion k∗⊥ as a function of the parallel
diffusion k‖ for different values of pitch angle and number of nodes in the toroidal direction nt = 16
(a), 32 (b) and 64 (c). k⊥ = 1.
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Figure 23: Toroidal test: 1D plots of the effective perpendicular diffusion k∗⊥ as a function of
the polynomial degree p in the toroidal discretization, for a pitch angle of 4◦, k‖ = 106, 109 and
nt = 16, 32 points in the toroidal direction. k⊥ = 1.
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Figure 24: Toroidal tests for the standard finite difference scheme (a) and the Günter’s scheme (b):
1D plots of the effective perpendicular diffusion k∗⊥ as a function of the parallel diffusion k‖ and for
different values of pitch angle and nt = 64 nodes in the toroidal direction. k⊥ = 1.
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Figure 25: Toroidal test. Measure of the computational cost. Evolution of the ratii of the CPU times
between the HDG and the Günter’s scheme. HDG computations are carried out with p ∗ nt = 24.
The number of points in the toroidal direction for the Günter’s scheme (nx FD) is tuned to lead to
approximately the same value of the spurious numerical diffusion than the HDG (k?FD/k

?
HDG ' 1).
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8. A 3D numerical test in realistic tokamak geometry

The ability of the method to handle highly anisotropic advection-diffusion prob-
lem in a realistic geometry is shown by studying the convective transport of an
aligned plasma filament in the geometry of the WEST tokamak, see [39]. In order
to reduce the computing requirements, only the exterior part of the tokamak is con-
sidered, taking out a circular area corresponding grossly to the plasma core, with
center {x0 = 0, y0 = 0} and radius rc = 0.4: in Fig. 26 is shown the triangular
discretization used, which consists in 1420 elements of order p = 4. With the goal of
simplifying the definition of the initial aligned solution and the magnetic field, a slab
geometry is defined, neglecting the curvature terms. Therefore, the 3D discretiza-
tion is obtained extruding the poloidal mesh in the toroidal direction z, defining a
Cartesian geometry.

A simplified version of the real magnetic field used in the WEST machine is
considered in this test, with an helicoidal shape such that:

Bx =
2π(y − y0)

zmax

,

By = −2π(x− x0)

zmax

,

Bz = 1.

The convective transport of an aligned plasma filament is simulated. A circular
convective velocity a is considered with components

ax = ω(y − y0),

ay = −ω(x− x0),

az = 0,

and the angular velocity is ω = 2π104.
The initial aligned solution is defined as a Gaussian blob described by the function

u0 = exp(−(x− xs)2 + (y − ys)2

r2
g

),

with radius rg = 0.04. Hence, the maximum value of the initial solution is umax
0 = 1.

The center of the blob rs = {xs, ys}T follows the magnetic field lines in its helicoidal
shape,

rs = Rr0,
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where r0 is the position of the center of the blob in the first poloidal plane, r0 =
{2.885, 0} and R is a rotation matrix

R =

[
cos(α) sin(α)
− sin(α) cos(α)

]
, α = 2π

z

zmax

,

where z is the toroidal coordinate and zmax is chosen as 107, which provides a constant
pitch-angle of 2.89◦. The iso-surface at value 0.5 of the initial solution is depicted in
Fig. 27.

A reference time Tr is defined, corresponding to the time needed for the maximum
value of the solution to reach the value umax = 0.9. Similarly to the previous example,
a set of computations with isotropic diffusion is used to define the relation between
the diffusion k⊥(= k‖) and the reference time Tr. Then, two sets of simulations have
been performed for anisotropic diffusion with k⊥ = 0 and k‖ = 106, 109.

For the toroidal discretization, the following combinations of number of elements
and polynomial degrees are selected: 128 elements p = 1, 64 elements p = 2, 32
elements p = 4 and 16 elements p = 8. All these combinations consist in 128 nodes
in the toroidal direction. The linear system size is 5326080 for the p = 1, 3312960
for the p = 2, 2306400 for the p = 4 and 1803120 for the p = 8.

All the computations are performed on a single Sky Lake node (32 CPUs, 192 Gb
of RAM), using only the OpenMP parallelization algorithm. The linear system of
the fully implicit discretization is solved using the PSBLAS library, see [40]. A test
of robustness was performed with various iterative solvers available in the library,
and finally a stabilized bi-conjugate gradient method with block Jacobi with ILU(0)
factorization preconditioner was chosen for all the computations. This later proved
to guarantee convergence at any anisotropy level.

Results are shown in Tab. 3, where the reference time Tr and the corresponding
effective perpendicular diffusion k∗⊥ are shown for the various cases. As expected,
the numerical diffusion decreases exponentially as the polynomial degree is increased,
which is also confirmed by the plot in Fig. 28. A visual representation of the turning
p = 8 solution is depicted in Fig. 29, where the time intervals t =2.5e-5 between the
solution is chosen.

9. Conclusions

A high-order HDG scheme has been presented for the discretization of strongly
anisotropic elliptic problems in the context of magnetized plasmas for fusion appli-
cations. Based on a non flux-aligned unstructured finite-element mesh, the method
is potentially able to discretize plasma facing components of any complex shape and
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Figure 26: 3D test case: 2D map of the triangular mesh in the poloidal section of the tokamak
WEST.

Figure 27: 3D test case and initial solution: 2D plot on the solution in the poloidal plane at z = 0
(left) and 3D view of the isosurface 0.5 (right).

Table 3: 3D test case: reference time and numerical effective diffusion for different discretization in
the toroidal direction.

k‖ = 106 k‖ = 109

nt p Tr k⊥∗ Tr k⊥∗
128 1 7.6e-7 59 7.6e-10 55680
64 2 3.6e-6 12.6 3.6e-9 11927
32 4 1.9e-5 2.4 2.0e-8 2145
16 8 1.6e-4 0.3 1.9e-7 231
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Figure 28: 3D test case: 1D plots of the effective perpendicular diffusion k∗⊥ as a function of the
polynomial degree in the toroidal discretization, for nt = 128.

Figure 29: 3D test case and solutions at four different time intervals equispaced of t = 2.5 × 10−5

for the p = 8 computation. 2D map on the poloidal plane at z = 0 (left) and isosurface at value
0.5umax (right): solution at time t = 2.5× 10−5 (red), t = 5× 10−5 (blue), t = 7.5× 10−5 (green),
t = 10−4 (magenta).
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to handle the plasma in versatile magnetic equilibria, possibly extended up to the
center as already shown in Ref. [30]. The numerical diffusion, introduced by the
non-aligned discretization, is controlled here by the use of high-order interpolations.
A new stabilization parameter is also proposed in this context that allows to provide
correct convergence slopes at any anisotropy level.

Numerical results on well-designed 2D and 3D test cases show that diffusion-
free numerical solutions can be obtained as long as the interpolation order is high
enough. Introducing an explicit measure of the spurious diffusion, an exponential
decrease with the polynomial degree used in the computation is indeed shown.

The results presented in this paper show that non-aligned approach can be thus
considered for transport simulations as long as high-order interpolations are used. In
this context, the HDG method becomes a very attractive candidate for the develop-
ment of a new family of numerical codes for plasma simulations in fusion.
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