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Abstract. We give asymptotic formulas for finding the scattering amplitude at fixed
frequency and angles (scattered far field) from the scattering wave function given at n
points in dimension d ≥ 2. These formulas are explicit and their precision is proportional
to n. To our knowledge these formulas are new already for n ≥ 2.
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1. Introduction
We consider the scattering problem for the equation

−∆ψ + v(x)ψ = Eψ, x ∈ Rd, d ≥ 1, E > 0, (1.1)

where
v ∈ L∞(Rd), supp v ⊂ D,

D is an open bounded domain in Rd.
(1.2)

Equation (1.1) can be considered as the Schrödinger equation of quantum mechanics
at fixed energy E that describes a particle interacting with a macroscopic object contained
in D. In this case v is interpreted as the potential of this interaction.

Equation (1.1) can be also considered as the Helmholtz equation of electrodynamics
or acoustics at fixed frequency ω. In this case v and E can be interpreted as follows:

v(x) = (1− (n(x)))2
( ω
c0

)2
, E =

( ω
c0

)2
, (1.3)

where n(x) is a scalar index of refraction, n(x) ≡ 1 on Rd\D, c0 is a reference speed of
wave propagation.

For equation (1.1) we consider the scattering solutions ψ+(x, k), k ∈ Rd, k2 = E,
specified by the following asymptotics as |x| → ∞:

ψ+(x, k) = eikx +
ei|k||x|

|x|(d−1)/2
f1(k, |k|

x

|x|
) +O

( 1

|x|(d+1)/2

)
, (1.4)

for some a priori unknown f1. The function f1 arising in (1.3) is the far field pattern, or
scattering amplitude, for equation (1.1) for fixed E and is defined on

ME = {k, l ∈ Rd : k2 = l2 = E} = Sd−1√
E

× Sd−1√
E
. (1.5)
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Remark 1.1. For mathematical convenience in many works the terminology ”scat-
tering amplitude” is used for the function f such that

f1(k, l) = c(d, |k|)f(k, l), (k, l) ∈ ME , (1.6)

c(d, |k|) = −πi(−2πi)(d−1)/2|k|(d−3)/2. (1.7)

In order to study the scattering solutions ψ+ and the scattering amplitude f1 one can
use the Lippmann-Schwinger integral equation (2.1) and the integral formulas (2.5), (2.6);
see Section 2.

We consider, in particular, the following problems for equation (1.1), under assump-
tions (1.2):

Problem 1.1a. Reconstruct potential v from its scattering amplitude f1.
Problem 1.1b. Reconstruct potential v from ψ+ appropriately given outside of D.
Problem 1.2. Find f1 from ψ+ appropriately given outside of D.
A recent survey on Problems 1.1 (mainly, on Problem 1.1a) is given in [N3].
In the present work we are focused on Problem 1.2.
In addition, one can see that results on Problem 1.2 and Problem 1.1a admit straight-

forward applications to Problem 1.1b.
Note that formula (1.4), under our assumptions for d = 1, is reduced to the formula

ψ+(x, k) = eikx + ei|k||x|f1(k, |k|
x

|x|
), for x ∈ R\D, k ∈ R\{0}. (1.8)

One can see that formula (1.8) solves Problem 1.2 for d = 1. However, Problem 1.2 is
much more complicated for d > 1.

The first formula for solving Problem 1.2 for d > 1 was given in Theorem 3.3 of [Ber]
for the case when d = 3. This formula gives f1(k, l) at fixed k ∈ S2√

E
it term of an infinite

sum of integrals of ψ+(x, k)− eikx in x ∈ ∂D for the case when D = BR for some R > 0,
d = 3, where

Br = {x ∈ Rd : |x| < r}, r > 0. (1.9)

Formula (2.6) recalled in Section 2 can be also considered as a formula for solving Problem
1.2 for d ≥ 1.

A disadvantage of the aforementioned well-known formulas for solving Problem 1.2
for d > 1 consists in the following: for finding f1(k, l) at fixed k, l ∈ Sd−1√

E
values of

ψ+(x, k) along the whole boundary ∂D are necessary. In addition, the formula of [Ber]
is complicated, whereas formula (2.6) requires not only ψ+ on ∂D but also its normal
derivative on ∂D.

In the present work we give, in particular, for fixed (k, l) ∈ ME ,

formulas for finding f1(k, l) up to O(s−n) as s→ +∞
from ψ+(x, k) given at n points x = x1(s), . . . , xn(s),

(1.10)

where
xj(s) = (s+ τj)l̂, j = 1, . . . , n, l̂ = l/|l|,
s > 0, τ1 = 0, τj1 < τj2 for j1 < j2,

(1.11a)

2



Multipoint formulas for scattered far field

or
xj(s) = λjsl̂, j = 1, . . . , n, l̂ = l/|l|,
s > 0, λ1 = 1, λj1 < λj2 for j1 < j2.

(1.11b)

These formulas are explicit and are presented in detail below in Introduction and in
Section 3. To our knowledge these formulas are new already for n ≥ 2; for n = 1 these
formulas are reduced to formula (1.4) considered as a formula for finding f1 from ψ+.

Let z = z(x, k) be defined as follows:

ψ+(x, k) = eikx +
ei|k||x|

|x|(d−1)/2
z(x, k), (1.12)

where x, k ∈ Rd\{0}.
Assume for simplicity in (1.11a) that

τj = (j − 1)τ, j = 1, . . . , n, τ > 0. (1.13)

Then our formulas (1.10), (1.11a) take the form:

f1(k, l) = f1,n(k, l, τ, s) +O(s−n) as s→ +∞,

f1,n(k, l, τ, s) =
1

τn−1

n∑
j=1

(−1)n−j(s+ τj)
n−1z((s+ τj)l̂, k)

(j − 1)!(n− j)!
;

(1.14)

see formulas (3.7), (3.5) of Section 3.
In fact, the present work continues studies of the recent work [N2]. In particular, in

[N2], for fixed (k, l) ∈ ME , k ̸= l, for d = 3 and d = 2, we give

formulas for finding f1(k, l) up to O(s−n) as s→ +∞
from |ψ+(x, k)|2 given at 2n points x = x1(s), . . . , x2n(s),

(1.15)

where
xi(s) = ri(s)l̂, i = 1, . . . , 2n, l̂ = l/|l|,
r2j−1(s) = λjs, r2j(s) = λjs+ τ, j = 1, . . . , n,

λ1 = 1, λj1 < λj2 for j1 < j2, τ > 0.

(1.16)

This result is given in [N2] for finding f1 from phaseless |ψ+|2, but can be also used for
solving Problem 1.2.

Advantages of formulas (1.10), (1.11) (realized in the present work) in comparison
with (1.15), (1.16) (realized in [N2]) can be summarized as follows:

(i) for the same precision formulas (1.10), (1.11) use n points instead of 2n;
(ii) the geometry of points in (1.10), (1.11a) is essencially simpler in the sense that

the distances between points are fixed and are independent of s→ +∞;
(iii) formulas (1.10), (1.11) (realized as formulas (1.14), (3.7), (3.11)) are drastically

more explicit for large n.
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Results of the present work are presented in details in Section 3. These results (and in
particular formulas (1.14), (3.7), (3.11)) also open question about simplification of formulas
of [N2] for finfing f1 from phaseless |ψ+|2.

2. Preliminaries on direct scattering
We recall that for equation (1.1), under assumptions (1.2), the scattering solutions

ψ+ satisfy the Lippmann-Schwinger integral equation

ψ+(x, k) = eikx +

∫
D

G+(x− y, k)v(y)ψ+(y, k)dy, (2.1)

G+(x, k)
def
= −(2π)−d

∫
Rd

eiξxdξ

ξ2 − k2 − i0
= G+

0 (|x|, |k|), (2.2)

where x ∈ Rd, k ∈ Rd, k2 = E. Note that

G+(x, k) =
ei|k||x|

2i|k|
for d = 1,

G+(x, k) = − i

4
H1

0 (|x| |k|) for d = 2, G+(x, k) = −e
i|k||x|

4π|x|
for d = 3,

(2.3)

where H1
0 is the Hankel function of the first type.

Remark 2.1. In the present work, in addition to (1.2), we assume that

equation (2.1) is uniquely solvable for ψ+(·, k) ∈ L∞(Rd) for fixed E > 0, (2.4)

where k ∈ Rd, k2 = E. If, for example, v satisfies (1.2) and is real-valued, then (2.4) is
fulfilled automatically.

In addition, for the normalized scattering amplitude f defined by (1.6) the following
formulas hold:

f(k, l) = (2π)−d

∫
D

e−ilyv(y)ψ+(y, k)dy, (2.5)

f(k, l) = (2π)−d

∫
∂D

(
e−ilx ∂

∂νx
ψ+(x, k)− ψ+(x, k)

∂

∂νx
e−ilx

)
dx, (2.6)

where (k, l) ∈ ME , νx is the outward normal to ∂D at x ∈ ∂D.
For basic mathematical results concerning (2.1), (2.5) we refer to [F], [BSh], [CK], [N2],

[N3] and references therein. Formula (2.6) follows from (2.5) using the Green formula; see
formulas (4.1), (4.5) of [N1].

We also recall that, under our assumptions (1.2), (2.4), formula (1.4) admits the
following much more precise version:

ψ+(x, k) = eikx +
ei|k||x|

|x|(d−1)/2

( n∑
j=1

fj(k, |k| x
|x| )

|x|j−1
+O

( 1

|x|n
))

as |x| → ∞, (2.7)

4



Multipoint formulas for scattered far field

where x ∈ Rd, k ∈ Rd, k2 = E > 0, n ∈ N. In addition, formulas (1.6), (1.7), (2.5) for f1
have analogs for fj , j ≥ 2. See, for example, [M], [N2].

3. Main results
Let z = z(s) be a function of s ∈ [r,+∞[, r > 0, such that

z(s) =
N∑
j=1

fj
sj−1

+O(s−N ) as s→ +∞, (3.1)

where N ∈ N, fj ∈ C, j = 1, . . . , N .
Our considerations of functions satisfying (3.1) are motivated by formulas (1.12),

(2.7). However, in this section we do not assume that z = z(s) and f1, . . . , fN are related
to equation (1.1) unless it is explicitly specified.

First, we consider n points sj ∈ [r,+∞[, j = 1, . . . , n, of the form

sj = sj(s) = s+ τj , j = 1, . . . , n,

s > r, τ1 = 0, τj1 < τj2 for j1 < j2.
(3.2)

We set

τ⃗ = (τ1, . . . , τn), (3.3)

αj(τ⃗) =

j−1∏
i=1

(τj − τi) for 1 < j ≤ n, α1(τ⃗) = 1,

βn,j(τ⃗) =
n∏

i=j+1

(τi − τj) for 1 ≤ j < n, βn,n(τ⃗) = 1.

(3.4)

In addition, if τj are given by (1.13), then we have that

αj(τ⃗) = (j − 1)!τ j−1, βn,j(τ⃗) = (n− j)!τn−j . (3.5)

Theorem 3.1. Let z = z(s) satisfy (3.1) for some N ≥ 2n − 1, n ∈ N. Let τ⃗ be
defined according to (3.2), (3.3). Then

f1 = f1,n(τ⃗ , s) +O(s−n) as s→ +∞,

f1,n(τ⃗ , s) =

n∑
j=1

(−1)n−j(s+ τj)
n−1z(s+ τj)

αj(τ⃗)βn,j(τ⃗)
,

(3.6)

where αj(τ⃗), βn,j(τ⃗) are defined by (3.4).
Theorem 3.1 is proved in Section 4.
Using Theorem 3.1 and formulas (1.12), (2.7) we obtain the following corollary.
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Corollary 3.1. Under assumptions (1.2), (2.4), we have that

f1(k, l) = f1,n(k, l, τ⃗ , s) +O(s−n) as s→ +∞,

f1,n(k, l, τ⃗ , s) =
n∑

j=1

(−1)n−j(s+ τj)
n−1z((s+ τj)l̂, k)

αj(τ⃗)βn,j(τ⃗)
,

(k, l) ∈ ME , l̂ = l/|l|,

(3.7)

where f1 = f1(k, l) is the scattering amplitude of (1.4), z = z(x, k) is defined by (1.12),
αj(τ⃗), βn,j(τ⃗) are defined by (3.4), τj are the numbers of (1.11a).

Second, we also consider n points sj ∈ [r,+∞[, j = 1, . . . , n, of the form

sj = sj(s) = λjs, j = 1, . . . , n,

s > r, λ1 = 1, λj1 < λj2 for j1 < j2.
(3.8)

Let

λ⃗ = (λ1, . . . , λn). (3.9)

Theorem 3.2. Let z = z(s) satisfy (3.1) for some N = n ∈ N. Let λ⃗ be defined
according to (3.8), (3.9). Then

f1 = f1,n(λ⃗, s) +O(s−n) as s→ +∞,

f1,n(λ⃗, s) =
n∑

j=1

(−1)n−jλn−1
j z(λjs)

αj(λ⃗)βn,j(λ⃗)
,

(3.10)

where αj(λ⃗), βn,j(λ⃗) are defined according to (3.4) (with λ⃗ in place of τ⃗).
Theorem 3.2 is proved in Section 5.
Using Theorem 3.2 and formulas (1.12), (2.7) we obtain the following corollary.
Corollary 3.2. Under assumptions (1.2), (2.4), we have that

f1(k, l) = f1,n(k, l, λ⃗, s) +O(s−n) as s→ +∞,

f1,n(k, l, λ⃗, s) =
n∑

j=1

(−1)n−jλn−1
j z(λjsl̂, k)

αj(λ⃗)βn,j(λ⃗)
,

(k, l) ∈ ME , l̂ = l/|l|,

(3.11)

where f1 = f1(k, l) is the scattering amplitude of (1.4), z = z(x, k) is defined by (1.12),

αj(λ⃗), βn,j(λ⃗) are defined according to (3.4) (with λ⃗ in place of τ⃗), λj are the numbers of
(1.11b).

Remark 3.1. Formulas (3.6), (3.7), (3.10), (3.11) have also analogs for fj , j ≥ 2.
For the case of (3.10), (3.11) these analogs are, actually, given by formulas (5.3), (5.9) of
Section 5.
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4. Proof of Theorem 3.1
For n = 1 formulas (3.6) are reduced to (3.1) for N = 1.
Therefore, for simplicity of notations, further in this proof we assume that n ≥ 2.
Let yj = yj(s, τ⃗), j = 1, . . . , n, be defined via the following linear system

n∑
j=1

yj
(s+ τj)i−1

=

{
1 for i = 1
0 for 1 < i ≤ n.

(4.1)

System (4.1) can be rewritten as

Qy = e1,

Q = (Qi,j), Qi,j = qi−1
j , qj = (s+ τj)

−1,

y = (y1, . . . , yn)
T , e1 = (1, 0, . . . , 0)T .

(4.2)

One can see that Q is a Vandermonde matrix and, in particular,

detQ =
∏

1≤i<j≤n

(qj − qi) ̸= 0, (4.3)

where we used our assumptions on τj of (3.2) in order to have that detQ ̸= 0.
Let

zn(s) =
n∑

j=1

fj
sj−1

. (4.4)

Formulas (4.1), (4.4) imply that

n∑
j=1

yj(s, τ⃗)zn(s+ τj) = f1. (4.5)

In order to prove (3.6) it remains to show that:

yj(s, τ⃗) =
(−1)n−j(s+ τj)

n−1

αj(τ⃗)βn,j(τ⃗)
, 1 ≤ j ≤ n, (4.6)

n∑
j=1

yj(s, τ⃗)

(s+ τj)i−1
= O(s−n) as s→ +∞, for n < i < 2n. (4.7)

Indeed, formulas (3.6) follow from (3.1), N ≥ 2n− 1, and (4.4)-(4.7).
Proof of (4.6). We recall that

Q−1
i,j = (−1)j−1

( ∑
1≤m1<...<mn−j≤n

m1,...,mn−j ̸=i

qm1
. . . qmn−j

)( ∏
1≤m≤n
m̸=i

(qm − qi)
)−1

, 1 ≤ j < n,

Q−1
i,j = (−1)j−1

( ∏
1≤m≤n
m̸=i

(qm − qi)
)−1

, j = n,
(4.8)
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where Q−1 = (Q−1
i,j ) is the inverse of the Vandermonde matrix Q; see, e.g., Section 1.2.3:

Sums and Products: Exercise 40 of [K].
Using (4.2), (4.8) we obtain that

yi(s, τ⃗) =
( ∑
1≤m1<...<mn−1≤n

m1,...,mn−1 ̸=i

qm1
. . . qmn−1

)( ∏
1≤m≤n
m ̸=i

(qm − qi)
)−1

=
( ∏
1≤m≤n
m̸=i

qm
)( ∏

1≤m≤n
m ̸=i

(qm − qi)
)−1

, 1 ≤ i ≤ n.
(4.9)

Next, using the definition of qj in (4.2) we have that

qm − qi = (τi − τm)qmqi. (4.10)

Using (4.9), (4.10) and the definition of qj we obtain that

yi(s, τ⃗) =
1

qn−1
i

∏
1≤m≤n
m ̸=i

(τi − τm)
=

(s+ τi)
n−1∏

1≤m≤n
m ̸=i

(τi − τm)
, 1 ≤ i ≤ n. (4.11)

Formulas (4.11), (3.4) imply (4.6).
Proof of (4.7). Using (4.6) we obtain that

n∑
j=1

yj(s, τ⃗)

(s+ τj)i−1
=

n∑
j=1

γn,j(τ⃗)

(s+ τj)i−n
=

1

si−n

n∑
j=1

γn,j(τ⃗)
(
1 +

τj
s

)−(i−n)
, (4.12)

where i > n, s > 0,

γn,j(τ⃗) =
(−1)n−j

αj(τ⃗)βn,j(τ⃗)
. (4.13)

We recall that

(
1 +

τj
s

)−(i−n)
=

+∞∑
k=0

Ck
n−i

(τj
s

)k
as s→ +∞, (4.14)

where Ck
n−i are the binomial coefficients.

We also assume that τ01 = 1 (in view of our assumption that τ1 = 0).
Using (4.14) we obtain that

n∑
j=1

γn,j(τ⃗)
(
1 +

τj
s

)−(i−n)
=

n−2∑
k=0

Ck
n−iσn,k(τ⃗)

1

sk
+O(

1

sn−1
), s→ +∞, (4.15)

8
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where

σn,k(τ⃗) =

n∑
j=1

γn,j(τ⃗)τ
k
j . (4.16)

Because of (4.12), (4.15), in order to complete the proof of (4.7) it is sufficient to show
that

σn,k(τ⃗) = 0, k = 0, . . . , n− 2. (4.17)

On this purpose, using (4.1) for i = 1 and (4.6), (4.13), (4.16) we obtain that

n∑
j=1

yj(s, τ⃗) =
n∑

j=1

γn,j(τ⃗)(s+ τj)
n−1 =

n∑
j=1

γn,j(τ⃗)
n−1∑
k=0

Ck
n−1s

n−1−kτkj

=
n−1∑
k=0

Ck
n−1s

n−1−kσn,k(τ⃗) = 1, s > 0,

(4.18)

where Ck
n−1 are the binomial coefficients.

The identities (4.17) follow from (4.18).
This completes the proof of formulas (4.7).
Theorem 3.1 is proved.

5. Proof of Theorem 3.2
We set

Λ = (Λj1,j2) = (λ1−j2
j1

), j1, j2 = 1, . . . , n, (5.1)

where λ1, . . . , λn are the numbers of (3.8). One can see that Λ is a Vandermonde matrix
and, in particular,

detΛ =
∏

1≤i<j≤n

(λ−1
j − λ−1

i ) ̸= 0 for n ≥ 2, detΛ = λ1 = 1 for n = 1. (5.2)

Proposition 5.1. Under the assumptions of Theorem 3.2, the following formulas
hold:

fi = fi,n−i+1(λ⃗, s) +O(s−n+i−1) as s→ +∞,

fi,n−i+1(λ⃗, s) = si−1
n∑

j=1

Λ−1
i,j z(λjs), i = 1, . . . , n,

(5.3)

where Λ−1 = (Λ−1
i,j ) is the inverse of the matrix Λ defined by (5.1).

Proof of Proposition 5.1. Proceeding from (3.1) we obtain the following system of
approximate equations for f1, . . . , fn:

n∑
j=1

fj
(λis)j−1

= z(λis) +O(s−n) as s→ +∞, i = 1, . . . , n. (5.4)

9
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Let

g(s) = (g1(s), . . . , gn(s))
T , gj(s) =

fj
sj−1

, j = 1, . . . , n, (5.5)

h(s) = (h1(s), . . . , hn(s))
T , hj(s) = z(λjs), j = 1, . . . , n. (5.6)

Then system (5.4) can be rewritten as

Λg(s) = h(s) +O(s−n) as s→ +∞, (5.7)

where O(s−n) denotes an n-dimensional vector with the components O(s−n).
From (5.2), (5.7) we obtain that

g(s) = Λ−1h(s) +O(s−n) as s→ +∞. (5.8)

Formulas (5.3) follow from (5.5), (5.6), (5.8).
Proposition 5.1 is proved.

The rest of the proof of Theorem 3.2 is as follows.
For n = 1 formulas (3.10) coincide with (3.6) and with (5.3) and are reduced to (3.1)

for N = 1.
Therefore, for simplicity of notations, further in this proof we assume that n ≥ 2.
In a similar way with (4.8) we have that

Λ−1
i,j = (−1)i−1

( ∑
1≤m1<...<mn−i≤n

m1,...,mn−i ̸=j

λ−1
m1

. . . λ−1
mn−i

)( ∏
1≤m≤n
m ̸=j

(λ−1
m − λ−1

j )
)−1

, 1 ≤ i < n,

Λ−1
i,j = (−1)i−1

( ∏
1≤m≤n
m̸=j

(λ−1
m − λ−1

j )
)−1

, i = n.

(5.9)
Using (5.9), in a similar way with (4.9), (4.10), (4.11) we have that

Λ−1
1,j =

( ∏
1≤m≤n
m ̸=j

λ−1
m

)( ∏
1≤m≤n
m ̸=j

(λ−1
m − λ−1

j )
)−1

, 1 ≤ j ≤ n, (5.10)

λ−1
m − λ−1

j = (λj − λm)λ−1
m λ−1

j , (5.11)

Λ−1
1,j =

λn−1
j∏

1≤m≤n
m̸=j

(λj − λm)
, 1 ≤ j ≤ n. (5.12)

Formulas (3.10) follow from formulas (5.3) for i = 1 and formulas (5.12).
Theorem 3.2 is proved.
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