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ABSTRACT

This article tackles the entire lifecycle of an algorithm: from
its design to its implementation. It exhibits a method for mak-
ing efficient choices at algorithm design time knowing the
characteristics of the underlying hardware target. As of to-
day, computing the optical flow of a stream of images is still
a demanding task. In the meantime, the use of Graphics Pro-
cessing Units (GPU) has become mainstream and allows sub-
stantial gains in processing frame rate. In this paper, we focus
on a specific variational method (CLG [1]) where linear sys-
tems have to be solved. They depend on two parameters o and
p. To efficiently solve the problem, we look at convergence
speed with respect to the model’s parameters. We benchmark
usual linear solvers with preconditioners to identify the fastest
in terms of convergence per iteration. We then show that once
implemented on GPUs, the most efficient solver changes de-
pending on the model parameters. For 640 x 480 images,
with the right choice of solver and parameters, our implemen-
tation can solve the system with relative 10e =7 accuracy in
0.25 ms on a Titan V GPU. All the results are aggregated on
a 30-image set to increase confidence in their extendability.

Index Terms— Optical Flow, GPU, Linear Solvers, Ma-
trix Conditioning

1. INTRODUCTION

Optical flow is the apparent movement of objects in a se-
quence of images. As a computer vision task, that means
finding the displacement of every pixel from one image to an-
other. Numerical methods are based on a constrained model
for the pixels’ movement. Early works on optical flow have
been done by Lucas & Kanade[2] and Horn & Schunck[3].

The latter uses a variational regularisation: an energy pe-
nalisation is defined for a candidate flow. The goal is to find
the flow that would minimise this penalisation. This method
is challenging as it is not possible to have a direct solution
pixel per pixel. It involves iterations over the whole image.
Fig. 1 shows that many iterations are required to get a sat-
isfying flow. Speeding-up this convergence process is thus
required for real-time.

(a) 5 iterations (b) 50 iterations

(d) Ground-truth
optical flow

(c) 500 iterations
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Fig. 1: Colour representation of optical flow evolution after
an increasing number of Jacobi iterations

To tackle this issue, many recent works on optical flow
leverage the massive computing power of GPUs[4, 5, 6].
Originally reserved for computer graphics and 3D-scenes
rendering, they now play a prominent role in image process-
ing.

The issue with GPU is that the performance gains dramat-
ically depends on the algorithm. Usually, authors either di-
rectly port existing methods on GPU or design an original al-
gorithm from scratch and with parallel platforms in mind [7].
The former approach may be sub-efficient or helpless if the
algorithm is not well suited for GPUs. The latter requires de-
manding work to develop a whole new method.

In this article, we try to find a compromise between the
two. The overall algorithm structure stays the same, but the
parametrisation and the solver change, to fit GPUs better



while keeping similar results.

This article is organised as follows. In Sec. 2, a model
of optical flow is presented, and we set the notations. In
Sec. 3, we present some linear solvers with preconditioning
techniques. In Sec. 4, we analyse the condition number of our
problem depending on its parameters. Then, we use several
solvers on our dataset to find the one that converges the fastest
in terms of iterations. Lastly, we implement those solvers on
GPU to compare their convergence against the time they take.
Sec. 5 concludes about how to choose a solver and parame-
ters with a GPU target in mind. It also aims at widening the
results’ scope to other problems that rely on linear solvers too.

2. OPTICAL FLOW

In the optical flow problem, we wish to find the displace-
ment field Wy, y 1 = (Ug y 1, Vay b l)T for every frame of size
(w,h) in an image sequence. Let f, , ; be the intensity of a
pixel at coordinates (z,y) at time ¢.

In a variational method, the solution flow is the one that
minimises an energy of the form

E(w) = /QDf’u—,(wm,y’t) + Ry(Wg,y,e) dzdy

where D and R are two functionals that define the optical
flow model. D depends on the image sequence f and the
unknown field w. R only depends on w and plays the role
of a regularisation. For clarity, we set w = w,; , ;. Horn &
Schunck’s choice for D and R becomes

D(w) = wh Jow, Jo = (V)(Vf)"
R(w) = a(|Vul]® + [[Vv]]?), « € RF
Bruhn et al.[1] use a version of D that takes into account the

pixel’s neighbourhood

D(w) =w" Jw, J, = K, * Jy
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where K, denotes a Gaussian kernel and * is the convolution
operator.

To minimise ¥, the Euler-Lagrange equations can be used
to take the derivative of the integral then set it to zero. Another
option is to discretise the integral form. We use x = flat(z),
the operator that takes a 2D-field & and reshape it into a vector
x in the row-major order, and diag(x) that builds a diagonal
matrix X that holds @ in its main diagonal. Here is an exam-
ple of discretising the CLG energy

Ecrg(w) = / 'wTJpw + a(||[Vul|* + || Vv||?) dz dy
Q

= |H® - g|* + a(I|DsSuw|* + | D, Syi]|*+

|D.S, @]+ | D, S|

S, and S, are diagonal matrices that respectively select the u
and v parts of w. D, and D, are the derivatives along the x
and y axes. To minimise this quantity, let’s take the derivative
with respect to w and set it to zero

HTH® + o [sjf (DT D, + DTD,)S, w+
ST(DTD, + D;Dy)Svﬁf} = —g"H

We can express it as Ax = b, with

_ [diagflat jO° diagflatj,°]  [L 0
~ |diagflat j)° diagflat j}! “lo L
flat jOZ]
b=—-g"H=— 28

9 {ﬂat iy
with L representing the Laplacian operator. It is now clear
that finding the optical flow is a matter of solving a system
of linear equations Ax = b where A € R(ZWh)x(2wh) jq 5
very large and sparse matrix, € R%"'! in the wanted flow
and b € R?%h completes the equations.

3. SOLVERS REVIEW

To solve linear systems such as Az = b, many methods can
be used. We must, however, restrict ourselves to the ones rel-
evant for very large and sparse A. In previous works, matrix
splitting methods have often been used. Horn & Schunck rely
on a Jacobi-like iteration, while Jara-Wilde et al. use a so-
called Pointwise-Coupled Gauss-Seidel in [8]. Krylov meth-
ods such as Conjugate Gradient (CG) can be found in [4].
This section will recall the foundations of these methods.

3.1. Matrix Splitting
The matrix splitting methods partition the matrix into two
A=B-C
By replacing A in Ax = b, we have
Bx=b+Cx

Assuming that B is invertible, that leads to the following
fixed-point iteration

"™ =B 1(b+Cz")

The key idea is to choose B to be easily invertible. Setting B
to hold the diagonal elements of A forms the Jacobi method.
Using the lower or upper triangular part A is known as the
Gauss-Seidel method.

These methods are generic and can be adapted to a partic-
ular problem. For optical flow, we use the upper and lower di-
agonal blocks for the inversion. We modify the Jacobi method
to be
diag flat j1°

diag flat j%° 4 4«
B - p . 11
diagflat j,* + 4a

diag flat j}°



This example is what we call “preconditioned” Jacobi. This
process applies to other splitting methods.

3.2. Krylov methods

Krylov solvers all emerge from the same premise: at each
iteration, increasing the dimension of the space where to look
for a solution. The Krylov space of order n is defined as

K,(A,b) = span{b, Ab, A%b,..., A" 'b}.

The choice of the solution in this space leads to different
methods: Conjugate Gradient (CG), minimal residual (MIN-
RES), generalised minimal residual (GMRES), efc. Precon-
ditioned methods rely on having a matrix M similar to A but
easily invertible. This way, the problem becomes

M 'Ax = M 'b.

As with splitting methods, we choose M to hold the main
diagonal and the upper and lower diagonal blocks of A. A
preconditioner is useful when M ~! A has a better condition-
ing than A alone.

4. RESULTS

Throughout this section, we display results aggregated on
30 images from several public datasets: Middlebury [9],
MPI Sintel [10] and KITTI [11]. The error bands give
the 95% confidence interval computed using the bootstrap
method [12]. In Subsec. 4.3, we use a Titan V GPU from
Nvidia, that we implement using CUDA/C++.

4.1. Matrix conditioning

The matrix condition number x quantifies by how much the
result of our model would change with a small perturbation in
the input data. A low condition number reflects the robustness
of the problem to noise and also hints that the solvers are to
perform well [13].

Our optical flow model has two parameters: p and . p is
the radius parameter, it enforces a local regularisation of the
flow. o ponderates the regularisation based on the gradient of
the flow.

Fig. 2 shows the matrix condition number with varying
parameters in the model. The results are normalised with re-
spect to the condition number when o = 0 and p = 0. For the
condition number to be computationally tractable, the images
have been downsized.

Without preconditioning, x follows a V-shape with re-
spect to : increasing « is first beneficial as it adds regularisa-
tion to the problem. After a certain amount, however, it makes
the problem unstable as it would be almost only determined
by the regularisation and hardly by the data.

Rho can also make x decrease, as it averages constraints
over a neighbourhood, making it less sensitive to outliers.
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Fig. 2: Normalised condition number of the problem versus

parameters’ value.
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Fig. 3: Convergence vs iterations with p = 2.5. On the top
a = 5e~3, on the bottom o = 5e~6

However, when alpha is already too large, p hardly helps
counteract the ill-posedness.

The preconditioner is helpful only with a low «. This
seems logical as the preconditioner we defined depends on
the data term and not much on the regularisation.

With that in mind, one could tune the parameters to de-
crease the condition number of the matrix and thus converge
as fast as possible.

4.2. Solvers’ convergence speed

For Fig. 3, we chose two sets of parameters to compare the
convergence of the aforementioned solvers. We tried several
Krylov solvers from Python scipy.sparse [14] library but only
reported CG as they all had similar results. Splitting methods
were developed by ourselves, with Red-Black Gauss-Seidel
being a more parallel version of Gauss-Seidel [15].

The results are strikingly different depending on a. When
a is low, preconditioned method converges quickly (up to
10711 in 200 iterations). CG is faster but splitting methods
are not far behind. On the contrary, when « is higher, all
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Fig. 4: Convergence vs time on GPU. Same parameters as in
Fig 3.

solvers converge slowly (10~7 in 500 iterations) and splitting
methods are even worse.

Consistently with the results found in 4.1, the effects of
the preconditioner are less visible with higher . On the
top figure, preconditioned and non-preconditioned versions
of splitting solvers are confounded.

4.3. Implementation Performance

The previous section has established a ranking amongst
solvers but only in terms of iterations. When processing
optical flow in real-time, we are rather interested in the time
of convergence.

The GPU implementations for the splitting methods are
straightforward: they only rely on pixel-wise operations and
are hence “embarrassingly parallel”. Regarding Krylov meth-
ods, they must use reductions to compute vector norms. This
operation is not well adapted to GPU. We took extra care to
let the reduction result stay on GPU to avoid expensive la-
tency in CPU-GPU communication. This was done using the
CUB library (CUDA UnBound) that provides state-of-the-art
performance for GPU reductions.

Fig. 4 shows the convergence timings for different solvers
on GPU with a maximum number of iterations of 1000. Glob-
ally, the curves follow the same trend as Fig. 3. However, the
relative speed of solvers changes once implemented on GPU.
For a low « (bottom figures), while CG goes faster theoreti-
cally, Jacobi and RB Gauss-Seidel start faster. One iteration
of Jacobi is indeed faster than one iteration of CG on GPU.
With a larger alpha, the results are coherent with Fig. 3. CG
is the fastest. The velocity of splitting methods do not catch
up with their lower theoretical convergence speed.

One caveat of CG is that it is very sensitive to its search di-
rection, conditioned by the reduction operation. With the 32-

bit floating-point (FP32) precision, it becomes unstable after
a low number of iterations. FP64 makes it better, the solver
diverges later, but it could still be an issue.

Globally, FP32 methods are faster than FP64, as more
FP32 compute units are available on GPU. It could be inter-
esting to use FP32 first to benefit from their speed and finish
using FP64 for stability reasons.

5. CONCLUSION

In this paper, we presented the variational optical flow prob-
lem from the algorithm to its implementation. We made an
in-depth exploration of the effects of the parameters on the
conditioning of the problem. This way, we were able to tell
which problems would be easier to solve and where the pre-
conditioner could help.

We then reviewed the theoretical speed of solvers regard-
ing the number of iterations and compared them to their ac-
tual performance once implemented on GPU. We showed that
the splitting methods being better suited for GPUs, they over-
come their theoretical weaknesses for some problem param-
eters. However, the performance of CG remains better on
harder problems, where « is higher. This work highlights that
knowing both the algorithm and the target is needed to choose
the most efficient solver.

While being specific to variational optical flow, these con-
clusions may be useful to other problems involving linear
solvers. The timings are ultimately problem-dependent. The
speed of solvers, relatively to each other, and their character-
istics should, however, remain constant in any setting.

In the future, our analysis could be further extended to
non-quadratic models, multigrid solvers, or upon the use of
embedded GPUs, such as the Nvidia Jetson devices.
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