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PRODUCT OF PRIMES IN ARITHMETIC PROGRESSIONS

OLIVIER RAMARÉ, PRIYAMVAD SRIVASTAV,

AND WITH AN APPENDIX OF ORIOL SERRA

Abstract. We prove that, for all q ≥ 2 and for all invertible residue classes

a modulo q, there exists a natural number n ≤ (650q)9 that is congruent to
a modulo q and that is the product of exactly three primes, all of which are

below (650q)3. The proof is further supplemented with a self-contained proof

of the special case of the Kneser Theorem we use.

1. Introduction and results

Our main result is the following theorem.

Theorem 1.1. For all q ≥ 2 and for all invertible residue classes a modulo q, there
exists a natural number n ≤ (650q)9 that is congruent to a modulo q and that is the
product of exactly three primes, all of which are below (650q)3.

We follow and improve on the approach initiated in [22] where the authors
obtained a similar statement, though with q16/3 instead of (650q)3. These two
authors had sought the simplest argument, and we stay close to this idea. An
appendix by Oriol Serra furthermore provides the reader with a simple proof of the
special case of Kneser’s Theorem that we need, namely with equal summands.

We recall that Xylouris’ version of Linnik’s Theorem [28] tells us that, for every
modulus q and every invertible residue class a modulo q, one can find a prime
congruent to a modulo q that is below q5.18 provided q is large enough. The proof
relies on intricate techniques, and though the result is indeed effective, no one has
been able to give any explicit version of it. One could hope to relax the condition
from being a prime to being a product of two primes, a problem for which our
method fails, but again, explicit results seem to be (very) difficult to obtain. A
conjecture of P. Erdös, A. Odlyzko and A. Sárközy in [5] predicts that we can find
two primes p1 and p2 both less than q and such that p1p2 ≡ a[q].

In order to prove Theorem 1.1, we need a (smoothed) version of the Brun-
Titchmarsh Theorem for cosets, and this is the main novelty of this paper. This
result is of independent interest and here is the theoretical core of our approach.

Theorem 1.2. Let x ≥ 0 and y > 0. Let q ≥ 1200 be an integer and Y be another
positive integer such that Y < y/(

√
q log q). Let G = (Z/qZ)

∗
and H ⊆ G be a
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subgroup of index Y . Then∑
x<p≤x+y,
p∈uH

1 ≤ 2 · y
Y log y

Y
√
q log q

(
1 +O

(
1
/

log
y

Y
√
q log q

))

for any class u in G.

When x is arbitrary and y ≤ q, this result does not have any ancestors as far as
we know. When x is arbitrary and y > q, we can sum the point-wise bound given
by the Brun-Titchmarsh inequality (recalled as Lemma 4.3 below) over the relevant
coset: our result is better than the final estimate when Y <

√
q/ log q. When x = 0,

several authors among which we cite Y. Motohashi in [14], H. Iwaniec in [10], or
with J. Friedlander in [6] and J. Maynard in [12] improved on the classical Brun-
Titchmarsh inequality, and summing over the classes, these estimates improve on
our result provided q and Y are small enough. For instance, when Y is fixed and
q = yθ (together with x = 0), the usage of [10, Theorem 3] results in a better bound
provided that θ < 9/20 = 0.45 while Theorem 1.2 is otherwise superior (if we have
not missed any other estimate! It is however sure is that all the previous bounds
explode when q gets close to y while ours does not). Our saving comes from the
additional summation over the coset. There exists a third range between x arbitrary
and x = 0: when y is a small power of x. Such a range is explored for instance
in [10, section 6].

Let us now turn to the smoothed version of Theorem 1.2 we need. The smoothing
has the effect of removing the log q; the numerical estimates are also sharper.

Definition 1.3. For any function η from R to C with compact support and any
y > 0, we define πη(y) =

∑
p η(p/y) where the variable p ranges over the primes.

Definition 1.4. Let q > 1 be a positive integer and G = (Z/qZ)
∗
. Let H ⊆ G be

a subgroup, and uH be a coset of H in G. We set

πη(y; q, uH) =
∑

p≡uH(mod q)

η(p/y).

We select a smoothing η since we need precise numerics and, with our choice,
we have Lemma 2.1 at our disposal, in the usage of which we will need Lemma 2.3.
We did not investigate from a numerical viewpoint any other smoothings; such an
optimisation would at most modify the constant 650 in Theorem 1.6 and not modify
the exponent 1/3 in Theorem 1.1. From now on, the symbol η shall be kept for the
function defined by

η(t) =


2t, 0 ≤ t ≤ 1/2,

2(1− t), 1/2 ≤ t ≤ 1,

0, otherwise.

(1)

This function η is supported on [0, 1]. Here is the general form of the estimate we
prove.

Theorem 1.5. Let y2 > q ≥ 2 and η be as in (1). Let Y < y/
√
q and G = (Z/qZ)

∗
.

Let H ⊆ G be a subgroup of index Y . Then

πη(y; q, uH) ≤ 2 · y/2
Y log y

Y
√
q

(
1 +O

(
1
/

log
y

Y
√
q

))
for any class u in G.
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Remark. It may be noted that with this smoothing η, one has

πη(y) =
∑
p

η(p/y) ∼ y/2

log y
.

By following the same proof, we derive a version of the above result that is
numerically well tuned for our usage.

Theorem 1.6. Let y ≥ 65015/2 and η be as in (1). Let q ≤ y1/3/650 and G =
(Z/qZ)

∗
. Let Y ≤ (log y)/( 3

2 log 650). Let H ⊆ G be a subgroup of index Y . Then

πη(y; q, uH) ≤ 2.497 y/2

Y log y

for any class u in G.

When (log q)/ log y = 1/3 − o(1), and say Y is fixed, a usage of (a smoothed
form of) the Brun-Titchmarsh inequality, recalled in Lemma 4.3 below (see for
instance [3, Theorem 4.2] for a smoothed form), would give a constant 3 rather
than our 2.497. As a comparison, we mention that:

• The result of Y. Motohashi from [14, Theorem 2, (iii)] would yield the
(asymptotic) constant 12/5 = 2.4 instead of our 5/2. It is also proved
in [14, Theorem 4] that a constant 2 is achievable under the extended
Lindelöf hypothesis.
• The result of H. Iwaniec from [10, Theorem 3] would yield the (asymptotic)

constant 16/7 = 2.285 · · · .
Both methods use analytical means and are hard to make explicit.

Notation. Our notation is rather conventional. Let us however specify that we use
f = O∗(g) to says that |f | ≤ g and that τ(n) represents the number of (positive)
divisors of n.

Thanks. We thank Professor Ramachandran Balasubramanian for interesting dis-
cussions on this topic. The second author, in particular is indebted to him for his
useful insights. The referee is to be thanked for his/her very thorough reading of
the initial version of this paper and for proposing well thought out modifications.

2. Preliminary results

We start with [25, Lemma 3.1].

Lemma 2.1. Let η be as before and y > 0. Then∑
n

η(n/y) =
y

2
− 2

y

∥∥∥y
2

∥∥∥2
where ‖u‖ is the distance from u to the nearest integer.

Lemma 2.2. We have
x

log x− 1
≤ π(x) ≤ x

log x− 1.1
,

where the lower bound holds for x ≥ 5393 and the upper bound for x ≥ 4. Conse-
quently, when 1 ≤ q < x, then ∑

p≤x
(p,q)=1

1 ≥ x

log x
,
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for all x ≥ 5393.

Proof. The first part is a consequence of [4, Corollary 5.3]. For the second part, just
note that ν(q), the number of primes dividing q is at most (log x)/ log 2. Therefore∑

p≤x
(p,q)=1

1 = π(x)− ν(q) ≥ x

log x− 1
− log x

log 2

and this latter quantity is at least x/ log x when x ≥ 137: indeed the derivative of

f(x) =
x

log x− 1
− log x

log 2
− x

log x

reads

1

log2 x

(
1− log x

(log x− 1)2
− log2 x

2x

)
.

When x ≥ 42, we have log x
(log x−1)2 ≤ 1/2 and log2 x

2x ≤ 1/4. The above derivative is

thus non-negative and we check that f(137) ≥ 0 while f(136) < 0. This completes
the proof. �

We next recall [25, Lemma 3.4].

Lemma 2.3. We have

x2

2 log x
+

c1x
2

log2 x
≤
∑
p≤x

p ≤ x2

2 log x
+

c2x
2

log2 x
,

for all x ≥ 2 · 107, where c1 = 0.239818 and c2 = 0.29251.

Lemma 2.4. When y ≥ 16, we have

4

y − 1
− 2

y − log 2− 1.1
+

1

y − log 2
+

2c1
(y − log 2)2

− 2

y
− 4c2

y2
≥ 1

y − 0.3

where c1 and c2 are taken from Lemma 2.3.

Proof. First note that the left-hand side minus the right hand side is a rational
fraction whose denominator is positive when y > log 2 + 1.1 and whose numerator
reads:

(− log 2 + 0.80956)y6 + (3(log 2)2 − 4.279112 log 2− 0.4530304)y5

+ (−3(log 2)3 + 7.359396(log 2)2 + 0.1893132 log 2− 0.86439892)y4

+ ((log 2)4− 5.11984(log 2)3 + 1.3739172(log 2)2 + 4.12985852 log 2 + 0.22783332)y3

+ (1.22996(log 2)4 − 2.031252(log 2)3 − 5.3316528(log 2)2 − 1.00005972 log 2)y2

+ (0.921052(log 2)4 + 2.4172052(log 2)3 + 1.1583396(log 2)2)y

− 0.351012(log 2)4 − 0.3861132(log 2)3.

GP/Pari [16] tells us that the largest root of this polynomial is slightly less than 16,
hence the lemma. �

Here is the main lemma of this section.
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Lemma 2.5. Let x ≥ 4 · 107. Then

πη(x) ≥ x/2

log x− 0.3
.

Consequently, it follows for any 1 ≤ q < x, that∑
(p,q)=1

η(p/x) ≥ x/2

log x
,

for all x ≥ 4 · 107.

Proof. We make use of Lemma 2.2 and 2.3. We have∑
p

η(p/x) = 2
∑
p≤x/2

p

x
+ 2

∑
x/2<p≤x

(
1− p

x

)
= 2π(x)− 2π(x/2) +

2

x

 ∑
p≤x/2

p−
∑

x/2<p≤x

p


= 2π(x)− 2π(x/2) +

2

x

2
∑
p≤x/2

p−
∑
p≤x

p


≥ 2x

log x− 1
− x

log x/2− 1.1
+

2

x

(
(x/2)2

log x/2
+

2c1(x/2)2

log2 x/2
− x2

2 log x
− c2x

2

log2 x

)
.

By Lemma 2.4 with y = log x ≥ 16, we find that

4

y − 1
− 2

y − log 2− 1.1
+

1

y − log 2
+

2c1
(y − log 2)2

− 2

y
− 4c2

y2
≥ 1

y − 0.3

from which we deduce that
∑
p η(p/x) ≥ x/2

log x−0.3 when x ≥ 9 ·106. This proves our

first inequality. For the second part of Lemma 2.5, note that η is bounded by 1, so
that∑
(p,q)=1

η(p/x) = πη(x)−
∑
p|q

η(p/x) ≥ πη(x)− ν(q) ≥ x/2

log x− 0.3
− log x

log 2
≥ x/2

log x
.

This completes the proof. �

3. Character estimates

Here is now a corollary of a theorem from [11].

Lemma 3.1. Let χ be a primitive character modulo q. Then |
∑
n χ(n)η(n/y)| ≤√

q.

A somewhat improved version, when y < q/2ν(q) and ϕ(q)/q is sizeably less

than 1, can be found in [25, Theorem 2.1] (with bound (ϕ(q)/q)
√
q+2ν(q)−1y

√
q−1)

as well as in [1, Theorem 2] (the bound is more difficult to state).
In [22, Lemma 2,4], we proved very simply a lower bound for L(1, χ). We could

use the same lower bound at the cost of a worse constant in 900q, but we prefer to
present a different and more efficient way.

Lemma 3.2. When χ is a primitive quadratic character of conductor q. We have

L(1, χ) ≥ 0.96/
√
q.

Proof. The book [26] of L. Washington contains a proof of the claimed inequality
at the top of page 217 (beware that this number refers to the second edition of this
classical monograph) in the proof of Lemma 11.10. �
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Numerous improvement are here possible. For instance, the same proof of Wash-
ington yields

L(1, χ) ≥ 0.96h(−χ(−1)q)/
√
q

where h(−χ(−1)q) is the cardinality of the class group of Q(
√
χ(−1)q). The proof

continues by using h(−χ(−1)q) ≥ 1 since it is the cardinality of a non-empty
set. However Genus theory tells us that h(−χ(−1)q) ≥ 2ω(q). The reader will
find in [19] a purely analytical proof of a similar lower bound when χ(−1) = −1.
Furthermore, the hypothesis of Theorem 1.1 ensures us that q > 1 856 563 (and
more!). For quadratic characters χ such that χ(−1) = −1 and q > 1 856 563, M.
Watkins proved in [27] that h(q) ≥ 101. This is an appreciably better lower bound.
Concerning characters with χ(−1) = 1, the fact that the regulator is� log q can be
employed to derive an improved lower bound for L(1, χ). We do not dwell further
on these improvements since we do not use them. Note that they are equally
independant of a proof of Linnik’s Theorem.

Lemma 3.3. Let q ≥ 3 and χ be a nontrivial quadratic character modulo q. Then,
there is a prime p ≤ 25 q2, such that χ(p) = 1.

We follow the approach of Lemma 2.5 from Ramaré-Walker, which is actually
taken from J. Pintz [17].

Proof. Suppose that χ(p) = −1 for all primes p ≤ x and not dividing q. We write
d | q∞ to denote that all prime factors of d divide q. Then (1 ∗ χ)(n) is nonzero
only when n = dm2, with d | q∞ and (m, q) = 1. Hence∑

n≤x

(1 ∗ χ)(n) =
∑
d|q∞

∑
m2≤x/d
(m,q)=1

1 ≤
∑
d|q∞

√
x

d
≤
√
xf0(q), (2)

where f0(q) =
∏
p|q

(1 − 1/
√
p)−1. By [22, Lemma 2.1], we have the upper bound

f0(q) ≤ 3.32
√
q. We can also write the given sum as∑

n≤x

(1 ∗ χ)(n) =
∑
d≤x

χ(d)
⌊x
d

⌋
= x

∑
d≤x

χ(d)

d
−
∑
d≤x

χ(d)
{x
d

}
(3)

It can be seen that

L(1, χ) =
∑
d≤x

χ(d)

d
+

∫ ∞
x

 ∑
x<d≤t

χ(d)

 dt

t2
=
∑
d≤x

χ(d)

d
+O∗

(
ϕ(q)

2x

)
,

where we use the bound |
∑
n∈I

χ(n)| ≤ ϕ(q)/2, from [22, Lemma 2.3], for any

interval I. For the second term of (3), we use Axer’s method from [2]. We have∣∣∣∣∣∣
∑
d≤x

χ(d)
{x
d

}∣∣∣∣∣∣ ≤
∑
d≤y

1 +
∑

m≤x/y

∣∣∣∣∣∣
∑

d:bx/dc=m

χ(d)
{x
d

}∣∣∣∣∣∣ ≤ y +
ϕ(q)x

2y
≤
√

2ϕ(q)x,

by choosing y =
√
ϕ(q)x/2. Therefore, this means that xL(1, χ) ≤

√
xf0(q) +√

2ϕ(q) + ϕ(q)/2. Using the lower bound for L(1, χ) from Lemma 3.2, we obtain

0.96
√
q
≤

3.32
√
q

√
x

+

√
2ϕ(q)

x
+
ϕ(q)

x
. (4)
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We further substitute x = 25q2. Our initial hypothesis thus implies that

0.96
√
q
≤ 3.32√

25q
+

√
2

25q
+

1

25q

which we simplify in (
0.96− 3.32 +

√
2√

25

)√
q ≤ 1

25
.

This inequality does not hold when q ≥ 4, getting a contradiction. For q = 3, the
prime 7 satisfies the required conditions. This completes the proof. �

4. Sieve auxiliaries

We define

G(z) =
∑
`≤z

µ2(`)

ϕ(`)
. (5)

This function is studied in details in [23], [18] and in [15]. We shall however need
only a simple lower bound that one may find in [8]. We also define the Selberg
sieve weight by

λd =
dµ(d)

G(z)

∑
`≤z

`≡0(mod d)

µ2(`)

ϕ(`)
. (6)

We start with an auxiliary lemma.

Lemma 4.1. We have ∑
b

µ2(b)τ(b)

ϕ(b)σ(b)
=
ζ(2)2

ζ(4)
.

Furthermore, for any integer parameter P ≥ 7, we have

A1 =
∑
b

µ2(b)τ(b)√
bϕ(b)

= ζ(3/2)2
∏

2≤p≤P

(
1 +

2p2 − 3p3/2 −√p+ 2

p7/2(p− 1)

)(
1 +O∗(E1)

)
,

where E1 + 1 ∈ [1, exp(4/(3P 3/2))]. We have A1 ≤ 7.31. Similarly, we have

A2ζ(3/2)−4 =
∑
b

µ2(b)τ2(b)√
bϕ(b)

ζ(3/2)−4 =

∏
2≤p≤P

(
1+

4p5 − 10p9/2 − 6p7/2 + 20p3 + 4p2 − 15p3/2 −√p+ 4

p13/2(p− 1)

)(
1+O∗(E2)

)
.

where E2 + 1 ∈ [1, exp(8/(3P 3/2))]. We have A2 ≤ 28.8.

Proof. In each of these three cases, we compute the local p-factor. In the first case,
we find that it is

1 +
2

p2 − 1
=
p2 + 1

p2 − 1
=

p4 − 1

(p2 − 1)2
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from which our assertion follows readily. In the second case, we find that the local
p-factor is

1 +
2

√
p(p− 1)

=

(
1− 1

p3/2

)−2(
1− 1

p3/2

)2(
1 +

2
√
p(p− 1)

)
=

(
1− 1

p3/2

)−2(
1 +

2p2 − 3p3/2 −√p+ 2

p7/2(p− 1)

)
.

We further check that, when p ≥ 2,

0 ≤
2p2 − 3p3/2 −√p+ 2

p7/2(p− 1)
≤ 2p2 − 2p

p7/2(p− 1)
≤ 2

p5/2
.

We then use log(1 + x) ≤ x and a comparison to an integral to get

0 ≤ log
∏
p>P

(
1 +

2p2 − 3p3/2 −√p+ 2

p7/2(p− 1)

)
≤
∑
p>P

2

p5/2
≤
∑
n>P

2

n5/2
≤ 4

3P 3/2
.

We expanded the sum over every integer in the above; the reader who wants to
use the fact that the variable p is indeed prime may instead use the more precise
Lemma 3.2 from [20]. GP/Pari has an efficient and reliable manner of computing
ζ(3/2) and Euler-products as well (simply with the function prodeuler). We derive
an upper bound for A1 by using the parameter P = 106. In the third case, we find
that the local p-factor is

1 +
4

√
p(p− 1)

=

(
1− 1

p3/2

)−4(
1− 1

p3/2

)4(
1 +

4
√
p(p− 1)

)
.

We proceed as before but the computations are more cumbersome and it is better
to use some software help. We asked GP/Pari to expand (here q is a symbol for

√
p)

( (1− 1/q3)4 ∗ (1 + 4/q/(q2 − 1)) − 1 ) ∗ q13 ∗ (q2 − 1)

and deduced from the answer that(
1− 1

p3/2

)4(
1 +

4
√
p(p− 1)

)
= 1 +

4p5 − 10p9/2 − 6p7/2 + 20p3 + 4p2 − 15p3/2 −√p+ 4

p13/2(p− 1)
.

We readily check that, when p ≥ 7, we have

0 ≤
4p5 − 10p9/2 − 6p7/2 + 20p3 + 4p2 − 15p3/2 −√p+ 4

p13/2(p− 1)
≤ 4p5 − 4p4

p13/2(p− 1)
≤ 4

p5/2
.

�

Lemma 4.2. Let z > 1 be a real number. We have G(z) ≥ log z and |λd| ≤ 1. We
also have ∑

d

|λd| ≤
z

log z

(
15

π2
+

30√
z

)
.
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Proof. The bound |λd| ≤ 1 may be found in many exposition of the Selberg sieve.
It originates from [9]. From (6), we find that∑
d

|λd| =
∑
d≤z

dµ2(d)

G(z)

∑
l≤z

`≡0(mod d)

µ2(`)

ϕ(`)
=

1

G(z)

∑
`≤z

µ2(`)

ϕ(`)

∑
d|`

d =
1

G(z)

∑
`≤z

µ2(`)σ(`)

ϕ(`)
.

Now, write µ2(`)σ(`)
ϕ(`) =

∑
ab=` µ

2(ab)τ(b)/ϕ(b), so that

∑
`≤z

µ2(`)σ(`)

ϕ(`)
=

∑
ab≤z

(a,b)=1

µ2(a)
µ2(b)τ(b)

ϕ(b)
=
∑
b≤z

µ2(b)τ(b)

ϕ(b)

∑
a≤z/b
(a,b)=1

µ2(a) (7)

Note that∑
m≤y

(m,q)=1

1 =
∑
δ|q

µ(δ)
∑
m≤y
δ|m

1 =
∑
δ|q

µ(δ)
(y
δ
− 1

2
+O∗(1/2)

)
= y

ϕ(q)

q
+O∗(2ν(q)−1)

since the last equation is true when q > 1 and the global expression holds obviously
true when q = 1. We then find that∑

n≤x
(n,q)=1

µ2(n) =
∑
d≤
√
x

(d,q)=1

µ(d)
∑

d2|n≤x
(n,q)=1

1 = x
ϕ(q)

q

∑
d≤
√
x

(d,q)=1

µ(d)

d2
+O∗(2ν(q)−1

√
x)

=
x

ζ(2)

q

σ(q)
+O∗((2 + 2ν(q)−1)

√
x)

Therefore∑
`≤z

µ2(`)σ(`)

ϕ(`)
≤
∑
b≤z

µ2(b)τ(b)

ϕ(b)

(
z

bζ(2)

b

σ(b)
+ ( 1

2τ(b) + 2)

√
z

b

)

≤ z

ζ(2)

∑
b

µ2(b)τ(b)

ϕ(b)σ(b)
+
√
z

(∑
b

µ2(b)τ2(b)

2
√
bϕ(b)

+ 2
∑
b

µ2(b)τ(b)√
bϕ(b)

)

≤ 15z

π2
+ 30

√
z.

The last inequality comes from Lemma 4.1 since 28.8/2 + 2 × 7.31 = 29.02 ≤ 30.
Using the bound G(z) ≥ log z, we obtain the desired result. �

A “Brun-Titchmarsh Theorem” is a result that bounds the number of primes in
some residue class and in an interval. This is an important topic in the literature,
and this kind of results can be proved via the linear sieve or via the Selberg sieve,
see [9]. We now state the version we use, namely [13, Theorem 2]. Only the case
x = 0 is required in our proof.

Lemma 4.3 (Brun-Titchmarsh Theorem). Let x ≥ 0 and y > 0 be two real num-
bers. For 1 ≤ q < y and (a, q) = 1, we have

π(x+ y, q, a)− π(x, q, a) ≤ 2y

ϕ(q) log(y/q)
.
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5. Additive combinatorics auxiliaries

Here is the case of Kneser’s Theorem we need. We state it with the group
operation being denoted by the addition, as is customary, but we will use in the
multiplicative group of Z/qZ. We prove it in the appendix. We recall that, when
A and B are two subsets of some abelian group G, we define

A+B = {a+ b / a ∈ A, b ∈ B}.
In particular, the number of representations of a given element is not taken into
account. The stabilizer, say H, of a subset C of G is defined by

H = {g ∈ G / ∀c ∈ C, g + c ∈ C}.
This stabilizer is a subgroup of G.

Corollary 5.1. Let A be a subset of a finite abelian group G. Let H be the stabilizer
of A+A. Suppose that A meets λ cosets of H. Then

|A+A| ≥ (2λ− 1)|H|.
While the previous result is used when the sets we add have a somewhat small

cardinality, the next one is tailored for very large sets.

Lemma 5.2. Let A and B be two subsets of a finite abelian group G satisfying
|A|+ |B| > |G|. Then A+B = G.

Proof. Indeed, let g be some element of G. The set g − A = {g − a, a ∈ A} has
|A| > |G \B| elements. It thus contains an element g− a = b of B and this implies
that g = a+ b ∈ A+B. As g was arbitrary, this proves the lemma. �

6. Proof of Theorems 1.5 and 1.6

Let us first define

γ(n) = 1n≡uH(mod q) =
1

Y

∑
χ(mod G/H)

χ(nū). (8)

For any character χ on G/H, let χ∗ denote the primitive character inducing χ.
Following Ramaré & Rumely’s trick [21, Pg 414], we consider

γ∗(n) =
1

Y

∑
χ(mod G/H)

χ∗(nū). (9)

This is useful in avoiding the loss occurring due to the imprimitivity of characters
in γ(n). Let q(n) be the largest divisor of q that is coprime to n. For any d | q, let
Gd = (Z/dZ)

∗
and Hd be the projection of the subgroup H in Gd. Then, we have

γ∗(n) =

∣∣Gq(n)/Hq(n)

∣∣
Y

1n≡uHq(n)(mod q(n)). (10)

Proof. To show this, we write χ∗(mod* Gd/Hd), to denote that χ∗ is primitive to
modulus d and is trivial on Hd. We have

γ∗(n) =
1

Y

∑
d|q(n)

∑
χ∗(mod* Gd/Hd)

χ∗(nū) =
1

Y

∑
χ(mod Gq(n)/Hq(n))

χ(nū)

=

∣∣Gq(n)/Hq(n)

∣∣
Y

1n≡uHq(n)(mod q(n)).

�
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It follows from (10) that

γ(n) ≤ γ∗(n), for all n ≥ 1.

Indeed, when (n, q) > 1, we have γ(n) = 0 ≤ γ∗(n), while, when (n, q) = 1, we
have q(n) = q and therefore again γ(n) = γ∗(n). Let us start the main proof. We
first introduce a parameter z ∈ [1, y] and define P (z) =

∏
p≤z p. Then

πη(y; q, uH) =
∑
p

γ(p)η(p/y) ≤
∑
p≤z

γ(p)η(p/y) +
∑

(n,P (z))=1

γ(n)η(n/y)

≤ z +
∑

(n,P (z))=1

γ∗(n)η(n/y). (11)

We use the Selberg device for bounding above the second sum, simply noting that

1(n,P (z))=1 ≤
(∑
d|n

λd

)2
(12)

where (λd)d is defined in (6). We find that∑
(n,P (z))=1

γ∗(n)η(n/y) ≤
∑
n

γ∗(n)
(∑
d|n

λd

)2
η(n/y)

≤
∑
d1,d2

λd1λd2
∑
n,

[d1,d2]|n

γ∗(n)η(n/y)

≤
∑
d1,d2

λd1λd2
1

Y

∑
χ(mod G/H)

χ∗(ū)
∑
n,

[d1,d2]|n

χ∗(n)η(n/y)

and thus our upper bound reads∑
d1,d2

λd1λd2
1

Y

∑
χ(mod G/H)

χ∗(ū[d1, d2])
∑
m

χ∗(m)η(m[d1, d2]/y) = S0 + S1 (13)

where S0 is the contribution of the trivial character and S1 the contribution of the
rest of them.

When χ is the trivial character, χ∗ is just 1. A classical computation that can
be found for instance in [9], equation (1.7) chapter 3, where Σ1 is defined in (1.1)
therein, shows that ∑

d1,d2

λd1λd2
[d1, d2]

= G(z).

Therefore, from Lemma 2.1, we have

S0 =
1

Y

∑
d1,d2

λd1λd2
∑
n

η(n[d1, d2]/y) =
1

Y

∑
d1,d2

λd1λd2

(
y

2[d1, d2]
+O∗(1/2)

)

=
y/2

Y G(z)
+O∗

 1

2Y

(∑
d

|λd|

)2
 . (14)

Next, we look at the contribution to (13) coming from nontrivial characters mod-
ulo q. Note that the characters on G/H can be identified with the set of characters
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modulo q that act trivially on H. Let q∗ denote the conductor of χ. By Lemma 3.1,
we have

S1 ≤
1

Y

∑
d1,d2

|λd1 ||λd2 |
∑

χ(mod G/H)
χ 6=χ0

√
q∗ ≤ Y − 1

Y

√
q

(∑
d

|λd|

)2

. (15)

We have used the bound q∗ ≤ q which is for instance optimal when q is a prime.
Therefore, from (11), (14), (15) and the bound G(z) ≥ log z from Lemma 4.2, we
get

πη(y; q, uH) ≤ z +
y/2

Y log z
+

(
Y − 1

Y

√
q +

1

2Y

)(∑
d

|λd|

)2

≤ z +
y/2

Y log z
+
√
q

z2

log2 z

(
15

π2
+

30√
z

)2

where we have used Lemma 4.2 in the last step. To prove Theorem 1.5, we select

z =

√
y

Y
√
q

(16)

and the theorem follows readily. To prove Theorem 1.6, let us first assume that we
are given a parameter b ≥ 500 such that

y ≥ b15/2, Y 3
2 log b ≤ log y, q ≤ y1/3/b. (17)

We first deduce a more precise inequality from these assumptions:

Y log z

y/2
πη(y; q, uH) ≤ 1 +

2zY log z

y
+
√
q

2Y z2

y log z

(
15

π2
+

30√
z

)2

≤ 1 +
2z log y log z

y(3/2) log b
+
y1/6√
b

2z2 log y

y(log z)(3/2) log b

(
15

π2
+

30√
z

)2

.

We take

z = ya (18)

for a parameter a ∈ [0.3, 0.5] to be chosen. We readily see that the RHS above is
a non-increasing function of y and use GP/Pari to find that b = 650 ensures that
this RHS is ≤ 2.497 (on selecting a = 0.411063) while b = 640 does not (as shown
by a crude plot). This completes the proof of Theorem 1.6.

7. Proof of Theorem 1.2

The proof of Theorem 1.2 follows closely the one of the Theorem 1.5. Let us give
a sketch by using the notation of the previous section. We find that∑

x<p≤x+y,
p∈uH

1 =
∑

x<p≤x+y

γ(p) ≤
∑
p≤z

γ(p) +
∑

x<p≤x+y,
(n,P (z))=1

γ(n)

≤ z +
∑

x<p≤x+y,
(n,P (z))=1

γ∗(n). (19)
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The proof then proceeds as before with the obvious changes. For instance, we get

S0 =
y

Y G(z)
+O∗

 1

Y

(∑
d

|λd|

)2
 .

The estimate of S1 does now rely on the Pólya-Vinogradov inequality. We take the
explicit form due to D.A. Frolenkov & K. Soundararajan in [7] and which we recall
in the next lemma.

Lemma 7.1. For χ a primitive character to the modulus q ≥ 1200, we have

max
M,N

∣∣∣ M+N∑
a=M+1

χ(a)
∣∣∣ ≤ { 2

π2

√
q log q +

√
q when χ is even,

1
2π

√
q log q +

√
q when χ is odd.

This latter estimates holds as soon as q ≥ 40.

It is easy to derive from these inequalities that

∀q ≥ 1200, max
M,N

∣∣∣ M+N∑
a=M+1

χ(a)
∣∣∣ ≤ √q log q.

This is enough for our purpose. At the level of equation (15), we replace
√
q by√

q log q. Finally, we choose

z =

√
y

Y
√
q log q

(20)

and the reader will easily complete the proof from then on.

8. Proof of Theorem 1.1

Let P(y) be the set of primes below y that do not divide q and let A be the
image of P(y) in G = (Z/qZ)

∗
. We seek to show that A ·A ·A = G. Note that

q ≤ y1/3−1/δ, where δ =
log y

log 650
. (21)

We first obtain a lower bound for |A|. From Lemma 2.2 and the Brun-Titchmarsh
Theorem, we have

y

log y
≤

∑
p≤y

(p,q)=1

1 =
∑∗

a(mod q)

π(y, q, a) ≤ |A| 2y

ϕ(q) log(y/q)
.

Therefore

|A| ≥ ϕ(q)

2

(
1− log q

log y

)
≥ ϕ(q)

(
1

3
+

1

2δ

)
. (22)

The combinatorial argument that follows uses in a crucial manner the fact that
|A|/ϕ(q) is greater than 1/3 + 1/(2δ); the bound 1/3 would not be enough.

Now, let H be the stabiliser of A ·A in G. Suppose Y is the index of H in G and
that A meets λ cosets of H in G. Then, clearly λ ≥ dY (1/3 + 1/2δ)e. We consider
two cases:
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Case I. Y ≡ 0, 1(mod 3).

We note that, in this case λ ≥ dY (1/3 + 1/2δ)e ≥ Y/3+2/3. So, by Corollary 5.1
and (22), we have

|A ·A|+ |A| ≥
(

2(Y/3 + 2/3)− 1

Y
+

1

3
+

1

2δ

)
|G| > |G|.

Therefore A ·A ·A = G.

Case II. Y ≡ 2(mod 3).

First, we consider the case Y > 2δ/3. We have

|A ·A|+ |A| ≥
(

2Y (1/3 + 1/2δ)− 1

Y
+

1

3
+

1

2δ

)
|G| ≥

(
1 +

3

2δ
− 1

Y

)
|G| > |G|.

We now consider the case Y ≤ 2δ/3. We first deal with the case Y = 2.

In this case, there is a nontrivial quadratic character χ(mod q) such that H is
the kernel of χ. Note that since P(y) generates all integers below y that are coprime
to q, there is a prime p such that χ(p) = −1, since otherwise χ(n) = 1 for all n ≤ y
with (n, q) = 1 and this would mean that χ is trivial. Also, by Lemma 3.3, there is
a prime p ≤ 25q2 ≤ y, such that χ(p) = 1. Therefore, A meets both the cosets of
H i.e., λ = 2. By Kneser’s theorem, we have A ·A = G and hence A ·A ·A = G.

It now remains to deal with the case 5 ≤ Y ≤ 2δ/3. It turns out that 2δ/3 =
(log y)/(3 log(650)/2). This implies that y ≥ 65015/2. We can thus use Theorem 1.6
together with Lemma 2.5 to obtain a lower bound for λ. We have

y/2

log y
≤

∑
(p,q)=1

η(p/y) =
∑

u∈A/H

πη(y; q, uH) ≤ λ2.497 y/2

Y log y
.

Therefore,

λ ≥
⌈

Y

2.497

⌉
.

If Y = 5, then clearly λ ≥ 3 and we have |A ·A| ≥ |G|, and so A ·A ·A = G. So,
assume that 8 ≤ Y ≤ 2δ/3. By Kneser’s theorem, and (22), we have

|A ·A|+ |A| ≥

(
2Y

2.497 − 1

Y
+

1

3
+

1

2δ

)
|G| ≥

(
2

2.497
+

1

3
+

1

2δ
− 1

8

)
|G| > |G|.

This completes the proof of Theorem 1.1.

Appendix A. Kneser for A = B by Oriol Serra

This is a self–contained proof of Kneser’s theorem in the symmetric case that
relies on the ideas developed in [24].

Theorem K. Let G be an abelian group and A ⊂ G a finite subset.
If

|A+A| < 2|A| − 1,

then A+A is a union of cosets of the stabilizer H(A+A) of A+A.

Proof. We may assume that A + A 6= G, otherwise the statement is trivial. We
may also assume that A generates G. Suppose the result false and choose a coun-
terexample A with minimum cardinality.
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Let U ⊂ G be a minimal subset of G which minimizes

|A+X| − |X|,
among all finite nonempty subsets X ⊂ G such that A+X 6= G (A is one of these
subsets). By translation we may assume 0 ∈ A ∩ U .

Claim 1. U is a proper subgroup of G.

Proof. It follows from the hypothesis that |A+U | − |U | ≤ |A+A| − |A| < |A| − 1.
Therefore |U | ≥ 2. Let us show that, for every g ∈ G,

either U + g = U or (U + g) ∩ U = ∅. (23)

We first note that the operator ∂A(X) = |A + X| − |X| on the finite subsets of G
is submodular: for every pair of finite sets X,Y ⊂ G we have

∂A(X ∪ Y ) + ∂A(X ∩ Y ) ≤ ∂A(X) + ∂A(Y ). (24)

The inequality follows because every element counted in ∂A(X ∪Y ) is also counted
in ∂A(X) or ∂A(Y ), and if this element is counted in ∂A(X ∩ Y ) then it is counted
in both ∂A(X) and ∂A(Y ).

Write U ′ = U + g. Since ∂A(·) is invariant by translations, (24) yields

∂A(U ∪ U ′) + ∂A(U ∩ U ′) ≤ 2∂A(U). (25)

If U∩U ′ 6= ∅ then, by the minimality of ∂A(U) and U , we have ∂A(U∩U ′) ≥ ∂A(U).
Moreover, if there is equality, then U = U ′ proving the claim.

Suppose on the contrary that ∂A(U ∩U ′) > ∂AU . Then (25) yields ∂A(U ∪U ′) <
∂AU which, again by the minimality conditions, imply A+(U ∪U ′) = G. It follows
that

|G| = |U ∪ U ′|+ ∂A(U ∪ U ′) < 2|U |+ ∂A(U).

But then U∗ = G \ (A+U) satisfies |U∗| = |G| − (|U |+ ∂A(U)) < |U | and ((−A) +
U∗)\U∗ ⊂ (A+U)\U . SinceG is abelian, the map x 7→ −x is a group automorphism
and −U∗ is a smaller subset than U with no larger ∂A(·), a contradiction. �

Let
A = ∪a∈A(A ∩ (U + a)) = A0 ∪A1 ∪ · · · ∪At,

be the decomposition of A into cosets of U . SInce A generates G we have t ≥ 1.
By translation we may assume that |A0| = mini |Ai| and 0 ∈ A0. We have

(t+ 1)|U | =
∑
i

|Ai + U | = |A+ U | < |A|+ |U | − 1.

It follows that t|U | <
∑
i |Ai| and therefore, by our choice of A0, |Ai|+ |Aj | > |U |

for each pair (i, j) except possibly (0, 0). This means that Ai +Aj is a U–coset for
all pairs Ai, Aj except possibly for A0 +A0 ⊂ U .

Now consider the natural projection π : G→ G/U . We have

|π(A) + π(A)| ≥ 2|π(A)| − 1, (26)

since otherwise we would find a nontrivial subgroup π(U ′) < G/U as before with

|π(A) + π(U ′)| < |π(A)|+ |π(U ′)| − 1,

leading to a subgroup U ′ < G with |A+U ′|−|U ′| < |A+U |−|U |, which contradicts
our choice of U . By (26) and the fact that 2(A \ A0) is a union of U–cosets, we
have

2|A| − 1 > |A+A| ≥ 2|(A \A0)|+ |A0 +A0|,
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which implies |A0 +A0| < 2|A0| − 1. By the minimality of |A|, A0 +A0 is a union
of cosets of a proper subgroup U0 < U . Hence A+A is also a union of cosets of U0.
This shows that the stabilizer of A+A is nontrivial. Certainly A+A = A+A+H
is a union of cosets of the stabilizer H = H(A+A). �

Corollary 5.1. Let A be a subset of a finite abelian group G. Let H be the stabilizer
subgroup of A+A. Suppose that A meets λ cosets of H. Then

|A+A| ≥ (2λ− 1)|H|.

Proof. Let π : G→ G/H be the canonical projection. Then π(A)+π(A) has trivial
stabilizer (by maximality of H) and, by Theorem A,

|π(A) + π(A)| ≥ 2|π(A)| − 1 = 2λ− 1.

It follows that

|A+A| = |H| · |π(A) + π(A)| ≥ (2λ− 1)|H|.
�
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[19] O. Ramaré. A purely analytical lower bound for L(1, χ). Annales Mathématiques Blaise
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