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Abstract

This work deals with a mathematical analysis of sodium's transport in a tubular ar-

chitecture of a kidney nephron. The nephron is modelled by two counter-current tubules.

Ionic exchange occurs at the interface between the tubules and the epithelium and between

the epithelium and the surrounding environment (interstitium). From a mathematical

point of view, this model consists of a 5×5 semi-linear hyperbolic system. In the litera-

ture similar models neglect the epithelial layers. In this paper, we show rigorously that

such models may be obtained by assuming that the permeabilities between lumen and

epithelium are large. Indeed we show that when these grow, solutions of the 5×5 system

converge in a certain way to solutions of a reduced 3×3 system where no epithelial layer

is present. The problem is de�ned on a bounded spacial domain with initial and bound-

ary data. Establishing BV compactness forces to introduce initial layers and to handle

carefully the presence of lateral boundaries.

Key words: Hyperbolic systems, relaxation limit, characteristics method, boundary layers,
ionic exchanges.

AMS Subject classi�cation: 22E46, 53C35, 57S20

1 Introduction

2 Introduction

In this study, we consider a mathematical model for a particular component of the nephron, the
functional unit of kidney. It describes the ionic exchanges through the nephron tubules in the
Henle's loop. The main function of the kidneys is the �ltration of blood. Through �ltration,
secretion and excretion of �ltered metabolic wastes and toxins, the kidneys are able to maintain
a certain homeostatic balance within cells. Despite the development of sophisticated models
about water and electrolyte transport in the kidney, some aspects of the fundamental functions
of this organ remain yet to be fully explained,[7]. For example, how a concentrated urine can be
produced by the mammalian kidney when the animal is deprived of water remains not entirely
clear.
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The loop of Henle and its architecture play an important role in the concentrated or diluted urine
formation. In order to explain how an animal or a human being can produce a concentrated
urine and what this mechanism depends on, we need to analyse the counter-current transport in
the 'ascending' and 'descending' tubules. There the ionic exchanges between the cell membrane
and the environment where tubules are immersed, take place.
We consider a simpli�ed model for sodium exchange in the kidney nephron. In this simpli�ed
version, the nephron is modelled by two tubules, one ascending and one descending, of length
denoted L. Ionic exchanges and transport occur at the interface between the lumen and the
epithelial layer (cell membrane) and at the interface between the cells and the interstitium
(this term indicates all the space/environment that surrounds the tubules and blood vessels).
A schematic representation for the model is given in Figure 1. If we denote t ≥ 0 and x ∈ (0, L)
the time and space variables, respectively, the dynamics of ionic concentrations is modelled by
the following semi-linear hyperbolic system (see e.g.[10, 15, 16, 17])

∂tu1 + α∂xu1 = J1 = 2πr1P1(q1 − u1)
∂tu2 − α∂xu2 = J2 = 2πr2P2(q2 − u2)
∂tq1 = J1,e = 2πr1P1(u1 − q1) + 2πr1,eP1,e(u0 − q1)
∂tq2 = J2,e = 2πr2P2(u2 − q2) + 2πr2,eP2,e(u0 − q2)−G(q2)
∂tu0 = J0 = 2πr1,eP1,e(q1 − u0) + 2πr2,eP2,e(q2 − u0) +G(q2),

(1)

complemented with the boundary and initial conditions
u1(t, 0) = ub(t); u1(t, L) = u2(t, L) t > 0

u1(0, x) = u01(x); u2(0, x) = u02(x); u0(0, x) = u00(x);

q1(0, x) = q01(x); q2(0, x) = q02(x).

(2)

In this model, we have used the following notations :

� ri : denote the radius for the lumen i ([m]).

� ri,e : denote the radius for the tubule i with epithelium layer.

� Sodium's concentrations ([mol/m3]) :
ui(t, x) : in the lumen i,
qi(t, x) : in the epithelium 'near' lumen, i
u0(t, x) : in the interstitium.

� Permeabilities ([m/s]):
Pi : between the lumen and the epithelium,
Pi,e : between the epithelium and the interstitium.

In this work we will indicate as lumen the considered limb and as tubule the segment with its
epithelial layer. In physiological common language, the term 'tubule' refers to the cavity of
lumen together with its related epithelial layer (membrane) as part of it, [8].
In the ascending tubule, the transport of solute both by passive di�usion and active re-
absorption uses Na+/K+-ATPases pumps, which exchange 3 Na+ ions for 2 K+ ions. This
active transport is modelled by a non-linear term given by the Michaelis-Menten kinetics :

G(q2) = Vm,2

(
q2

kM,2 + q2

)3

. (3)
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where kM,2 and Vm,2 are real positive constants. In each tubule, the �uid (mostly water) is
assumed to �ow at constant rate α and we only consider one generic uncharged solute in two
tubules as depicted in Figure 1.

Figure 1: Simpli�ed model of the loop of Henle. q1, q2, u1 and u2 denote solute concentration
in the epithelial layer and lumen of the descending/ascending limb, respectively.

In a recent paper [10], the authors have studied the role of the epithelial layer in the ionic
transport. The aim of this work is to clarify the link between model (1) taking into account
the epithelial layer and models neglecting it. In particular, when the permeability between
the epithelium and the lumen is large it is expected that these two regions merge, allowing to
reduce system (1) to a model with no epithelial layer. More precisely, as the permeabilities
P1 and P2 grow large, we show rigorously that solutions of (1) with boundary conditions (2)
relax to solutions of a reduced system with no epithelial layer. From a mathematical point
of view, system (1) may be seen as a hyperbolic system with a sti� source term. The source
term is in some sense a relaxation of another hyperbolic system of smaller dimension. Such
an approach has been widely studied in the literature, see e.g. [6, 12, 5, 14]. Since the initial
data of the starting system for �xed ε has no reason to be compatible with the limit system,
the mathematical analysis of this relaxation procedure should account for initial layers. In
the setting of a generic relaxation problem concerning the Cauchy case for not 'well-prepared'
data, or data out of equilibrium, the construction of initial layers and the corresponding error
analysis can be found in [2]. The proof of our convergence result is obtained thanks to a BV
compactness argument in space and in time. Another di�culty is due to the presence of the
boundary, which must be handled with care in the a priori estimates, in order to be uniform
with respect to ε, the relaxation parameter depending on the permeabilities.

3 Main results

Before presenting our main result, we list some assumptions which will be used throughout this
paper.

Assumption 3.1. We assume that the initial solute concentrations are non-negative and uni-
formly bounded in L∞(0, L) and with respect to the total variation :

0 ≤ u01, u
0
2, q

0
1, q

0
2, u

0
0 ∈ BV (0, L) ∩ L∞(0, L). (4)
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For detailed de�nitions of the BV setting we refer to the standard text-books [3, 18]. A
more recent overview gives a global picture in an extensive way [4], it uni�es also the diversity
of de�nitions found in the literature dealing with the BV spaces in either the probabilistic or
the deterministic context.

Assumption 3.2. Boundary conditions are such that

0 ≤ ub ∈ BV (0, T ) ∩ L∞(0, T ). (5)

Assumption 3.3. Regularity and boundedness of G.
We assume that the non-linear function modelling active transport in the ascending limb is an
odd and W 2,∞(R) function :

∀x ≥ 0, G(−x) = −G(x), 0 ≤ G(x) ≤ ‖G‖∞, 0 ≤ G′(x) ≤ ‖G′‖∞. (6)

We notice that the function G de�ned on R+ by the expression in (3) may be straightforwardly
extended by symmetry on R by a function satisfying (6).

To simplify our notations in (1), we set 2πri,ePi,e = Ki, i = 1, 2 and 2πriPi = ki , i = 1, 2.
The orders of magnitude of k1 and k2 are the same even if their values are not de�nitely equal,
we may assume to further simplify the analysis that k1 = k2. We consider the case where
permeability between the lumen and the epithelium is large and we set, k1 = k2 =

1
ε
for ε� 1.

Then, we investigate the limit ε goes to zero of the solutions of the following system :

∂tu
ε
1 + α∂xu

ε
1 =

1

ε
(qε1 − uε1) (7a)

∂tu
ε
2 − α∂xuε2 =

1

ε
(qε2 − uε2) (7b)

∂tq
ε
1 =

1

ε
(uε1 − qε1) +K1(u

ε
0 − qε1) (7c)

∂tq
ε
2 =

1

ε
(uε2 − qε2) +K2(u

ε
0 − qε2)−G(qε2) (7d)

∂tu
ε
0 = K1(q

ε
1 − uε0) +K2(q

ε
2 − uε0) +G(qε2) (7e)

Formally, when ε → 0, we expect the concentrations uε1 and qε1 to converge to the same
function. The same happens for uε2 and q

ε
2. We denote u1, respectively u2, these limits. Adding

(7a) to (7c) and (7b) to (7d), we end up with the system

∂tu
ε
1 + ∂tq

ε
1 + α∂xu

ε
1 = K1(u

ε
0 − qε1)

∂tu
ε
2 + ∂tq

ε
2 − α∂xuε2 = K2(u

ε
0 − qε2)−G(qε2).

Passing formally to the limit when ε goes to 0, we arrive at

2∂tu1 + α∂xu1 = K1(u0 − u1) (8)

2∂tu2 − α∂xu2 = K2(u0 − u2)−G(u2), (9)

coupled to the equation for the concentration in the interstitium obtained by passing into the
limit in equation (7e)

∂tu0 = K1(u1 − u0) +K2(u2 − u0) +G(u2). (10)
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This system is complemented with the initial and boundary conditions

u1(0, x) = u01(x) + q01(x), u2(0, x) = u02(x) + q02(x), u0(0, x) = u00(x), (11)

u1(t, 0) = ub(t), u2(t, L) = u1(t, L). (12)

Finally, we recover a simpli�ed system for only three unknowns. From a physical point of view
this means fusing the epithelial layer with the lumen. It turns out to merge the lumen and the
epithelium into a single domain when we consider the limit of in�nite permeability. The aim of
this paper is to make this formal computation rigorous. For this sake, we de�ne weak solutions
associated to the limit system (8)-(10) :

De�nition 3.1. Let u01(x), u
0
2(x), u

0
0(x) ∈ L1(0, L)∩L∞(0, L) and ub(t) ∈ L1(0, T )∩L∞(0, T ).

We say that U(t, x) = (u1(t, x), u2(t, x), u0(t, x))
> ∈ L∞((0, T );L1(0;L)∩L∞(0, L))3 is a weak

solution of system (8)-(10) if for all φ ∈ S3, with

S3 :=
{
φ ∈ C1([0, T ]× [0, L])3, φ(T, x) = 0, φ1(t, L) = φ2(t, L), and φ2(t, 0) = 0

}
,

we have∫ T

0

∫ L

0

u1(2∂tφ1 + α∂xφ1)dxdt+ α

∫ T

0

ub(t)φ1(t, 0) dt+

∫ L

0

u01(x)φ1(0, x) dx

+

∫ T

0

∫ L

0

u2(2∂tφ2 − α∂xφ2) +

∫ L

0

u02(x)φ2(0, x) dx

+

∫ T

0

∫ L

0

u0∂tφ3 +K1(u1 − u0)(φ3 − φ1) +K2(u2 − u0)(φ3 − φ2) +G(u2)(φ3 − φ2) dxdt

+

∫ L

0

u00(x)φ3(0, x) dx = 0.

(13)

More precisely, the main result reads

Theorem 3.1. Let T > 0 and L > 0. We assume that initial data and boundary conditions
satisfy (4), (5), (6). Then, the weak solution (uε1, u

ε
2, q

ε
1, q

ε
2, u

ε
0) of system (7) with boundary and

initial conditions (2) converges, as ε goes to zero, to the weak solution of reduced (or limit)
problem (8)�(10) complemented with (11)�(12). More precisely,

uεi −−→
ε→0

ui i = 0, 1, 2, strongly in L1([0, T ]× [0, L]),

qεj −−→
ε→0

uj j = 1, 2, strongly in L1([0, T ]× [0, L]),

where (u1, u2, u0) is the unique weak solution of the limit problem (8)�(10) in the sense of
De�nition 3.1.

The system (7) can be seen as a particular case of the model without epithelial layer intro-
duced and studied in [16] and [15].
A priori estimates uniform with respect to the parameter ε (accounting for permeability) are
obtained in Section 5. We emphasize that estimates on time derivatives are more subtle due to
speci�c boundary conditions of system and because one has to take care of singular initial lay-
ers. Concerning existence and uniqueness of a solution, in previous works [16] and [15], authors
proposed a semi-discrete scheme in space in order to show existence. In this work we propose
a �xed point theorem giving the same result for any �xed ε > 0 in Section 4. The advantage
of our approach is that we directly work with weak solutions associated to (7). After recalling
the de�nition of weak solution for problem (1), we report below the statement of Theorem 3.2,
and we refer to Section 4 for the proof.
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De�nition 3.2. Let (u01(x), u
0
2(x), q

0
1(x), q

0
2(x), u

0
0(x)) ∈ (L1(0, L) ∩ L∞(0, L))5 and ub(t) ∈

L1(0, T ) ∩ L∞(0, T ). Let ε > 0 be �xed. We say that U ε(t, x) = (uε1(t, x), u
ε
2(t, x), q

ε
1(t, x),

qε2(t, x), u
ε
0(t, x)) ∈ L∞((0, T );L1(0, L) ∩ L∞(0, L))5 is a weak solution of system (7) if for all

φ = (φ1, φ2, φ3, φ4, φ5) ∈ S5, with

S5 :=
{
φ ∈ C1([0, T ]× [0, L])5, φ(T, x) = 0, φ1(t, L) = φ2(t, L), and φ2(t, 0) = 0

}
we have∫ T

0

∫ L

0

uε1(∂tφ1 + α∂xφ1) +
1

ε
(qε1 − uε1)φ1 dxdt+ α

∫ T

0

uεb(t)φ1(t, 0) dt+

∫ L

0

u01(x)φ1(0, x) dx

+

∫ T

0

∫ L

0

uε2(∂tφ2 − α∂xφ2) +
1

ε
(qε2 − uε2)φ2 dxdt+

∫ L

0

u02(x)φ2(0, x) dx

+

∫ T

0

∫ L

0

qε1(∂tφ3) +K1(u
ε
0 − qε1)φ3 −

1

ε
(qε1 − uε1)φ3 dxdt+

∫ L

0

q01(x)φ3(0, x) dx

+

∫ T

0

∫ L

0

qε2(∂tφ4) +K2(u
ε
0 − qε2)φ4 −

1

ε
(qε2 − uε2)φ4 −G(qε2)φ4 dxdt+

∫ L

0

q02(x)φ4(0, x) dx

+

∫ T

0

∫ L

0

uε0(∂tφ5) +K1(q
ε
1 − uε0)φ5 +K2(q

ε
2 − uε0)φ5 +G(qε2)φ5 dxdt

+

∫ L

0

u00(x)φ5(0, x) dx = 0.

(14)

Theorem 3.2 (Existence). Under assumptions (4), (5), (6) and for every �xed ε > 0, there
exists a unique weak solution U ε of the problem (7).

4 Proof of the existence result

We de�ne the Banach space B := (L1(0, L)∩L∞(0, L))5. We prove existence using the Banach-
Picard �xed point theorem (see e.g., [13] for various examples of its application). We consider
a time T > 0 (to be chosen later) and the map T : XT → XT with the Banach space XT =

L∞([0, T ];B), and we denote ‖ · ‖XT = supt∈(0,T ) ‖ · ‖B. For a given function Ũ ∈ XT , with

Ũ = (ũ1, ũ2, q̃1, q̃2, ũ0), we de�ne U := T (Ũ) solution to the problem :

∂tu1 + α∂xu1 =
(q̃1 − u1)

ε
,

∂tu2 − α∂xu2 =
(q̃2 − u2)

ε
,

∂tq1 =
(ũ1 − q1)

ε
+K1(ũ0 − q1),

∂tq2 =
(ũ2 − q2)

ε
+K2(ũ0 − q2)−G(q̃2),

∂tu0 = K1(q̃1 − u0) +K2(q̃2 − u0) +G(q̃2),

(15)

with initial data u01, u
0
2, q

0
1, q

0
2, u

0
0 in L

1(0, L) ∩ L∞(0, L) and with boundary conditions

u1(t, 0) = ub(t) ≥ 0 , u2(t, L) = u1(t, L), for t > 0,

where ub ∈ L1(0, T ) ∩ L∞(0, T ).
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First we de�ne the solutions of (15) using Duhamel's formula. Under these hypothesis, we
may compute u1 and u2 with the method of characteristics

u1(t, x) =

{
u01(x− αt)e−

t
ε + 1

ε

∫ t
0
e−

t−s
ε q̃1(x− α(t− s), s) ds, if x > αt,

ub
(
t− x

α

)
e−

x
εα + 1

αε

∫ x
0
e−

1
αε

(x−y)q̃1
(
t− x−y

α
, y
)
dy, if x < αt,

(16)

with u01(x), and ub(t) initial and boundary condition, respectively. We have a similar expression
for u2(t, x) with u

0
2 instead of u01 and the boundary condition u2(t, L) = u1(t, L) which is well-

de�ned thanks to (16). It reads :

u2(t, x) =

{
u02(x+ αt)e−

t
ε + 1

ε

∫ t
0
e−

t−s
ε q̃2(s, x+ α(t− s)) ds, if x < L− αt,

u1
(
t+ x−L

α
, L
)
e
x−L
αε + 1

αε

∫ L
x
e
x−y
εα q̃2(t+

x−y
α
, y)dy if x > L− αt.

(17)

Then, for the other unknowns one simply solves a system of uncoupled ordinary di�erential
equations leading to :

q1(t, x) = q01(x)e
−( 1

ε
+K1)t +

∫ t

0

e−(
1
ε
+K1)(t−s)

(1
ε
ũ1 +K1ũ0

)
(s, x) ds,

q2(t, x) = q02(x)e
−( 1

ε
+K2)t +

∫ t

0

e−(
1
ε
+K2)(t−s)

(1
ε
ũ2 +K1ũ0 −G(q̃2)

)
(s, x) ds,

u0(t, x) = u00(x)e
−(K1+K2)t +

∫ t

0

e−(K1+K2)(t−s)
(
K1q̃1 +K2q̃2 +G(q̃2)

)
(s, x) ds.

(18)

Using regularity arguments as is Theorem 2.1 and Lemma 2.1 in [11], one can show that
thanks to the Lipschitz continuity of the solutions along the characteristics, the previous un-
knowns solve the weak formulation reading :

∫ T

0

∫ L

0

−u1 (∂t + α∂x)ϕ1(t, x) +
1

ε
(u1 − q̃1)ϕ1(t, x)dxdt

+

[∫ L

0

u1(t, x)ϕ1(t, x)dt

]t=T
t=0

+ α

[∫ T

0

u1(t, x)ϕ1(t, x)

]x=L
x=0

= 0,∫ T

0

∫ L

0

−u2 (∂t − α∂x)ϕ2(t, x) +
1

ε
(u2 − q̃2)ϕ2(t, x)dxdt

+

[∫ L

0

u2(t, x)ϕ2(t, x)dt

]t=T
t=0

+ α

[∫ T

0

u2(t, x)ϕ2(t, x)

]x=L
x=0

= 0,

(19)

for any (ϕ1, ϕ2) ∈ C1([0, T ] × [0, L])2. Note that similar arguments as in Lemma 3.1 in [11]
show that the same holds true for |u1| (resp. |u2| ) :∫ T

0

∫ L

0

−|u1| (∂t + α∂x)ϕ1(t, x) +
1

ε
(|u1| − sgn(u1)q̃1)ϕ1(t, x)dxdt

+

[∫ L

0

|u1|(t, x)ϕ1(t, x)dt

]t=T
t=0

+ α

[∫ T

0

|u1|(t, x)ϕ1(t, x)

]x=L
x=0

= 0.

(20)

The same holds also for the other unknowns (qi)i∈{1,2} and u0, since for the ODE part of the
system (18) provides directly similar results. In the rest of the paper, each time that we mention
that we are multiplying formally by sgn each function of system (15) in order to get :

∂t|u1|+ α∂x|u1| =
1

ε
(sgn(u1)q̃1 − |u1|)

∂t|u2| − α∂x|u2| =
1

ε
(sgn(u2)q̃2 − |u2|),
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we actually mean that these inequalities hold in the previous sense, i.e. in the sense of (20).
The reader should notice that the stronger regularity of the integrated form (16), (17) and (18)
allow to de�ne the solutions on the boundaries of the domain ∂((0, T )× (0, L)). If these would
only belong to L∞((0, T );L1(0, L) this would not make much sense. Now the meaning of the
formal setting is well de�ned, we then can proceed by writing that one has :

∂t|u1|+ α∂x|u1| ≤
1

ε
(|q̃1| − |u1|)

∂t|u2| − α∂x|u2| ≤
1

ε
(|q̃2| − |u2|)

∂t|q1| ≤
1

ε
(|ũ1| − |q1|) +K1(|ũ0| − |q1|)

∂t|q2| ≤
1

ε
(|ũ2| − |q2|) +K2(|ũ0| − |q2|)− |G(q̃2)|

∂t|u0| ≤ K1(|q̃1| − |u0|) +K2(|q̃2| − |u0|) + |G(q̃2)|.

(21)

We have used the fact that sgn(G(q̃2)) = sgn(q̃2) from (6), which implies in particular −G(q̃2)·
sgn(q̃2) = −|G(q̃2)| and G(q̃2) · sgn(u0) ≤ |G(q̃2)|. In order to obtain inequalities in the weak
formulation associated to the latter system it is enough to choose non-negative test functions
in C1([0, T ]× [0, L]).

Adding all equations and integrating on [0, L], we obtain formally

d

dt

∫ L

0

(|u1|+ |u2|+ |u0|+ |q1|+ |q2|) ≤ α|u1(t, 0)|

+
1

ε

∫ L

0

(|ũ1|+ |ũ2|+ |q̃1|+ |q̃2|) dx+ (K1 +K2)

∫ L

0

|ũ0| dx,

where we use the boundary condition u1(t, L) = u2(t, L) and (6). Setting ‖U(t, ·)‖L1(0,L)5 :=∫ L
0
(|u1|+ |u2|+ |q1|+ |q2|+ |u0|)(t, x) dx and integrating with respect to time, we obtain:

‖U(t, x)‖L1(0,L)5 ≤ ‖U(0, x)‖L1(0,L)5 + α

∫ T

0

|ub(s)| ds+ η

∫ T

0

‖Ũ(t, x)‖L1(0,L)5 dt, (22)

with η = K1 + K2 + 1
ε
> 0. Here the formal computations are to be understood in the

following manner : in the weak formulation associated to (21) we choose the test function
ϕ = (1, 1, 1, 1, 1), and the result (22) comes in a straightforward way when neglecting the
out-coming characteristic at x = 0.

On the other hand, using (16), (17) and (18), one quickly checks that

‖U‖L∞((0,T )×(0,L))5 ≤ max
(∥∥U0

∥∥
L∞(0,L)5

, ‖ub‖L∞(0,T )

)
+
CT

ε

∥∥∥Ũ∥∥∥
L∞((0,T )×(0,L))5

(23)

where the generic constant C depends only on (Ki)i∈{1,2} and ‖G′‖L∞(R) but not on Ũ nor on

the data U0. At this step, T maps XT into itself.
Let us now prove that T is a contraction. Let (Ũ , W̃ ) ∈ X2

T , we de�ne U := T (Ũ), W :=

T (W̃ ). Then, by the same token as obtaining (22), we have

‖T (Ũ)− T (W̃ )‖L1(0,L)5 = ‖U −W‖L1(0,L)5 ≤ η

∫ T

0

‖Ũ − W̃‖L1(0,L)

≤ ηT‖Ũ − W̃‖XT .
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Again similar computations as in (23), show that

‖U −W‖L∞((0,T )×(0,L))5 ≤
CT

ε

∥∥∥Ũ − W̃∥∥∥
L∞((0,T )×(0,L))5

.

Therefore, as soon as T < min(1/η, ε/C), T is a contraction in XT . It allows to con-
struct a solution on [0, T ] for T small enough. The �xed point solves (16) and (18) in
an implicit way. Along characteristics solutions have enough regularity to satisfy (7) in a
weak sense (19). Choosing then the test functions ϕ := (ϕi)i∈{1,...,5} to belong to S5 shows
that the �xed point is a weak solution in the sense of De�nition 3.2. Since the solution
U(t, x) = (u1(t, x), u2(t, x), q1(t, x), q2(t, x), u0(t, x)) is well de�ned as on {T}× (0, L) thanks to
regularity arguments stated above, U(T, x) becomes the initial condition of a new initial bound-
ary problem. Thus, we may iterate this process on [T, 2T ], [2T, 3T ], . . . , since the condition on
T does not depend on the iteration.

As a result of above computations, we have also that if U1 (resp. U2) is a solution with
initial data U1,0 (resp. U2,0) and boundary data u1b (resp. u

2
b). Then we have the comparison

principle :

‖U1 − U2‖L1((0,T )×(0,L)) ≤ ‖U0,1 − U0,2‖L1(0,L) + α‖u1b − u2b‖L1(0,T ). (24)

which shows and implies uniqueness as well.

5 Uniform a priori estimates

In order to prove our convergence result, we �rst establish some uniform a priori estimates.
The strategy of the proof of Theorem 3.1 relies on a compactness argument. In this Section we
will omit the index ε in order to simplify the notations.

5.1 Non-negativity and L1 ∩ L∞ estimates

The following lemma establishes that all concentrations of system are non-negative and this is
consistent with the biological framework.

Lemma 5.1 (Non-negativity). Let U(t, x) be a weak solution of system (1) such that the as-
sumptions (4), (5), (6) hold. Then for almost every (t, x) ∈ (0, T ) × (0, L), U(t, x) is non-
negative, i.e.: u1(t, x), u2(t, x), q1(t, x), q2(t, x), u0(t, x) ≥ 0.

Proof. We prove that the negative part of our functions vanishes. Using Stampacchia's method,
we formally multiply each equation of system (7) by corresponding indicator function as follows:

(∂tu1 + α∂xu1)1{u1<0} =
1
ε
(q1 − u1)1{u1<0}

(∂tu2 − α∂xu2)1{u2<0} =
1
ε
(q2 − u2)1{u2<0}

(∂tq1)1{q1<0} =
1
ε
(u1 − q1)1{q1<0} +K1(u0 − q1)1{q1<0}

(∂tq2)1{q2<0} =
1
ε
(u2 − q2)1{q2<0} +K2(u0 − q2)1{q2<0} −G(q2)1{q2<0}

(∂tu0)1{u0<0} = K1(q1 − u0)1{u0<0} +K2(q2 − u0)1{u0<0} +G(q2)1{u0<0}.

again as in the proof of existence in Section 4, these computations can be made rigorously using
the extra regularity provided along characteristics in the spirit of Lemma 3.1, [11].

We remember that for each function u we can de�ne positive and negative parts as u+ =
max(u, 0), u− = max(−u, 0). One has obviously that u−i = −ui1{ui<0} for any u ∈ L1

loc((0, T )×
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(0, L)), whereas along characteristics curves one has du to Lipschitz continuity of the solutions
that It is possible also to write in the distributional sense:

∂tu
−
i = −∂tui1{ui<0} i = 0, 1, 2.

We refer again to Lemma 3.1 [11] for more detailed explanations. The same is true for other
functions qj with j = 1, 2.

Taking into account the fact that:

qi1{ui<0} = (q+i − q−i )1{ui<0} ≥ −q−i , i = 1, 2,

since q−i 1{ui<0} is zero or positive by de�nition of negative part, we obtain :

∂tu
−
1 + α∂xu

−
1 ≤ 1

ε
(q−1 − u−1 )

∂tu
−
2 − α∂xu−2 ≤ 1

ε
(q−2 − u−2 )

∂tq
−
1 ≤ 1

ε
(u−1 − q−1 ) +K1(u

−
0 − q−1 )

∂tq
−
2 ≤ 1

ε
(u−2 − q−2 ) +K2(u

−
0 − q−2 ) +G(q2)1{q2<0}

∂tu
−
0 ≤ K1(q

−
1 − u−0 ) +K2(q

−
2 − u−0 )−G(q2)1{u0<0}.

Adding the previous expressions, one recovers a single inequality reading

∂t(u
−
1 + q−1 + q−2 + u−2 + u−0 ) + α∂x(u

−
1 − u−2 ) ≤ G(q2)(1{q2<0} − 1{u0<0}).

By Assumption 3.3, we have that sgn(G(q2)) = sgn(q2). Thus G(q2)(1{q2<0} − 1{u0<0}) =
G(q2) (1{G(q2)<0} − 1{u0<0}) ≤ 0. Then integrating on the interval [0, L], we get :

d

dt

∫ L

0

(u−1 + q−1 + q−2 + u−2 + u−0 )(t, x) dx ≤ α(u−2 (t, L)− u−2 (t, 0)− u−1 (t, L) + u−1 (t, 0)).

Since u−1 (t, L) = u−2 (t, L) thanks to condition (5), it follows:

d

dt

∫ L

0

(u−1 + q−1 + q−2 + u−2 + u−0 )(t, x) dx ≤ αu−1 (t, 0) = αu−b (t).

From Assumptions 3.2 and 3.1, the initial and boundary data are all non-negative. Thus
u−1 (0, x),q

−
1 (0, x), q

−
2 (0, x), u

−
2 (0, x),u

−
0 (0, x) are necessarily zero. This proves solutions' non-

negativity and concludes the proof.

Lemma 5.2 (L∞ bound). Let (u1, u2, q1, q2, u0) be the unique weak solution of problem (7).
Assume that (4), (5), (6) hold, then it is bounded i.e. for a.e. (t, x) ∈ (0, T )× (0, L),

0 ≤ u0(t, x) ≤ κ(1 + t), 0 ≤ ui(t, x) ≤ κ(1 + t), 0 ≤ qi(t, x) ≤ κ(1 + t), i = 1, 2,

0 ≤ u2(t, 0) ≤ κ(1 + t), 0 ≤ u1(t, L) ≤ κ(1 + t),

where the constant κ ≥ max {‖G‖∞, ‖ub‖∞, ‖u00‖∞, ‖u0i ‖∞, ‖q0i ‖∞, i ∈ {1, 2}}.

Proof. We use the same method as in the previous lemma for the functions

wi = (ui − κ(1 + t)), i = 0, 1, 2, zj = (qj − κ(1 + t)), j = 1, 2.

From system (7) and using the fact that

zj1{wi≥0} = z+j 1{wi≥0} − z−j 1{wi≥0} ≤ z+j , wi1{zj≥0} ≤ w+
i ,
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we get 

∂tw
+
1 + κ1{w1≥0} + α∂xw

+
1 ≤

1

ε
(z+1 − w+

1 )

∂tw
+
2 + κ1{w2≥0} − α∂xw+

2 ≤
1

ε
(z+2 − w+

2 )

∂tz
+
1 + κ1{z1≥0} ≤

1

ε
(w+

1 − z+1 ) +K1(w
+
0 − z+1 )

∂tz
+
2 + κ1{z2≥0} ≤

1

ε
(w+

2 − z+2 ) +K2(w
+
0 − z+2 )−G(q2)1{z2≥0}

∂tw
+
0 + κ1{w0≥0} ≤ K1(z

+
1 − w+

0 ) +K2(z
+
2 − w+

0 ) +G(q2)1{w0≥0}.

(25)

Adding expressions above gives

∂t(w
+
1 + w+

2 + z+1 + z+2 ) + α∂x(w
+
1 − w+

2 ) ≤ −κ1{w0≥0} +G(q2)(1{w0≥0} − 1{z2≥0}).

Integrating with respect to x yields

d

dt

∫ L

0

(w+
1 + w+

2 + z+1 + z+2 + w+
0 )(t, x) dx

≤ α(w+
2 (t, L)− w+

2 (t, 0)− w+
1 (t, L) + w+

1 (t, 0)) +

∫ L

0

(G(q2)− κ)1{w0≥0} dx,

where we use the fact that G(q2) ≥ 0 from assumption (6) since q2 ≥ 0 thanks to the previous
lemma. From the boundary conditions in (1), we have for all t ≥ 0, w+

2 (t, L) = [u2(t, L)−κ(1+
t)]+ = [u1(t, L)− κ(1 + t)]+ = w+

1 (t, L). Then,

d

dt

∫ L

0

(w+
1 + w+

2 + z+1 + z+2 + w+
0 )(t, x) dx+ αw+

2 (t, 0)

≤ α(ub(t)− κ(1 + t))+ + (‖G‖∞ − κ)
∫ L

0

1{w0≥0} dx.

If we adjust the constant κ such that κ ≥ max {‖G‖∞, ‖ub‖∞}, it implies that :

d

dt

∫ L

0

(w+
1 + w+

2 + z+1 + z+2 + w+
0 )(t, x) dx+ αw+

2 (t, 0) ≤ 0,

which shows the claim.
For the last estimate on u1(t, L), we sum the �rst and the third inequalities of the system

(25) and integrate on (0, L),

d

dt

∫ L

0

(w+
1 + z+1 ) dx+ αw+

1 (t, L) ≤ αw+
1 (t, 0) +K1

∫ L

0

(w+
0 − z+1 ) dx

− κ
∫ L

0

(1{w1≥0} + 1{z1≥0}) dx.

Integrating on (0, T ) and since we have proved above that w+
0 = 0 and z+1 = 0, we arrive at

α

∫ T

0

w+
1 (t, L) dt ≤ α

∫ T

0

w+
1 (t, 0) dt = 0,

for κ ≥ ‖ub‖∞.
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Lemma 5.3 (L∞t L
1
x estimates). Let T > 0 and let (u1, u2, q1, q2, u0) be a weak solution of system

(1) in
(
L∞([0, T ]; (L1 ∩ L∞)(0, L))

)5
. We de�ne:

H(t) =
∫ L

0

(|u1|+ |u2|+ |u0|+ |q1|+ |q2|)(t, x) dx.

Then, under hypothesis (4), (5), (6) the following a priori estimate, uniform in ε > 0, holds:

H(t) ≤ α‖ub‖L1(0,T ) +H(0), ∀t > 0.

Moreover the following inequalities hold:∫ T

0

|u2(t, 0)| dt ≤ ‖ub‖L1(0,T ) +
1

α
H(0),

and ∫ T

0

|u1(t, L)| dt ≤
∫ L

0

(|u01(x)|+ |q01(x)|) dx+ CT

with C > 0 constant.

Proof. Since from Lemma 5.1 all concentrations are non-negative, we may write from system
(7) 

∂t|u1|+ α∂x|u1| = 1
ε
(|q1| − |u1|)

∂t|u2| − α∂x|u2| = 1
ε
(|q2| − |u2|)

∂t|q1| = 1
ε
(|u1| − |q1|) +K1(|u0| − |q1|)

∂t|q2| = 1
ε
(|u2| − |q2|) +K2(|u0| − |q2|)− |G(q2)|

∂t|u0| = K1(|q1| − |u0|) +K2(|q2| − |u0|) + |G(q2)|.

(26)

Adding all equations and integrating on (0, L), we get, recalling the boundary condition u1(t, L) =
u2(t, L),

d

dt
H(t) + α|u2(t, 0)| = α|u1(t, 0)| = α|ub(t)|. (27)

Integrating now with respect to time, we obtain:

H(t) + α

∫ t

0

|u2(s, 0)| ds ≤ α

∫ t

0

|ub(s)| ds+H(0). (28)

with H(t) previously de�ned. It gives the �rst two estimates of the Lemma. Finally, to obtain
the last inequality, we add equations (7a) and (7c) and integrate on (0, L) to get

d

dt

∫ L

0

(|u1|+ |q1|) dx+ α|u1(t, L)| ≤ α|ub(t)|+K1

∫ L

0

|u0| dx.

Since we have shown that
∫ L
0
|u0| dx ≤ H(t) < ∞, we can conclude after integrating with

respect to time.
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5.2 Estimates on the derivatives

5.2.1 Data regularization

Here we detail the notion of regularization for BV functions. The regularization denoted fδ for
a generic BV (0, L) function f is described in the proof of Theorem 5.3.3 [18]. It provides the
estimates from above :

‖∂xfδ‖L1(0,L) ≤ ‖f‖BV (0,L) .

Using the standard molli�er this result is not true as stated p. 225 [18], since BV space is not
separable.

De�nition 5.1. If (u01, u
0
2, q

0
1, q

0
2, u

0
0) and ub are respectively the initial and boundary data as-

sociated to the problem (7), under hypotheses 4 and 5, we de�ne as regular data their regu-
larization in the following manner : we set

u0,δ1 (x) := ((1− χδ(x)− χδ(L− x))u01 + c1χδ(x) + c2χδ(L− x))δ, ∀x ∈ [0, L]

uδb(t) := ((1− χδ(t))ub + c1χδ(t))δ, ∀t ∈ [0, T ]

u0,δ2 (x) := ((1− χδ(L− x))u02 + c2χδ(L− x))δ, ∀x ∈ [0, L]

q0,δ1 (x) := (q01)δ, ∀x ∈ [0, L]

q0,δ2 (x) := (q02)δ, ∀x ∈ [0, L]

u0,δ0 (x) := (u00)δ, ∀x ∈ [0, L]

where the regularization procedure is extracted from the proof of Theorem 5.3.3 [18] and we
de�ne

χδ(t) := χ

(
t

δ

)
, χ(t) :=

{
1 if |t| < 1

0 if |t| > 2

where χ ∈ C∞(R) is a positive monotone function.

On the other hand, we introduced arbitrary constants (ci)i∈{1,2} such that

� that match the initial and boundary condition on x = 0 for the incoming characteristic.

� that prevents mismatches between u01, u
0
2 and the boundary condition u2(t, L) = u1(t, L)

in the neighbourhood of x = L.

The matching is C∞ in the neighbourhood of (0, 0) in [0, L]× [0, T ]. Indeed, u0,δ1 (x) = c1 when x
is close enough to 0 and in the same way uδb(t) = c1 when t is near 0, whereas for the derivatives
(u0,δ1 )(k)(x) = 0 when x is close to zero for any derivative of order k, and the same holds for
(uδb)

(k)(t) when t is su�ciently small. The same holds true in the neighbourhood of the point
(t, x) = (L, 0).

This regularization procedure allows then to obtain

Lemma 5.4. Assume hypotheses 3.3, and let U δ be the solution associated to problem (7) with
initial data U0,δ = (u0,δ1 , u0,δ2 , q0,δ1 , q0,δ2 , u0,δ0 ) and the boundary condition uδb. Then ∂tU

δ belongs
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to XT := L∞((0, T ); (L1(0, L) ∩ L∞(0, L)))5. and solves the problem

(∂t + α∂x)u
δ
1,t =

1

ε

(
qδ1,t − uδ1,t

)
(∂t − α∂x)uδ2,t =

1

ε

(
qδ2,t − uδ2,t

)
∂tq

δ
1,t = −

1

ε

(
qδ1,t − uδ1,t

)
+K1(u

δ
0,t − qδ1,t)

∂tq
δ
2,t = −

1

ε

(
qδ2,t − uδ2,t

)
+K2(u

δ
0,t − qδ2,t)−G′(qδ2)qδ2,t

∂tu
δ
0,1 = K1(q

δ
1,t − uδ0,t) +K2(q

δ
2,t − uδ0,t −G′(qδ2)qδ2,t

(29)

where uδi,t = ∂tu
δ
i and so on.

uδ1,t(t, 0) = ∂tu
δ
b(t),

uδ1,t(0, x) = −α∂xu
0,δ
1 +

1

ε

(
q0,δ1 − u

0,δ
1

)
uδ2,t(0, x) = α∂xu

0,δ
2 +

1

ε

(
q0,δ2 − u

0,δ
2

)
qδ1,t(0, x) = −

1

ε

(
q0,δ1 − u

0,δ
1

)
+K1(u

0,δ
0 − q

0,δ
1 )

qδ2,t(0, x) = −
1

ε

(
q0,δ2 − u

0,δ
2

)
+K2(u

0,δ
0 − q

0,δ
2 )−G(q0,δ2 )

uδ0,t(0, x) = K1(q
0,δ
1 − u

0,δ
0 ) +K2(q

0,δ
2 − u

0,δ
0 ) +G(q0,δ2 )

(30)

Proof. The Duhamel's formula obtained by the �xed point method in the proof of Theorem
3.2 provides a solution U δ ∈ XT . Deriving U

δ with respect to t, one can show that ∂tU
δ solves

(29) with initial and boundary conditions (30). Applying then the existence result again proves
that actually ∂tU

δ belongs to XT .

Remark 5.1. A priori estimates from previous sections, when applied to the problem (29)
complemented with initial-boundary data (30), do not provide a control of ∂tU

δ which is uniform
with respect to ε.

This remark motivates next paragraphs.

5.2.2 The initial layer

When ε goes to zero, the concentrations u1, q1 and u2, q2 approach very quickly each other
becoming roughly speaking the same. They relax turning out to be equal exponentially fast in
time. When considering the time derivative of our unknowns this fast convergence provides a
singular contribution to the estimates. In order to account for this phenomenon, we introduce
initial layer correctors.
On the microscopic scale we de�ne for t ∈ R+, the initial layer correctors (ũ1, ũ2, q̃1, q̃2) solving

∂tũ1 = q̃1 − ũ1
∂tũ2 = q̃2 − ũ2
∂tq̃1 = ũ1 − q̃1
∂tq̃2 = ũ2 − q̃2,

(31)
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with initial conditions

ũ1(0, x) = q0,δ1 − u
0,δ
1 , ũ2(0, x) = q0,δ2 − u

0,δ
2 , q̃1(0, x) = 0, q̃2(0, x) = 0.

Actually, this system may be solved explicitly and we obtain

ũi(t, x) =
1

2
(q0,δi (x)−u0,δi (x))(1+e−2t); q̃i(t, x) =

1

2
(q0,δi (x)−u0i (x))(1−e−2t), i = 1, 2. (32)

5.2.3 Uniform L1 bounds of the time derivatives

We introduce the following quantities on the macroscopic time scale t ∈ [0, T ] :
vδ1(t, x) = uδ1(t, x) + ũ1(

t
ε
, x)

vδ2(t, x) = uδ2(t, x) + ũ2(
t
ε
, x)

rδ1(t, x) = qδ1(t, x) + q̃1(
t
ε
, x)

rδ2(t, x) = qδ2(t, x) + q̃2(
t
ε
, x)

(33)

Next, we prove uniform bounds on the time derivatives :

Proposition 5.1. Let T > 0. If the data is regular in the sense of De�nition 5.1, setting :

H̃t(t) =

∫ L

0

(|∂tvδ1|+ |∂tvδ2|+ |∂trδ1|+ |∂trδ2|+ |∂tuδ0|)(t, x) dx,

with functions v1, v2, v0, r1, r2 de�ned in (33), one has :

H̃t(t) +

∫ t

0

|∂tvδ2(τ, 0)| dτ +
∫ t

0

|∂tvδ1(τ, L)| dτ

≤ C
(∥∥U0,δ

∥∥
W1,1(0,L)

+
∥∥uδb∥∥W 1,1(0,T )

)
, for a.e. t ∈ (0, T ),

(34)

where W1,1(0, L) denotes the vector-space W 1,1(0, L)5.

Proof. From system (7) we deduce

∂tv
δ
1 + ∂xv

δ
1 =

1
ε
(rδ1 − vδ1) + ∂xũ1(

t
ε
, x)

∂tv
δ
2 − ∂xvδ2 = 1

ε
(r2 − vδ2)− ∂xũ2( tε , x)

∂tr
δ
1 =

1
ε
(vδ1 − rδ1) +K1(u

δ
0 − rδ1) +K1q̃1(

t
ε
, x)

∂tr2 =
1
ε
(vδ2 − r2) +K2(u

δ
0 − r2) +K2q̃2(

t
ε
, x)−G(qδ2)

∂tu
δ
0 = K1(r

δ
1 − uδ0) +K2(r2 − uδ0)−K1q̃1(

t
ε
, x)−K2q̃2(

t
ε
, x) +G(qδ2)

(35)

with following initial and boundary conditions:

vδ1(t, 0) = u1(t, 0) + ũ1(t, 0) = ub(t) + ũ1(
t
ε
, 0), t ∈ (0, T ),

vδ2(t, L) = vδ2(t, L) + ũ2(
t
ε
, L), t ∈ (0, T ),

vδ1(0, x) = u1(0, x) + ũ1(0, x) = q01(x), x ∈ (0, L),
vδ2(0, x) = u2(0, x) + ũ2(0, x) = q02(x),
rδ1(0, x) = q1(0, x) + q̃1(0, x) = q01(x),
r2(0, x) = qδ2(0, x) + q̃2(0, x) = q02(x).

(36)
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As G ∈ C2(R), thanks to Lemma 5.4, ∂tU
δ ∈ L∞((0, T ); (L1(0, T ) ∩ L∞(0, L)))5, taking the

derivative with respect to t in system (35), ∂tV
δ = ∂t(v

δ
1, v

δ
2, r

δ
1, r

δ
2, u

δ
0) solves

∂tv
δ
1,t + ∂xv

δ
1,t =

1
ε
(rδ1,t − vδ1,t) + 1

ε
∂xũ1,t

∂tv
δ
2,t − ∂xvδ2,t = 1

ε
(rδ2,t − vδ2,t)− 1

ε
∂xũ2,t

∂tr
δ
1,t =

1
ε
(vδ1,t − rδ1,t) +K1(u

δ
0,t − rδ1,t) + 1

ε
K1q̃1,t

∂tr
δ
2,t =

1
ε
(vδ2,t − rδ2,t) +K2(u

δ
0,t − rδ2,t) + 1

ε
K2q̃2,t −G′(qδ2)q2,t

∂tu
δ
0,t = K1(r

δ
1,t − uδ0,t) +K2(r

δ
2,t − uδ0,t)− 1

ε
K1q̃1,t − 1

ε
K2q̃2,t +G′(qδ2)q2,t

in the sense of De�nition (3.2). Again formally, we multiply each equation respectively by
sgn(vδi,t) with i = 1, 2, and sgn(rδj,t), for j = 1, 2, and by sgn(uδ0,t) in the sense explained in the
proof of Theorem 3.2. This gives

∂t|vδ1,t|+ ∂x|vδ1,t| ≤ 1
ε
(|rδ1,t| − |vδ1,t|) + |1ε∂xũ1,t|

∂t|vδ2,t| − |∂xvδ2,t| ≤ 1
ε
(|rδ2,t| − |vδ2,t|) + |1ε∂xũ2,t|

∂t|rδ1,t| ≤ 1
ε
(|vδ1,t| − |rδ1,t|) +K1(|u0,t| − |rδ1,t|) + |1εK1q̃1,t|

∂t|rδ2,t| ≤ 1
ε
(|vδ2,t| − |rδ2,t|) +K2(|u0,t| − |rδ2,t|) + |1εK2q̃2,t|
+|G′(qδ2)1ε q̃2,t| −G

′(qδ2)|rδ2,t|
∂t|u0,t| ≤ K1(|rδ1,t| − |u0,t|) +K2(|rδ2,t| − |u0,t|) + |1εK1q̃1,t|

+|1
ε
K2q̃2,t|+ |G′(qδ2)1ε q̃2,t|+G′(qδ2)|rδ2,t|.

(37)

Indeed, the right hand side of the 4th and 5th inequalities can be obtained as follows. On the
one hand, we have

−G′(qδ2)q2,tsgn(rδ2,t) = −G′(qδ2)
(
rδ2,t(t, x)−

1

ε
q̃2,t

(
t

ε
, x

))
sgn(rδ2,t)

≤ −G′(qδ2)
∣∣rδ2,t∣∣+ 1

ε

∣∣G′(qδ2)q̃2,t∣∣ .
On the other hand

−G′(qδ2)q2,tsgn(uδ0,t) = −G′(qδ2)
(
rδ2,t(t, x)−

1

ε
q̃2,t

(
t

ε
, x

))
sgn(u0,t)

≤ G′(qδ2)
∣∣rδ2,t∣∣+ 1

ε

∣∣G′(qδ2)q̃2,t∣∣ ,
since G is non-decreasing by assumption (6). Summing all inequalities in (37) and integrating
with repsect to space on (0, L), we obtain formally

d

dt
H̃t(t) + |vδ2,t(t, 0)| ≤ F1(t) + F2(t) + F3(t) + F4(t), (38)

where
F1(t) := |vδ2,t(t, L)| − |vδ1,t(t, L)|; F2(t) := |vδ1,t(t, 0)|,

F3(t) :=
1

ε

∫ L

0

∣∣∣∣∂xũ2,t( tε, x
)∣∣∣∣ dx+ 1

ε

∫ L

0

∣∣∣∣∂xũ1,t( tε, x
)∣∣∣∣ dx,

F4(t) :=
2K1

ε

∫ L

0

∣∣∣∣q̃1,t( tε, x
)∣∣∣∣ dx+ 2

ε
(‖G′‖∞ +K2)

∫ L

0

∣∣∣∣q̃2,t( tε, x
)∣∣∣∣ dx.

Integrating (38) in time, we get

H̃t(t) +

∫ T

0

|vδ2,t(t, 0)| dt ≤
∫ T

0

(F1(t) + F2(t) + F3(t) + F4(t)) dt+ H̃t(0). (39)

Let us consider each term of the right hand side of (39) separately:
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� F1: On the right boundary x = L, one has∫ T

0

(|vδ2,t(t, L)| − |vδ1,t(t, L)|) dt ≤
1

ε

∫ T

0

∣∣∣∣(ũ2,t − ũ1,t)( tε, L
)∣∣∣∣ dt

≤
∫ T

ε

0

|(ũ2,t − ũ1,t)(τ, L)| dτ ≤
1

2

{∣∣∣u0,δ1 (0)− q0,δ1 (0)
∣∣∣+ ∣∣∣u0,δ2 (0)− qδ,02 (0)

∣∣∣}
≤ C

∥∥U0,δ
∥∥
W1,1(0,L)

where we used trace operator's continuity for W 1,1(0, L) functions.

� F2: On the other hand at x = 0, the boundary condition can be estimated as∫ T

0

|vδ1,t(t, 0)| dt ≤
∫ T

0

|(uδb)′(s)| ds+
∫ T

ε

0

|(u0,δ1 (0)− q0,δ1 (0))e−2τ | dτ

≤ C
(∥∥uδb∥∥W 1,1(0,T )

+
∥∥U0,δ

∥∥
W1,1(0,L)

)
as above.

� F3: With the change of variable τ = t
ε
, we have, using again (32),∫ T

0

∫ L

0

∣∣∣∣1ε∂xũi,t
(
t

ε
, x

)∣∣∣∣ dxdt = ∫ T
ε

0

∫ L

0

|∂xũi,t(τ, x)| dxdτ ≤ C
∥∥U0,δ

∥∥
W1,1(0,L)

,

which is uniformly bounded with respect to ε.

� F4: similarly, we have∫ T

0

∫ L

0

∣∣∣∣1ε q̃i,t
(
t

ε
, x

)∣∣∣∣ dxdt = ∫ T
ε

0

∫ L

0

|q̃i,t(τ, x)| dxdτ ≤ C
∥∥U0,δ

∥∥
W1,1(0,L)

thanks to the fact that ∂tq̃i(τ, x) = (q0i (x)− u0i (x))e−2τ with i = 1, 2.

It remains to estimate H̃t(0) in (39). Indeed, using (35) at t = 0 in order to convert time
derivatives into expressions involving only the data and its space derivatives, one obtains

H̃t(0) =

∫ L

0

(
2∑
i=1

|vδi,t(0, x)|+ |rδi,t(0, x)|+ |u0,t(0, x)|

)
dx ≤ C

∥∥U0,δ
∥∥
W1,1(0,L)

So for instance, for the �rst term of the sum, we use the �rst equation in (35) and we write

∂tv
δ
1(0, x) =

1

ε
(rδ1(0, x)− vδ1(0, x)) + ∂xũ1(0, x)− ∂xvδ1(0, x).

Recalling that rδ1(0, x) = q01(x) and vδ1(0, x) = q01(x) as de�ned in (36) we get: ∂tv
δ
1(0, x) =

∂x(q
0
1(x)− u01(x))− ∂xvδ1(0, x) = −∂xu01(x), then∫ L

0

|∂tvδ1(0, x)| dx ≤
∫ L

0

|∂xu0,δ1 (x)| dx < C
∥∥U0,δ

∥∥
W1,1(0,L)

,

The rest follows exactly the same way. We conclude from (39) and the above calculations that

H̃t(t) +

∫ T

0

|vδ2,t(t, 0)| dt ≤ H̃t(0) +

∫ t

0

(F1 + F2 + F3 + F4)(s) ds

≤ C
(∥∥U0,δ

∥∥
W1,1(0,L)

+
∥∥uδb∥∥W 1,1(0,T )

)
.
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Finally, in order to recover (34), we add the �rst and third inequalities in (37) and integrate
on (0, T )× (0, L), we get∫ L

0

(|vδ1,t(T, x)|+ |rδ1,t(T, x)|) dx+
∫ T

0

|vδ1,t(t, L)| dt

≤
∫ T

0

|vδ1,t(t, 0)| dt+
∫ L

0

(|vδ1,t(0, x)|+ |rδ1,t(0, x)|) dx

+

∫ T

0

∫ L

0

(
K1|uδ0,t(t, x)|+

K1

ε

∣∣∣∣q̃1,t( tε, x
)∣∣∣∣+ 1

ε

∣∣∣∣∂xũ1,t( tε, x
)∣∣∣∣) dxdt.

We have already proved that the second term of the right hand side is bounded. We have
also proved above that uδ0,t is uniformly bounded in L∞((0, T );L1(0, L)). From (36), we have
vδ1,t(t, 0) = u′b(t) +

1
ε
ũ1,t(

t
ε
, 0). As above, we use the expressions of ũ1 and q̃1 and a change of

variable to bound each term of the right hand side.

As a consequence, we deduce the following estimates on the time derivatives of the original
unknowns (uδ1, u

δ
2, q

δ
1, q

δ
2, u

δ
0) :

Corollary 5.1. Let T > 0, under the same assumptions, there exists a constant CT > 0
depending only on the W 1,1 norm of the data but independent on ε, such that :∫ T

0

∫ L

0

(|∂tuδ1|+ |∂tuδ2|+ |∂tuδ0|+ |∂tqδ1|+ |∂tqδ2|)(t, x) dx dt ≤ C
∥∥U0,δ

∥∥
W1,1(0,L)

,∫ T

0

|∂tuδ2(t, 0)| dt ≤ C
∥∥U0,δ

∥∥
W1,1(0,L)

,

∫ T

0

|∂tuδ1(t, L)| dt ≤ C
∥∥U0,δ

∥∥
W1,1(0,L)

.

(40)

Proof. We recall the expressions

vδ1 = uδ1 + ũ1, vδ2 = uδ2 + ũ2, rδ1 = qδ1 + q̃1, rδ2 = qδ2 + q̃2.

By the triangle inequality, we have for i ∈ {1, 2},

‖∂tuδi‖L1([0,T ]×[0,L]) ≤ ‖∂tvδi ‖L1([0,T ]×[0,L]) +
1

ε
‖∂tũi(t/ε, x)‖L1([0,T ]×[0,L]),

‖∂tqδi ‖L1([0,T ]×[0,L]) ≤ ‖∂trδi ‖L1([0,T ]×[0,L]) +
1

ε
‖∂tq̃i(t/ε, x)‖L1([0,T ]×[0,L]).

The �rst terms of the latter right hand side are bounded from Proposition 5.1. For the second
terms, we have, as above,∫ T

0

∫ L

0

1

ε

∣∣∣∣∂tq̃i( tε, x
)∣∣∣∣ dxdt = 1

ε

∫ T

0

∫ L

0

∣∣∣(q0i (x)− u0i (x))e−2 tε ∣∣∣ dxdt < C
∥∥U0,δ

∥∥
W1,1(0,L)

,∫ T

0

∫ L

0

1

ε

∣∣∣∣∂tũi( tε, x
)∣∣∣∣ dxdt = 1

ε

∫ T

0

∫ L

0

∣∣∣(u0i (x)− q0i (x))e−2 tε ∣∣∣ dxdt < C ′
∥∥U0,δ

∥∥
W1,1(0,L)

.

Furthermore, from (39), we get∫ T

0

∣∣vδ2,t(t, 0)∣∣ dt ≤ CT
∥∥U0,δ

∥∥
W1,1(0,L)

.

By the triangle inequality, it implies the second estimate in (40)
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To recover the third claim in (40), we notice that by de�nition of vδ1 and a triangle inequality,
we have

|uδ1,t(t, L)| ≤ |vδ1,t(t, L)|+
1

ε

∣∣∣∣ũ1,t( tε, L
)∣∣∣∣ ≤ |vδ1,t(t, L)|+ 1

ε
‖q0,δ1 − u

0,δ
1 ‖W 1,1(0,L)e

−2 t
ε .

where again we use the continuity of the trace operator on W 1,1(0, L) functions in order to
recover the dependence between the values at x = L and the W 1,1(0, L)-norm of the initial
data. Integrating in time and using (34) allows to conclude.

5.2.4 Uniform bounds on the space derivatives

Lemma 5.5. Let T > 0. If the data is regular in the sense of De�nition 5.1, then, the space
derivatives of functions uδ1, u

δ
2 satisfy the following estimates :∫ T

0

∫ L

0

2∑
i=0

|∂xuδi (t, x)|+
2∑
i=1

|∂xqδi (t, x)| dxdt ≤ CT
∥∥U0,δ

∥∥
W 1,1((0,L))

,

for some non-negative constant CT uniformly bounded with respect to ε.

Proof. Adding equation (7a) with (7c) and also (7b) with (7d) we get

α∂xu
δ
1 = K1(u

δ
0 − qδ1)− ∂tuδ1 − ∂tqδ1,

−α∂xuδ2 = K2(u
δ
0 − qδ2)− ∂tuδ2 − ∂tqδ2 −G(qδ2).

Using Corollary 5.1 and (6), the right hand sides are uniformly bounded in L1((0, T )× (0, L)).
Deriving the ODE part of (7) with respect to the space variable and using the latter estimates
provides the results for uδ0, q

δ
1 and q

δ
2.

5.3 Extension to BV data

We show here how to use Corollary 5.1 and Lemma 5.5 in order to obtain BV compactness.

Theorem 5.1. Under hypotheses (3.1)-(3.3), there exists a uniform bound such that the ε-
dependent solutions of system (7) satisfy

2∑
i=0

‖ui‖BV ((0,T )×(0,L)) +
2∑
i=1

‖qi‖BV ((0,T )×(0,L)) ≤ C
(∥∥U0

∥∥
BV(0,L)

+ ‖ub‖BV (0,T )

)
where the generic constant C is independent on ε.

Proof. Setting U δ(t, x) := (uδ1(t, x), u
δ
2(t, x), q

δ
1(t, x), q

δ
2(t, x), u

δ
0(t, x)), one has from the previous

estimates : ∥∥U δ
∥∥
W1,1

t,x((0,T )×(0,L))
≤ C

(∥∥U0,δ
∥∥
W1,1

x (0,L)
+
∥∥uδb∥∥W 1,1(0,T )

)
Now using Theorem 5.3.3 [18] one estimates the rhs with respect to the BV norm of the data :∥∥U0,δ

∥∥
W1,1

x (0,L)
≤
∥∥(1− χδ − χδ(L− ·))u01 + χδc1

∥∥
BV (0,L)

+

+
∥∥(1− χδ(L− ·))u02 + χδ(L− ·)c2

∥∥
BV (0,L)

+
∥∥(q01, q02, u00)∥∥BV (0,L)4

≤
∥∥U0

∥∥
BV(0,L)

+ ‖χδc1‖BV (0,L) + ‖χδ(L− ·)c2‖BV (0,L) ,∥∥uδb∥∥W 1,1(0,T )
≤‖ub‖BV(0,T ) + c1 ‖χδ‖BV(0,T )
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A simple computation shows that ‖χδ‖BV (0,max(T,L)) < C uniformly with respect to δ. Then

choosing ci = ‖U0‖BV(0,L) + ‖ub‖BV(0,T ) for i ∈ {1, 2} shows that∥∥U0,δ
∥∥
W1,1

x (0,L)
≤ C

(∥∥U0
∥∥
BV(0,L)

+ ‖ub‖BV(0,T )

)
We are in the hypotheses of Theorem 5.2.1. p. 222 of [18] : by L1-continuity, shown in Theorem
3.2, U δ tends to U := (u1, u2, q1, q2, u0) in L

1((0, T ) × (0, L)) strongly, when δ vanishes. Then
for any open set V ⊂ (0, T )× (0, L) one has

‖U‖BVt,x(V ) ≤ lim inf
δ→0

∥∥U δ
∥∥
BVt,x((0,T )×(0,L))

= lim inf
δ→0

∥∥U δ
∥∥
W1,1

t,x((0,T )×(0,L))

and since the BV bound of the sequence (U δ)δ is uniformly bounded with respect to δ, the
result extends by Remark 5.2.2. p. 223 [18] to the whole set (0, T )× (0, L).

6 Proof of the convergence result (Theorem 3.1)

It is divided into two steps.

1. Convergence : From Lemma 5.2, Lemma 5.3 and Corollary (5.1), the sequences (uε1)ε
and (uε2)ε are uniformly bounded in L∞ ∩ BV ((0, T ) × (0, L)). Thanks to the Helly's
theorem ([1, 9]), we deduce that, up to extraction of a subsequence,

uε1 −−→
ε→0

u1 strongly in L1([0, T ]× [0, L]),

uε2 −−→
ε→0

u2 strongly in L1([0, T ]× [0, L]),

with limit function u1, u2 ∈ L∞ ∩BV ((0, T )× (0, L)).

By equations (7a), one shows by testing with the appropriate C1 compactly supported
functions in (0, T ) × (0, L) and using the de�nition of the BV norm (cf for instance,[18]
p. 220�221):

‖qε1 − uε1‖L1((0,T )×(0,L)) ≤ Cε ‖uε1‖BV ((0,T )×(0,L))

which tends to zero as ε goes to 0 thanks to the bounds in Corollary 5.1 and Lemma 5.5.
Therefore, qε1 −−→

ε→0
u1 strongly in L1((0, T ) × (0, L)). By the same argument, we show

that qε2 −−→
ε→0

u2 strongly in L1((0, T )× (0, L)). Moreover, since G is Lipschitz-continuous,

we have, when ε goes to zero,

‖G(qε2)−G(u2)‖L1((0,T )×(0,L)) −→ 0.

For the convergence of uε0, let us �rst denote u0 a solution to the equation

∂tu0 = K1(u1 − u0) +K2(u2 − u0) +G(u2).

Then, taking the last equation of system (7), subtracting by this latter equation and
multiplying by sgn(uε0 − u0), we get in a weak sense that

∂t|uε0 − u0| ≤ K1|qε1 − u1|+K2|qε2 − u2|+ (K1 +K2)|u0 − uε0|+ |G(qε2)−G(u2)|
≤ K1|qε1 − u1|+K2|qε2 − u2|+ (K1 +K2)|u0 − uε0|+ ‖G′‖∞|qε2 − u2|.
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Using a Grönwall Lemma, we get, after an integration on [0, L],∫ L

0

|uε0 − u0|(t, x) dx ≤
∫ L

0

e(K1+K2)t|u0 − uε0|(0, x) dx

+K1

∫ L

0

∫ T

0

e(K1+K2)(t−s)|qε1 − u1|(s, x) dsdx

+ (‖G′‖∞ +K2)

∫ L

0

∫ T

0

e(K1+K2)(t−s)|qε2 − u2|(s, x) dsdx.

Thus, one shall conclude that

uε0 −−→
ε→0

u0 strongly in L1((0, T )× (0, L)).

2. The limit system :

We pass to the limit in (14), the weak formulation of system (7). Suppose that φ ∈ S5.
Taking φ1 = φ3 and φ2 = φ4 in (14) we may pass to the limit ε→ 0 and we obtain∫ T

0

∫ L

0

u1(2∂tφ1 + α∂xφ1)dxdt+

∫ T

0

ub(t)φ1(t, 0) dt+

∫ L

0

(u01(x) + q01(x))φ1(0, x) dx

+

∫ T

0

∫ L

0

u2(2∂tφ2 − α∂xφ2) +

∫ L

0

(u02(x) + q02(x))φ2(0, x) dx

+

∫ T

0

∫ L

0

u0∂tφ3 +K1(u1 − u0)(φ3 − φ1) +K2(u2 − u0)(φ3 − φ2) +G(u2)(φ3 − φ2) dxdt

+

∫ L

0

u0(0, x)φ3(0, x) dx = 0.

which is exactly (13) with initial data coming from system (7). Finally, since the solution
of the limit system is unique, we deduce that the whole sequence converges. This concludes
the proof of Theorem 3.1.

7 Conclusion

In this study we presented a model describing the transport of ionic concentrations, in particular
sodium, for a simpli�ed version of the loop of Henle in a kidney nephron. After introducing the
system, we dealt with the rigorous passage to the limit in semi-linear hyperbolic 5× 5 system,
accounting for the presence of epithelium layers, towards a 3× 3 system (8)-(10).

Physically, studying the asymptotic with respect to parameter ε (accounting for permeabil-
ity) means to consider very large permeabilities. Roughly speaking, taking into account the
limit when ε goes to 0, means 'removing' the epithelial layers and assuming that the tubule is
directly in contact with the surrounding interstitium. This work ensures consistency between
the reduced model and the 'epithelial' model and also rigorously explains and makes explicit
the link between two possible descriptions of the same physical phenomenon, but with two
di�erent levels of complexity.

The reduced system has already given a proper representation of the counter-current mech-
anism, but it is not su�cient to give other suggestions about the description of the entire
phenomenon and, for example, about sodium �uxes in clinical cases. As already discussed in
[10], despite the addition of the epithelial layer, the model remains far from how the nephron
and kidneys actually work.
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In order to look after a more appropriate analysis regarding physiological conditions, the
�rst step would be to take into account water �ow and the �uid reabsorption in the descending
tubule. Then, the second one would be to consider the electrical forces that apply to ions such
as sodium and potassium, and that modulate the �ows which depend not only on concentration
gradients but also on electrical potential, [8, 15].
The system would give a contribution in the �eld of physiological renal transport model and
it could be a good starting point to elucidate and to better understand some mechanisms
underlying concentrating mechanism and the transport of ions in the kidney.
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