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Abstract. In the context of Web A/B testing, dynamic assignment of
traffic aims to promote the best variation (A or B) as quickly as possi-
ble. However, dynamic assignment is difficult to use when the difference
between A and B affects the visitor differently according to his / her
personal characteristics and his / her history (number of visits, naviga-
tion on the website ...). In this paper, we propose a dynamic assignment
strategy based on a visitor segmentation determined automatically from
the visitors navigation and characteristics.
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1 Introduction

The quality of a website (usability, iconography, customer experience or visitor’s
navigation) is fundamental for an e-merchant (i.e., corresponding to business
based on the web). Developing and adapting the website to improve it is often
essential to maintain or increase sales. However, changes can negatively affect
sales. To avoid this negative effect, e-merchants must carefully observe the visitor
responses to the website changes to evaluate the relevance of these changes. On
a sample of e-visitors, an A/B test consists of comparing several variations of
the same element. Usually two variants are available, which are denoted by A
(e.g., the original web-page) and B (a variation to be tested). During an A/B
test, a ratio of visitors only sees a variation while the other visitors only see
the other one. The effectiveness of each variation is evaluated according to this
e-merchant’s objective which is generally based on the conversion rate of the
variation (number of clicks on an element, add of items to basket, number of the
transactions...). After the test, for the exploitation phase, the e-merchant can
choose to implement the variation B, to keep the original A or to implement a
custom strategy. To implement the observation phase, it is necessary to define the
strategy of assignment of a variation to a new visitor, i.e., the page the visitor



2

will exclusively see. Indeed, during a given A/B test, a variant is definitively
affected to a visitor even if he/she comes back again. Consequently, a visitor
only sees one of the variants.

As a consequence of this assignment, it is impossible to know the visitor
behaviour if he/she have been assigned to the other variant. Thus, comparing
the effectiveness of each of the two pages according to the visitors’ behaviours
is very hard because the tested populations are totally disjointed.

Strategies based on statistical tests to improve the assignment exist but they
are static: the assignment ratio between A and B can not change during all
the A/B test. However, if identification of the best variation is crucial for the
e-merchant, the priority remains the profitability of the website. Thus if, during
the test, the new variation leads to very positive effect or, at the opposite, to very
negative effect, the e-merchant would want to reduce the observation phase and
increase the exploitation phase (for example, by using the best variation imme-
diately). A way to circumvent this problem, is to change the ratio of assignment
during the test: the better a variation, the higher the ratio of assignment to
this variation, and reciprocally. During the exploration phase used to establish
statistical confidences, a dynamic assignment strategy increases/decreases the
ratio of visitors affected to the variations according to their performances un-
til identifying the best variation. Then all visitors are are assigned to the best
variation and the test stops.

Almost all approaches which implement such strategies are based on the ban-
dit model and give good results. Bandit methods automatically adapt the ratio
of assignment and try to find the best variation as quickly as possible (explo-
ration phase) in order to assign all the visitors to this best solution as soon as it
is determined (exploitation phase). This approach tries to solve the exploration-
exploitation dilemma introduced by Robbins et al. [11]. It can also be viewed as
a reinforcement learning method [2]. Nevertheless, when the population is not
homogeneous [14], the use of only one bandit is often not appropriate (see Sec-
tion 2). In this paper, we present a new approach consisting of two steps (Section
3). The first one searches the most homogeneous subgroups into the visitors ac-
cording to their navigation on the website (navigation, interest ...) and their own
characteristics (e.g., localisation, navigator used...) using clustering algorithms
and non-parametric regression trees. The second step uses a specific assignment
strategy to each of them (i.e., a bandit algorithm for each group) to actually
make the test. We also present the first experiments carried out on an existing
fashion website (Section 4). Then, we conclude and present some perspectives
(Section 5).

2 Dynamic assignement using bandit model

The problem is to assign a new visitor to a page variation. But at the beginning
of the A/B test, the a priori information about the conversion rate associated
with each page is unknown. Thus, the conversion rates (namely, the expected
reward) of the two pages must be determined empirically. To do that, the varia-
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tion A (resp. B) is associated to the arm Arm1 (resp. Arm2) of a bandit. Then,
an iteration i of the bandit algorithm consists of assigning the i-th visitor to a
variation according to the respective expected conversion rate of the two arms.
This expectation is then updated according to the visitor behaviour (conversion
or not, amount of the transaction, ...). Initially, both expectations are unknown
but it is supposed that the gain of each of the arms follows a probability distri-
bution according to the normal law [1]. The aim of a bandit algorithm is then to
find empirically these two distributions and to decide the best one while limiting
regret (i.e., the cost of a bad choice) due to the discovery of the best arm (explo-
ration phase). If one page is better than the other, it is better to assign visitors
to it as quickly as possible (exploitation phase) while avoiding premature con-
vergence. This problem is known as the "exploration vs exploitation dilemma"
[11].

Let νji be the distribution of probability associated with Armj at the it-
eration i,i ∈ {1, ...n} and µji the a priori expectation associated with arm j

(j ∈ {1, 2}. Let Zji be the reward (conversion or not, amount of the transaction,
...) associated with the i-th visit obtained by Armj . We assume that Zji ∈ L1.

Let Arm∗ be the best arm to be found and µ∗ its expectation. By definition
µ∗ = max(µ1

n, µ
2
n).

To identify Arm∗, the algorithm has to explore different options (exploration
step).

The goal of bandits models is to minimize cumulative regret during testing.
Cumulative regret grows each time the algorithm chooses a sub-optimal arm:

Ri(ν) = iµ∗ − Eν [
i∑

k=1

Zk]. (1)

An effectiveness strategy limits regret as [7]:

inf lim
t→+∞

Ri(ν)
log(t)

≥
∑

Arm:µArm<µ∗

(µ∗ − µArm)

KL(νArm, ν∗)
(2)

where µArm is a sub-optimal arm expectation, νArm is a sub-optimal arm dis-
tribution of probability and KL is the Kullback-Leibler divergence between two
distributions: the bigger the difference between the optimal and sub-optimal dis-
tribution is, the quicker the process converges. Conversely, the distance KL is
unusable if the two distributions are very similar.

In summary, bandits models can handle the "exploration-exploitation dilemma"
thought dynamic assignment. Nevertheless, if too many visitors are not impacted
by the test (i.e., impacted persons are too few to influence initial distribution),
the bandit model will not be able to find the best variation.

To solve this problem, some variants of bandit model exits. For instance, the
contextual bandits method uses a context vector with d dimensions (visitor’s
context) to make the best decision.

For instance :
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– LinUCB (Upper Confidence Bound): assumes a linear dependency (to be
identified) between the expected reward and the context vector [8]

– UCBogram algorithm: assumes a non-linear dependency (to be identified)
between the expected reward and the context vector.

– NeuralBandit algorithm: a neural network approach where network learns
the context and the associated reward.

– KernelUCB algorithm: a nonlinear version of LinUCB using a kernel
matrix. Used for on-line learning.

(Note that this list is not exhaustive; the reader can find more detailed informa-
tion in Galichet et al. [4])

In fact, these methods require a prior knowledge on the context, on the
relevance of the attributes and on the correlation between them. Unfortunately,
in most cases, the e-merchant can not provide such knowledge making them
difficult to use.

Our idea, and the main purpose of our work, is to find groups (also called
segments) in which the difference between the two distributions is significant
(i.e., KL(νArm, ν∗) > 0) and in which people have the same behaviour (i.e.,
the individual conversion rate is compatible with the both distributions). So, for
each group, a dynamic assignment can be produced by a bandit as the conditions
to use it are verified.

3 A new A/B test procedure

To solve issues introduced in the previous section, we propose a new A/B test
approach which combines the two steps:

1. a preliminary analysis (offline) to identify visitors subgroups (or segments)
according to their behaviours during their visits, and to determinate if these
subgroups have been differently impacted by the modification of the page
(see Section 3.1).

2. a analysis step (online) corresponding to the actual test which independently
uses a bandit algorithm to each identified subgroup (see Section 3.2).

3.1 Step 1: Preliminary analysis

To create subgroup of visitor which have been similarly impacted by the modi-
fication, we assume that visitors of a such subgroup had have similar navigation
between the arrival of the visitor on the website and a potential conversion. As
we dispose of historical data describing all the pages browsed by the visitors be-
fore the test during a given period (of generally two or three weeks), we can use
this temporal information to extract such subgroups of visitor. The preliminary
analysis we propose, is composed of three steps

1. creation of two clusterings of visitor using historic navigation data.
2. extraction of the topics of interest to improve the visitor profile.
3. patterns searching in visitor profiles to highlight common behaviour.
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Creation of different clusterings of visitors To categorize the visitors,
two clustering are created using browsing history. The first one is based on the
vector Vpresence which indicates if a visitor visits the website within time intervals
(usually, each day), the second on the vector Vpages which gives the number of
pages browsed by a visitor in each time interval.

Generally, a website is built according to the customer experience. So, it
can integrate an implicit expected navigation from the home page to the tested
page. Nevertheless, the visitor can start browsing from any of the pages on this
path, or even from the tested one, for instance using a search engine. In fact, the
browsing history can have different lengths, and can possibly be empty. Thus,
in distance-based clustering algorithm, the use of Euclidean distance are not
available.

As these two vectors can be seen as time series assigned to each visitor, we
can use a classical time series clustering method based on the well-known parti-
tioning algorithm K-means and on the Dynamic Time Warping (D.T.W.) [10].
Centroids calculation are made by the D.T.W. Barycenter Averaging (D.B.A.)
method [10], which is an iterative method to calculate clusters’ average. This
approach is known to be very effective although sensitive to noise and to ex-
treme values. In our experiment, we use the a implementation provided by the
R language [12].

Taking topic of interest into consideration In order to improve the quality
of our visitors profiling, a topic of interest(s) is assigned to each visitor according
to the historic navigation (1) by looking for the different key words of browsed
pages, (2) by extracting topics from these keywords, (3) by associating a such
topic to all the browsed page and (3) by associating all the topics associated to
the pages seen by the visitor during his/her navigation. Note that a topic can be
associated to several pages. The most used topic extraction method for discrete
or symbolic data where topics are not correlated is L.D.A. (Latent Dirichlet
Allocation) [5] which is a combination of Bayesian statistical models.

Patterns searching in visitor profiles The purpose of this step is to extract
subgroups (or segments) of visitors, before the test (only related to the original
variation, the variation B not yet being created) with similar conversion rates.
Indeed it is assumed that (1) the test can only affect one or more subgroups and
(2) visitors from a same subgroup have same behaviour on the both variations.
So we can really compare the two distributions associated to the both variations
because the homogeneously of the population.

We apply a non-parametric regression tree algorithm (e.g., conditional infer-
ence trees, CTREE algorithm, [6]) for discover these subgroups. This regression
tree tests statistically significant difference in the conversion rate (Pearson chi-
square test, with a 95% confidence level) for each visitor profile (composed of
the cluster the visitor belongs to and the and his/her topics series). The built
tree can be used to predict the conversion rate for a visitors from his/her profile
(see Section 4).
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The tree is recursively generated by dividing the population of a node into
two subsets at each iteration. The node to divide is chosen through a test of
co-variances [9] and the most discriminant variable is selected for splitting [13].

To identify the attributes (clusters vs topics) that better characterise the
groups, the tree performs different tests such as the Spearman test, the Wilcoxon-
Mann-Whitney test or the Kruskal-Wallis test but also permutation tests based
on ANOVA statistics or correlation coefficients (in our experiments, with discrete
explanatory classification variables, we use a Kruskal-Wallis test). We compared,
using the Kruskal–Wallis non-parametric method, all the combinations of clus-
ters to find the more discriminant ones (i.e., the combination which give the most
different ratios of conversion). Note that in the R language implementation, the
CTREE algorithm calculate multiple comparisons (with a Bonferroni correction
due to multiple comparisons) [3] to choose the most appropriate test.

Recall that our objective is to use this subgroup to better variation assign-
ment by associating a bandit to each subgroup corresponding to a leaf of this
tree.

3.2 Step 2: Analysis (A/B test)

To assign a new visitor during the analysis step (online), all information about
his/her navigation from the webside homepage to the page to be tested are
registered. As presented in Section 3.1, the two vectors corresponding to the
visit are then calculated and the visitor is affected to the nearest cluster using
D.T.W.

Efficient clustering incremental methods do not exist. So, it is difficult to
improve the clusters during the test phase. We decide to build them before
trough a training period.

The topic series is also affected to the profile. Then the visitor is also affected
to a subgroup using the regression tree. As introduced previously, each group
extracted by the regression tree contains visitors having similar behaviour. Then
we can associate to each leaf of the tree, a bandit occurrence. Then the A/B test
itself can start.

4 Experiments

4.1 The data

We have applied our method on a dataset based on an A/B4 test without dy-
namic assignment (60% of global traffic sent to A and 40% to B) realised from
11/07/16 to 25/07/16 for a fashion e-commerce websites. We selected visitors
arriving before 15/07/16 (midnight) to build our pre-analysis (train_set), and
visitors arrived after 15/07/16 to test A/B itself (exp_set).

The reward was a binary value 5. The reward function follows a Bernoulli
distribution whose parameters are estimated over time.
4 Variation B consisted of changing the link of a "return" button.
5 0: no purchase or 1: purchase
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4.2 The test

According to the two step described in Section 2, we produced the clustering
clustPage (resp. clustV isite) based on the vector Vpresence (resp. Vpages). For
technical reasons, we had only used the topic (called clust in the following)
corresponding at the last page browsed by the visitor rather all topic encountered
during the navigation.

Then, we generated a regression tree (Figure 1) using exclusively the visitors
from train_set who have seen the original version A (Step 1). The preliminary
analysis identified 10 distinct groups

For instance, "Node3" corresponds to visitors belonging to clustPage#3 and
to clustV isite#2 or clustV isite#3.

For Step 2 corresponding to the A/B test itself, we affected a bandit at each
group corresponding to a leaf in the regression tree. Then we apply our dynamic
assignment strategy for all the "new" visitors from exp_set.
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Fig. 1. Regression tree of train_set

4.3 Discussion

To evaluate performances of our method, we compare it with
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– a same bandit model, but applied to all the visitors (without group) referred
here as Binomial Bandit.

– a popular contextual bandit algorithm refereed here as LinUCB

Two aspects are observed in particular:

1. Cumulative reward and ratio of cumulative rewards to visitors.
2. Probability to identify the best variation.

Cumulative rewards With our approach, cumulative rewards is 1457 con-
versions while Binomial Bandit gets only 1252 ones. Table 1 details the best
variation retained for each group, the cumulative reward obtained, the number
of visitors associated to the group and finally the confidence on the choice of the
optimal variation. Note that no visitor has been assigned to bandit #15.

Table 1. Best variation and cumulative reward by group

Bandit Node 3 Node 5 Node 7 Node 8 Node 11 Node 12 Node 15 Node 16 Node 18 Node 19 TOTAL
Winner A B A B A A X A A A X
Rewards 573 50 39 51 10 9 0 628 6 91 1457
Visitors 1878 99 131 181 310 475 0 7380 105 609 11168
Proba 0.66 0.74 0.88 0.63 0.52 0.72 0 0.96 0.73 0.91 X

Confidence on the best variation Our method finds 6 optimal variations
with a probability greater than 70% and generally before the 1000-th visitors
while the Binomal Bandit requires a least 4000 visitors for the same confidence.
Five bandits from them went into the exploitation phase before only one thou-
sand of visitors.

To perform our experiment, we iteratively select a visitor. We apply the
algorithm and if it decides to assign at this visitor to variation (Vu) which differs
to that given by the dataset, we search in the database, a visitor who presents
similar characteristics but who is assigned to the variation (Vu) in the dataset.
If it fails, we randomly choose a visitor assigned to the variation (Vu).

Moreover, as LinUCB is not totally deterministic, we have carried out an
hundred runs on the algorithm. In the following we only report the mean of the
cumulative rewards obtained by these runs.

Table 2 gives the performances of the three algorithms. It shows that LinUCB
gets around 1519 (standard deviation of 49) cumulative rewards. Over 100 runs,
it outperforms a Binomial Bandit approach but not ours, with which it compares
well while being more complex.

Note that Binomial Bandit converges to the best variation (namely, B) but
with a low confidence equals to 0.69.
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Table 2. Comparison of the three methods

Approach Our approach Binomial Bandit LinUCB
Rewards/Visitors 0.13 0.11 0.13
Visitors 11168 11168 11168
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Fig. 2. Regression tree of exp_set with associated bandits

Detailled analysis of our approach Figure 2 shows the relation between the
groups previously defined and a new regression tree obtained from the exp_set
dataset. It also includes the variations A and B as explanatory variables.

The idea is to evaluate the overlap between a tree built from the training set
and the tree obtained with the validation set. For each visitor belonging to a leaf
of the new tree, we search the subgroup which he/she belongs to in the first tree
and thus, the bandit that would have been used to assign it to a variation. In the
Figure 2, each rectangle denotes the bandit’s names for each subgroup of exp_set
dataset. For instance, the leaf on the right only contains visitors associated to
bandit #3 while the leaf at the left, contains visitors associated to bandit #18
and bandit #19. The second subgroup on the right contains to bandit #7 and
bandit #8, and so on.

The idea is to compare if we can find visitors impacted by the test on the
groups previously constructed for bandit assignment. We can observe if a vis-
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itor have been impacted by the modification of the page in the reality with
discriminant variable of regression tree obtained from the exp_set dataset6.

In reality, A was better than variation B only for small subgroups. According
to the tree of figure 2, there are 3 profiles impacted by the test:

– Visitors belonging to clust#1, clust#2, clust#4, clust#6 or clust#10 and
clusPage#3 and clusV isit#1. These visitors have been assigned using the
bandit #16. Our method chooses variation A.

– Visitors belonging to clust#2, clust#6, clust#8 or clust#10 and clusPage#2
and clustV isit#3. These visitors have been assigned using the bandit #7
and #8. Our method chooses A (select bandit with highest probability).

– Visitors belonging to clust#2, clust#4, clust#6 or clust#10 and clusPage#2
and clustV isit#2 These visitors have been assigned using the bandit #7 and
#8. Our method chooses A.

The Table 1 shows the detailed results of our method.
Our method adds the following benefits:

– Identification of the optimal variation for a particular group of visitors.
– Faster convergence towards the operational phase.
– Limitation of convergence towards the wrong variation.

Our approach had a algorithmic complexity comparable to U.C.B one for
experimental period. Moreover, the computation can be done in a parallel way.
Nevertheless, we suppose that the actual reward probability distribution does
not change over the time (hypothesis of stationary).

5 Conclusion and future work

This paper presents a new approach of dynamic assignments strategy based on
a visitor segmentation determined automatically from the visitors navigation
and characteristics. To produce this segmentation we have applied temporal
and semantic clustering methods on visits database. To implement the dynamic
allocation strategy we have used so-called "bandits" algorithm. To validate our
approach, we have compared it with a dynamic allocation algorithm without
a prior segmentation. Results are very promising and the concept has strong
growth potential.

Currently we automatically determine the optimal number topic number and
test our approach with other e-merchants. We also work on the quality of the
clusters.

For future work, we plan to use more parameters related to the global traffic
of the website in order to anticipate the "peaks" and "dips" of traffic interfere
with analysis (differences between the variations can be reduced for a low traffic).

6 For a technical reason, variation A is called 0 and variation B is called 166888
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