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VERIFICATION AND VALIDATION OF RES STANCE AND PROPULSON COMPUTATION

G Deng A. Leoye, E. Guilmineau, P. Queutey, M. Visonneau & J. Wadker S(ECN-LHEEA CNRS France)
A.dd TaroL lorens(Spanish Inditution of Civil Enginesrs Spain)

1. SUMMARY

This paper is devoted to the verification and atid exercises
with the ISIS-CFD code conducted for the Tokyo 2aifshop.
In addition to numerical uncertainty estimation,alg® address
issues such as the effect of turbulence modeiizatid resolved
versus wall modeled approach, propeller resolvedspropeller
modeled approach for selfpropulsion simulation, et

2. INTRODUCTION

CFD can be considered as a mature tool now fdy sitede ship
hydrodynamic applications such as resistance 1in waiter.
Accurate enough predictions can be obtained vetsomeble
resources even for fully appended hulls, bothdotatand for full
scale in a routine design procedure. Howeverpagov&V
exercises are seldom performed by CFD users. \asiEs, one
grid and one computation are adopted followinggaijoiss based
on recommendations and user experiences. The rendiatn
setup such as grid density, turbulence modekbwetbesdifferent
from one institution to another. Comparison wittasoeement
data is often the only criterion when establisthioge guidelines.
The versatiity of a guideline thus establishecbesguestionable,
since a small comparison emor can be the resudimof
cancellaion between numerical discretization ahghsigal
modelizaton error. By performing a careful V&V e, we
attempt to quantify turbulence modelization emditey to answer
to questions such as whether a norHinear turbuimaclel is
more accurate than a linear turbulence modeliforestistance
prediction, what is the impact on the accuracy wiadirfunction
is used.

Compared with resistance computation, validatioprépulsion
computation is much more challenging. To authodsdedge,
the only approach that is capable to predict shjpugion with
accuracy is to simulate directly the rotating piepeith sliding
grid or overset approach. Time accurate simulstiejuired for
such simulation even if time averaged solutionfisient. Our
experiences during the V&V exercises for this viagsshow
that a reliable numerical uncertainty estimatiorasly impossible
for such simulation due to high iterative erromed as time
discretization emor. Selff propulsion simulatiom aso be
performed by modeling the effect of propeller bgiydorces in
the RANSE solver. With such an approach, profielest can be
provided by the RANSE solver. But to determine gli@p
revolution rate and propeller torque, a simplifieddel or a

coupling approach between RANSE solver and arspibetiic
solver simulating the propeller such as RANSE/BENMping
approach must be used. In the present paper]itesimpdel is

employed.
3. NUMERICAL APPROACH AND CASE SETUP

Computation has been performed with the ISIS-Givbsbiver
developed by our team, also available in the cooareaftware
FINE™Marine. It is an unstructured finite volume RANSE
solver using free-surface capturing approach. @iieetiimited
length of this paper, the technical details oftieer will not be
described here.

Except for the case when propeller motion is ieddby the
RANSE solver, only half domain is simulated. Thet ioundary
is located at 2.5Lpp from FP, while the outleigated at 3.0Lpp
after AP. Bottom and top boundaries are locatédbigbp and
05Lpp from the waterine, respectively. Lateraliriolary is
located at 15Lpp from the mid plane. Pressuredappn
condition is applied at the bottom and top bouesjarhile far-
field boundary condition is applied at the inlellaty as well as the
lateral boundary. We rely on Richardson extrapoldir the
V&YV exercise. It is well known that Richardson aptilation can
be applied only when grid similarity is ensureet Whstructured
hexahedral mesh generator HexPfessavalable in
FINE™Marine is employed in the present study. Wih
Hexpres?', itis not possible to generate a set of rigyrsiniar
grids. But with a special setup, it is possibiature grid similarity
before the insertion of viscous layer. Our exgaishow that
grd thus generated can usualy make possible Gessfud
Richardson extrapolation. This grid generatiop$etao specific

to the grid generator HexprBsind will not be described here.
Interested readers can refer to the master tyeaisdel Toro
(2015) who has performed most of the computatieserpied in
this paper during his master thesis in ECN. Taluees the
number of grid cells for different grid sets usdtié present study
forthe JBC test case.

Table1l Number of grid cells for different cases

Cases Grid4 Grid 3 Grid 2 Grid1
1la wm| 405K 1512M 3143M| 5.724M
lla wr | 861K 2632M | 5304M | 9197M
12a wm| 725K 2311M 4806M| 8.750M




12awr | 1317/M | 4.269M 8.344M 14077V
15a wm | 2442M | 4.784M 102471 18.676M
16awm| 2513M 6.668M 13913M  25.332M

In Table 1, "wm" stands for wall modeled simulafianwhich
wall function approach is used, while "wr" standséll resolved
simulation for which low Reynolds turbulence mdsiebed. For

the first case, the samévalue about 30 is applied for all grids,

while for the second casé, walue changes from about 0.4 for the

coarsest grd to about 0.16 to the finest gridhistefor different
configurations have similar grid density. The difiee in number
of cels is due to the presence of energy saviigedE&SD) and
the propeller, additional cells in the viscousrlayeen using wall
resolved approach, and whole domain simulaticer i half
domain simulation. Mesh density is not too finesivisize near
the free-surface is about 0.0008Lpp for the firshntérid 1 and

gid 2 represent a mesh commonly used for resistanc

computation for engineering application. Unlessratbe stated,
all computations have been performed with theimearEASM
turbulence model. Second order upwind blended scligm
employed for spatial discretization except for dase with
propeller resolved simulation for which a more lestab
ALVSMART scheme is used.

4, RESULTSAND DISCUSIONS
41 Resistance Resullts for the JBC test cases

Detailed V&YV results can be found in the proceadigthe
workshop. Main results for total resistance arengiv Tables 2
and 3 for case 1.1a (without ESD) and 12a (WHD)E
respectively. In this table, we give only the figad solution U1,
the observed order of convergence p, Richardsapeastion
emor RE% defined ad£U1L)/0-2100, and the comparison
emor E%D defined as (D-S)/D*100 where D is thesoreanent
data, S=U1 is the simulation rey; is the result of Richardson
extrapolation. The least squared approach propgdddekstra
& Eca (2008) is used for Richardson extrapolaighen the
observed order of convergence is higher than RHlareison
extrapolation is obtained with assumed secondamdanacy. For
both cases, the EASM model gives better prediotiorthe SST
model. Moreover, numerical discretization emsmialler than the
difference due to turbulence model for the firgk gfence, when
the grd is fine enough, the EASM model should better
prediction for ship resistance for this test Gase.reason for the
better performance with the EASM model is duegtetistence
of a relatively strong aftbody vortex for this igexry. When aft-
body vortex is not so strong, the SST model shizdithe capable
to give an accurate prediction for ship resistasegell. We can
also natice that even with a fine grid containiregerthan 6M
cells, numerical discretization emor for resiglatmmputation is
still about 2% at least. Hence, when the gridtisdiurefined, the
EASM model is expected to under-estimate thearesistoy
about 4% for the case without ESD, and 3% forake with
ESD. This is confirmed by computations with adaptivid
refinement which give a comparison error of 3.184he case
without ESD, and 2.2% for the case with ESD. Rbrdases, the
use of wall function does not deteriorate too ntioetpredicted
result. The predicted resistance differs only 8/60and 0.45%
respectively, which is much smaller that the dizatien error.
This observation justifies the use of wall fundimrengineering
application due to much lower computation costv Bleparation

is observed on the ESD. This possibly explains thay
comparison error, the Richardson extrapolatiom, eral the
observed order of convergence are higher for deelc2a when
wall function is used.

Table2 Total resistance for case 1.1a

Simulation Ul p RE% E%D
easm wm 4,209 207 2.3 187
easm wr 4213 194 20 177
sst wr 4,087 159 32 471
Table3 Total resistance for case 1.2a
Simulation Ul p RE% E%D
easm wm 4.200 293 43 148
easm wr 4219 2.06 23 103
sst wr 4,093 167 -32 399

Pressure resistance RE error for case 1.1a
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Figl  Richardson extrapolation emor for pressure masista

Predicting pressure resistance with good accaraahiallenging
task for CFD. Figure 1 displays Richardson extsipolerror for
pressure resistance for the case without ESDviitethe finest
grid, the eror is stil about 10% for the EASM elodluch
higher uncertainty is observed for the SST modelsih high
level of numerical uncertainty might due to lowentasd order of
convergence (1.53). As pressure resistance répraisrabout
25% of the total resistance, numerical emror obdav total
resistance comes mostly from pressure resistarare Far
applications in which the contribution of pressasistance
becomes more important, such as vessels withraRlketio,
higher grid resolution might be needed to achieeeptable
accuracy.

4.2 SelfPropulsion Resullts for JBC test cases

The most obvious approach to perform a self-piopuls
computation is to simulate the rotating propelér tihe RANSE
solver using sliding grid or overset grid apprasgheliding grid
approach is employed in our computation. With spginoach,
time accurate simulation is required even when timig
averaged results is needed. A rigorous V&V stutly suich an



approach requires numerical uncertainty estinmaticspace and
on time. Due to high computational cost, no attésnpéde to
assess time discretization emor during the pretselyt Instead,
time step as well as nonHinear iteration numbydirpe step are
chosen according to open water computations beisgitne grid
for the propeller. Sliding grid approach gives alrtiie same result
for propeller thrust compared with a computatiofopeed in
rotating frame. This "calibration” gives 150 timeps per
revolution and 15 norHinear iterations per tirge. $ie perform a
first computation with a large time step to acateldhe ship to the
target speed until convergence. Rotating frameaghpis applied
to the propeller domain. Ship trim and sinkagecansputed
during this computation. Then, in a restart cortipotave switch
to a small ime step (150 time steps per revoluiiip motion is
frozen during this computation and this is whynduhis restart,
ship dynamic position is not computed accurately.
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Fig2  Forceimbalance for case 1.5a (without ESD)
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Fig3  Forceimbalance for case 1.6a (with ESD)

In our propeller resolved simulation, computatibage been
performed with the EASM model using wall functianlyo
Computations have been performed on 4 grids firedt grid
density as the cases for resistance computationes2 and 3
show the evolution of force imbalance in our sitioaldor case
15a and 1.6a respectively. 0.5N imbalance refsetmut 1.2%
ship resistance. Force imbalance is expectedzerdnender self
propulsion condition. The raw data are highlydaiittg due to
rotating propeller. Results shown in the figuresemecthed data
by applying 1000 passes with the smoothing opesstiiable in
Tecplot post-processor. Force imbalance obtainéek@oarsest
mesh are not shown in the figure. It is very tatjogt 8N). Such
high level of force imbalance is due to the fattibry strong flow
separation occurs at stem, resulting in a higiiyanetric wake.
In our simulation, propeller revolution rate isspribed with the
measurement value. Propeller thrust is positive.tieo case
without ESD, force imbalance has a positive sigheofine mesh
(Grid1), which means that propeller thrust is igh. e need to
reduce propeller revolution rate to satisfy thé sejulsion
condition. For the case with ESD, we are not tdmfa the self
propulsion condition. For case 1.6a, we have patbabout 7
seconds physical time, namely more than 50 prapstiutions.

With 150 time steps per revolution and 15 norliteeations per

time step, the CPU cost is equivalent to abouteSBtance
computations. Yet, it is hardly possible to detagritie converged
value for force imbalance. Due to such a convezdasitavior,

we believe that iterative error in our simulati®miuch too high
compared with discretization error. Hence, it ipassible to

perform any reliable uncertainty estimation fardization error.

Table4 Comparison error for propeller resolved simulation

Caselba Casel6a

\alue E%D \alue E%D

Ct*1000 | 4.661 31 4572 399
Kt 0214 147 0.227 2.78

Kq 0.029 555 0.031 -352

Table 4 presents the predicted results with teet fiid for Ct, Kt
and Kq as well as relative error compared with uneiaent data.
In spite of high numerical uncertainty, predicteduks are
reasonable. High propeller torque is a typicalt iestRANSE
simulation when turbulence transition is not sitedlaBut as we
can see in the following section that accuracy akewflow
prediction can be the cause of such over prediiomell. It
should be noticed that propeller thrust and skifiarce are not
clearty defined in a propeller resolved RANSE sitiand. They
are evaluated during postprocessing using a predist is not
always clearly defined. Conceming our result, sider the
dynamic axial force acting on the propeller doraaipropeller
thrust. This choice is justified by the fact thappller thrust thus
obtained agrees with the simulation using actistoapproach
presented later in this paper. With this post-psbig procedure,
we under estimate propeller thrust and ship resisaompared
with measurement data. If we consider axial footiagaon
propeller blades as propeller thrust, then foricBagwe will over
predicted propeller thrust by 1.2% and under dstirsiap
resistance by 2%. This results in a better agréewidn
measurement data, while it is exactly the samétionuesuit.

We have also performed self propulsion simulagiarsing body
force approach with actuator disk model. Progbfiest can be
determined directly from the RANSE computation. But
determine other quantities related to propeliéarpasince such as
propeller torque and propeller revolution ratgyegial coupling
procedure is required. The RANSE solver can bdecbuith
BEM code or other type of simplified code to siteuiae action
of the propeller. In the present study, we emplangoler
approach without using any other simplified codeowty use the
open water Kt-Kq result obtained from the measuntitoe
determine the missing quantiies with post-pragesdhe
procedure is as follows. First, we perform a uRAINSE
computation with actuator disk approach to simtiieteffect of
the propeller. Propeller thrust is adjusted ddiiisgcomputation
such that selfpropulsion condition is satisfieflerAhaving
obtained the converged solution with the RANSEesoive
compute the total velocity at the propeller plhe.total velocity
is computed on a disk with the same size as ielleraliameter.
This will give us two conditions: propeller thrast! total velocity.
We will perform an additional open water compuiiatising
actuator disk approach based on the open watey kit In
this open water actuator disk computation, propellelution rate
and propeller advancing speed is adjusted sugdpeller thrust



determined from the Kt-Kq result and the totaloigilcomputed
at the propeller plane are the same as the vataeged with the
RANSE computation with the hull. With two condiiaand two
unknowns, the problem is well defined and can $il salved
iteratively. Compared with more complex couplingcedure
such RANSE/BEM coupling approach, there is no teed
compute the propeller induced velocity.

Table5 Propeller modeled simulation for case 1.5a

43 Wake How Results for JBC test cases

The mesh set employed in the present study isesimensure
an accurate enough accuracy for ship resistanqgarapudsion
prediction based on our experiences. Spatialtiesat.the wake
near the propeler plane is about 0.00086Lpplwtfirest grid. it
tums out that with such grid resolution, the refiee of the
predicted axial velocity contours obtained withiiieefinest grid
is still clearly visible as shown infigure 4.

Wall resolved Wal modeled

\alue E%D | Vaue E%D

Cr1000 | 4625 387 4620 397
Kt 0214 124 0213 184

Kq 00291 | 441 00291 | 419
n(ps) 760 256 762 231

Table6 Propeller modeled simulation for case 1.6a

Wall resolved Wal modeled

Value E%D Value E%D

Ct1000 | 4.660 214 4617 304
Kt 0.2385 2.36 0.2327 0.13
Kq 0.0306 -3.66 0.0305 325
n(rps) 731 253 7.33 227

Uniike the case for resistance computation, vnalge to obtain
a result with good convergence behavior with redpethe
requirement for Richardson extrapolation. Foreiaison, only the
predicted Ct, Kt, Kq and propeller revolution ratabtained with
the finest grid as well as the relative error coespanith
measurement data are shown in table 5 and tainiéhé tases
without and with ESD respectively both for wallotesd
simulation and for wall modeled simulation usind fwaction.
Unlike the case with propeller resolved simulgiiappeller thrust
and ship resistance are clearly defined in thesljgomodeled
RANSE computation. Compared with measurement data,
predicted results are slightly better than whablsgined with
much expensive propeller resolved simulation piesbiertable 4.
As the computation is performed with half domampglier
tangential force is not taken into account Enag t this
approximation needs to be investigated in a fatudy. In our
simulation, experimental Kt-Kq resutt is employediétermine
propeller torque coefficient Kg and propeller retiah rate n. It
can be seen that propeller torque is over-predistite case with
propeller resolved simulation. In spite of the tiaiogy about the
accuracy of such simplified approach, we belieatestich over
prediction of propeller thrust can be attributdidd@ccuracy of the
predicted wake. As we can see in the followingssatisn,
predicted axial velocity at propeller plane is Emdhan the
measurement result, especially for the case wiEBIX This
explains why estimated propeller revolution ratieviger, and
propeller torque is higher. In both cases, wallvied simulation
and wall modeled simulation give about the sameaagc This
result justifies once again the use of wall fundtip engineering
applications.
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We attempt to obtain a more accurate solutioradéiptive grid
refinement. Results obtained with double model tatigm
using wall resolved EASM are shown in figure 5. atheptive
mesh contains about 35M cells. Comparison withurezasnt
data is shown in figure 6. In the core of aft-baoiex, the
predicted axial velocity is higher than the measent value,
while for free-surface computation, the predicidevis lower.
This is the reason why we overpredict propelguemin the
computation with free-surface. The higher predirizd velocity
in the core of the vortex might be due to doublelaino
computation. We have performed another adaptvé gri
refinement computation with free-surface. The noininaell size



is refined to about 0.00009Lpp. We discover thtsuich a fine
grd, fow instabiity develops. Due to such uraetpd
unsteadiness, predicted wake flow is quite difffram what we
obtained when the numerical solution converges deamly
solution. Such unsteadiness is also observed iaendsh is
refined manually in the wake with similar grid hetkan. But the
ampilitude of unsteady fluctuation is not exactiydhme. Due to
the uncertainty in reproducing such unsteadinegsefer not to
submit the wake flow result with grid refinemeritimworkshop.
But the predicted free-surface elevation with adamyrid
refinement is submitted .

Fig6  Comparison of U velocity contours at section S2
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Fig.7  Comparison between SST and EASM model

It is interesting to observe that with a coarsdr(grid 2), the
agreement between the CFD prediction and the meamtr
result is better. Better agreement is also obtfinedsistance.
With grid2, we have 1% under-estimation, while witd 1, the

eror is about 2%. We believe that it is the effécerror

cancellation. On the coarse grid, numerical distiet error

cancels with turbulence modelization error. \We  hege

performed any propulsion computation with the S8dehin the

present study. But by checking the mean axial ityelaicthe
propeller plane, we can observe that the prediotsth axial
velocity using the SST model is about 5% highepeoed with
the EASM model. Hence, if a propulsion simulatiquerformed
with the SST model, then error in propeller torgosuld be
smaller, and the propeller revolution rate withiger. But we can
not conclude that the SST model is more accurgieofauision
computation. By comparing the predicted axial gloontours
at section S2 between the SST model and the EASH,me
can observe that the SST model fails to predifcidhtion for the
core of the aft-body vortex comrectly.

44 Simulation for the ONR Tumblehome Test Cases

V&YV study was not performed for the ONR Tumblehdese
case. It is a very challenging 6-DOF free run Céibptitation
with active rudder control in waves. To deterrtiieepropeller
revolution speed, a cam water selfpropulsion ctatiyn at
model point needs to be computed first. For thifigcmation,
bath propeller resolved and propeller modeled catigms have
been performed. The propeller resolved simulatiperformed
with half domain using sliding grid. The mesh dost&.3M cells
with 865K cells in the propeller domain. The priepehodeled
simulation is performed with a whole domain usirggseet grid to
handle rudder motion. The background grid witisttiecontains
6.5M cells. Each overset grid for the rudder cumatbout 750K
cels. Measurement data are avaiable for trinkagin and
propeller revolution rate only. Comparison with sneament data
is shown in table 7. All computations have bedrpaed with
the SST model.

Table7 Calmwater results for ONR Tumblehome

Sinkage*100m Trim (deg) N (ps)

Value | E%D| Value| E%D| Value E%
PropR| 0234 -33% 004 -133% 83 2
PropM| 0245| 83% -0034 11.0% 883 15

Error observed for tim angle is unusual. Propelsived and
propeller modeled approach give quite differenttsssnd both
CFD predictions are far from the measurement\iiaizeclieve
that such discrepancy is mainly due to the appatizinmade in
our computation. For the propeller resolved sifonjathip free-
motion is computed only in the first computatiomgiship
motion adapted time step with rotating frame appragplied for
the propeller domain. In the second restart cotigpuitaith
rotating grid approach applied for the propelemaln, ship
motion is frozen. Predicted result shows that dntical force
acting on the propeller is quite different betwdam two
computations. Moreover, the vertical force actimthe propeller
on the tim angle is important. Trim angle showlite 7 is a
corrected result based on the predicted vertical for the case
with propeller resolved simulation. In the propefisodeled
simulation with actuator disk, propeller verticebé is not taken
into account, which results in an under estimalidim angle.
The predicted resistance coefficient, Kt and Kg5862e-3,
0.249, 00753 and 5.041e-3, 0.232, 0.0674 forelj@osolved
simulation and propeller modeled simulation resplsct
Measurement data is not available for those degriit we
believe that the propeller torque is over estimaitbda propeller
resolved approach.



Free run computations have been performed witreliprop
modeled approach for head sea and 45 deg bowhséehen
following setup procedure is applied. First, aéimd sinkage free
only captive motion with prescribed approach sgqastformed
until a well established solution is obtained. Thveen wave crest
arrives at bow, the ship is released and a fresoraputation is
performed with rudder angle controlled by the dotdaw
prescribed in the instruction. Propeller revoluipeed is kept
unchanged with the value determined from the calterself-
propulsion computation presented above. Unforynaizhave
made a mistake in moment of inertia in our setupakent of
inertia is 52% lower, while Y and Z moment of ingg 24%
higher. This will have an important impact on eedjoted results,
especially for ship speed and roll motion. As eachputation
takes more than one week, we did not have tinepéairthe
computation with a correct setup.
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Fig8  Ship speed and motions for bow sea configuration

Figure 8 presents the predicted ship speed as\helhve, rolland
yaw moations for the bow sea configuration. Measemedata are
shown by symbols. Lower ship speed and highemaiibn
amplitude are certainly the consequence of wrongeamioof
inertia in our setup. A correct computation willdegformed and
the resutt wil be presented during the workshop.olir
computation, the course of the ship is not maactagt the
expected trajectory. It is not surprising. We telighat the
prescribed autopilot law is not capable of maingie course.
Rudder force predicted with propeller modeled agabro
employed in our simulation must not be accuratagndhis
explains why we can not maintain the course withstime
control law used in the measurement.

5. CONCLUSION

The V&V exercise for the JBC test case confirmg widhave
leamed from previous benchmark test case sucS\ds &hd
KVLCC2 for U-shape vessel. Turbulence model is lertab
simulate aft-body vortex with a perfect agreent@msequently,
ship resistance is slightly under-predicted. Agugrdo our
estimation, this under estimation is about 7-8%a3af#h for a
linear and nondinear turbulence model respectioelthe case
without ESD, which is however acceptable. Howbves been
noticed many times that the error obtained witkshroontaining
a few million cells in our CFD computation is uistiess than 2%
when using the EASM model. This is probably duernor
cancellaion. Inspection of pressure resistancealsevihat
numerical error is still about 10% for this queantiith grid
resolution commonly used for industrial applicafiean a different
hull form with smaller L/B ratio, higher grid regtin is therefore
required. Physical modelization error is also dsgda be higher.
For self-propulsion computation, we were unablebiain a
reliable estimation for numerical uncertainty hath propeller
resolved and with propeller modeled approach. Haywev
comparison error is always in the range of a fevepis as for the
resistance. Hence, we consider that the qualityuaferical
prediction is also reliable. Although there isodtatithe non-inear
EASM model can provide better prediction for skgstance and
wake flow compared with the linear eddy-viscosyf hodel, it
is not sure that this model also performs bettsefbpropulsion
computation. Better predicton of the EASM modei te
observed on axial velocity distribution as welbashe location
and intensity of the aftbody vortex. However, wel fhat
propeller prediction is more sensitive to mearhaliacity in the
propeller plane rather than to the detailed weldisitribution, at
least when propeller modeled approach is empléysether
investigation is required conceming this issuiiadipresent study,
we also found that a very simple propeller modgdetbach can
give equally accurate prediction for ship propuisiompared
with the expensive propeller resolved approactx: fine to the
use of wall function is very small compared wittmetcal
discretization error and turbulence modelizaticor. ét can be
used for similar engineering application with aamice. With a
mesh containing less than 10M cells, we have fthatdt is
hardly possible to obtain a grid independent aoldtir wake
flow. Attempt to obtain better accuracy with asieqatind manual
grid refinement leads to the development of flogtaaaiiness in
the case of JBC, while such behavior is not olakénvthe
computation for the KVLCC2 test case. We hopeatifydhis
issue in a future study.
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