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Abstract

We study the stochastic control-stopping problem when the data are of polynomial
growth. The approach is based on backward stochastic di�erential equations (BSDEs for
short). The problem turns into the study of a speci�c re�ected BSDE with a stochastic
Lipschitz coe�cient for which we show existence and uniqueness of the solution. We then
establish its relationship with the value function of the control-stopping problem. The
optimal strategy is exhibited. Finally in the Markovian framework we prove that the
value function is the unique viscosity solution of the associated Hamilton-Jacobi-Bellman
equation.

Keywords : Re�ected Backward stochastic di�erential equations; Mixed stochastic control;
control-stopping problem; stochastic Lipschitz condition; Hamilton-Jacobi-Bellman equation;
Viscosity solution.
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1 Introduction

The main objective of this paper is to deal with the �nite horizon control-stopping problem in
its weak formulation (see e.g. [4, 6, 7, 12] to quote a few, and the references therein) which we
describe hereafter.

Let us consider a controlled system whose dynamics (xs)s≤T is a weak solution of the
following functional stochastic di�erential equation:

dxs = f(s, x, us)ds+ σ(s, x)dBu
s , s ∈ [0, T ] and x0 ∈ Rd �xed; (1.1)

u := (us)s≤T is a stochastic process by which the controller intervenes on the system by choosing
the law Pu, equivalent to a reference probability P, under which Bu := (Bu

s )s≤T is a Brownian
motion. On the other hand, at her/his convenience, the controller chooses also the time τ to
stop controlling the system. As a result this incurs a payo�, which is a reward, J(u, τ) given
by:

J(u, τ) := Eu
[∫ τ

0
Γ(s, x, us)ds+ Lτ1{τ<T} + g(x)1{τ=T}

]
. (1.2)
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Here: i) Γ is the instantaneous reward; ii) Lτ is the reward if the controller decides to stop at
τ before the terminal time T ; iii) g is the reward at the terminal T .

This problem is termed of control-stopping (or mixed) type because it combines control and
stopping. It has been considered in several papers including [2, 11, 12, 15]. There are at least
two methods to tackle this problem. One is based on the martingale approach ([11, 15]) and
the other one uses the notion of backward stochastic di�erential equations ([2, 12]). However
in all those works there are technical restrictions on the data (f , Γ, L, g, etc.) which de�ne
this problem. Actually, in [11, 15], f is supposed of linear growth w.r.t. x and Γ, L, g bounded
while in [2] this latter assumption of boundedness is relaxed to linear growth. On the other
hand, in [12], f is supposed bounded while the other functions can have an arbitrary polynomial
growth w.r.t. x. Therefore the main objective of this work is to unify those frameworks, i.e.,
to consider the control-stopping problem when f , on one hand, and Γ, L, g, on the other hand,
are of linear and polynomial growths respectively. The approach is based on re�ected BSDEs.

To deal with the control-stopping in our general framework we are led to study the following
re�ected BSDE (1.3) and to prove that it has a solution:

Yt = g(x) +
∫ T
t H∗(s, x, Zs)ds+KT −Kt −

∫ T
t ZsdBs, t ≤ T ;

L ≤ Y and
∫ T

0 (Ys − Ls) dKs = 0,

(1.3)

where
H∗(s, x, z) = supu∈AH(s, x, z, u) with

H(t, x, z, u) = zσ−1(t, x)f(t, x, u) + Γ(t, x, u).

The function H is the Hamiltonian of the problem and A the set of values of the controls.
First let us notice that if σ−1f is bounded then obviously the function H∗ is Lipschitz w.r.t.

z and consequently the existence-uniqueness of a solution for the above re�ected BSDE (1.3) is
obtained from the classical result by El-Karoui [10]. Now in the case when σ−1f is not bounded
and satis�es a linear growth condition only, H∗ verifes the following property which is called
the stochastic Lipschitz condition: ∀ z, z′ ∈ Rd,

|H∗(t, x, z)−H∗(t, x, z)| ≤ C(1 + ‖x‖t)|z − z′| (‖x‖t = sup
s≤t
|xs|). (1.4)

which means that the re�ected BSDE (1.3) is not standard and of stochastic Lipschitz type.
These latter RBSDEs are already considered in some papers including [17, 19] (for non re�ected
ones, see [3]). However the results of these works do not allow to deduce satisfactorily the
existence of a solution to (1.3) since they have been stated in frameworks which do not �t
completely to ours. Indeed, had we applied those results, we would have been led to assume
restrictive conditions on the horizon T of the problem which, among other conditions, should
be small. Therefore the �rst task is to show that the re�ected BSDE (1.3) has a solution for
arbitrary �nite horizon T . Under condition (1.4) on H∗ and the polynomial growth of Γ, g
and L with respect to x, we show that the re�ected BSDE (1.3) has a unique solution. In this
proof, one point plays a crucial role which is the existence of a constant p > 1 such that

E[(
dPu

dP
)p] <∞.

Further the link with the control-stopping problem is stated, an optimal pair (u∗, τ∗) is exhibited
and �nally the associated Hamilton-Jacobi-Bellman equation, in the Markovian framework, is
studied.
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The paper is organized as follows. In Section 2, we formulate the problem and consider a
speci�c re�ected BSDE with stochastic Lipschitz coe�cient whose solution provides appropriate
estimates for the solution of the re�ected BSDE (1.3). In Section 3, we show that equation
(1.3) has a unique solution (Y,Z,K). This solution is constructed as a limit (twice) of an
approximating scheme obtained by truncating H∗ twice. Namely we show that

Y = lim
m→∞

lim
n→∞

Y n,m

where (Y n,m, Zn,m,Kn,m) is the solution of the standard re�ected BSDE associated with
(H∗n,m, g(x), L) with

H∗n,m(t, x, z) := max{H∗(t, x, z), 0}1{‖x‖t≤n} −max{−H∗(t, x, z), 0}1{‖x‖t≤m}

which is Lipschitz w.r.t. z since H∗ veri�es (1.4). Another property which plays an important
role in this construction is the comparison of solutions of re�ected BSDEs. We then show that
Y0 is nothing else but the optimal payo� of the control-stopping problem. The optimal pair of
control and stopping time is exhibited.

In Section 4, we consider the Markovian framework of the mixed control problem, i.e.,
roughly speaking, for (t, x) ∈ [0, T ]× Rd, the dynamics of the controlled system is given by:

dxt,xs = f(t, xt,xs , us)ds+ σ(s, xt,xs )dBu
s , t ∈ [0, T ] and xt,xt = x ∈ Rd �xed. (1.5)

The payo� Jt(u, τ) on the time interval [t, T ], is de�ned by:

Jt(u, τ) := Eu
[∫ τ

t
Γ(s, xt,xs , us)ds+ h(τ, xt,xτ )1{τ<T} + g(xt,xT )1{τ=T}

]
. (1.6)

We show that the deterministic function

u(t, x) := Y t,x
t = sup

(u,τ)
Jt(u, τ),

where (Y t,x, Zt,x,Kt,x) is the unique solution of the re�ected BSDE (1.3) in this Markovian
framework, is the unique viscosity solution of the Hamilton-Jacobi-Bellman associated with the
control-stopping problem, i.e.,

min [u(t, x)− h(t, x),−∂tu(t, x)− Lu(t, x)−H∗(t, x,∇xu(t, x)σ(t, x))] = 0, (t, x) ∈ [0, T [×Rd;

u(T, x) = g(x), x ∈ Rd.
(1.7)

Moreover u is continuous and of polynomial growth. The main di�culty is to show continuity of
ūm(t, x) = limn→∞ Y

t,x,n,m
t . Due to the polynomial growths of Γ, h and g, this continuity can-

not be obtained by the usual characterization by means of Snell envelope of processes. To over-
come this di�culty we have shown that the comparison principle holds for the partial di�erential
equation (PDE for short) associated with the RBSDE veri�ed by Y t,x,m = limn→∞ Y

t,x,n,m (see
(4.47)) and that ūm(t, x) is a solution. Consequently it is continuous and unique in the classe
of functions with polynomial growth. Finally, similarly, we deduce that u(t, x) is continuous
and is the unique solution of (1.7) in the classe of functions with polynomial growth.
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2 Formulation of the problem. Study of a speci�c re�ected

BSDE

Let Ω = C
(
[0, T ];Rd

)
be the space of Rd-valued continuous function on [0, T ] endowed with

the metric of uniform convergence on [0, T ]. Denote by F the Borel σ-�eld over Ω. Next for
ω ∈ Ω and t ≤ T , let us set ||ω||t := sup0≤s≤t |ωs|. Let x := (xs)s≤T be the coordinate process
on Ω, i.e., xs(ω) = ω(s) and denote by (F0

t := σ(xs, s ≤ t))t∈[0,T ], the �ltration on Ω generated
by x.

Let σ be a function from [0, T ]× Ω into Rd×d such that:

A1) σ is F0
t -progressively measurable.

A2) There exists a constant C > 0 such that:

a) For every t ∈ [0, T ] and ω, ω′ ∈ Ω, |σ(t, ω)− σ(t, ω′)| ≤ C||ω − ω′||t,
b) σ is bounded, invertible and its inverse σ−1 is bounded.

Let P be a probability measure on Ω such that (Ω,P) carries a d-dimensional Brownian motion
(Bt)0≤t≤T and for any x0 ∈ Rd, the process (xt)0≤t≤T is the unique solution of the following
stochastic di�erential equation:

xt = x0 +
∫ t

0 σ(s, x)dBs, t ∈ [0, T ]. (2.1)

Such a pair (P, B) exists thanks to Proposition 4.6 in ([14], pp.315) since σ satis�es (A2).
Moreover, for any p ≥ 1,

E
[
‖x‖pT

]
≤ Cp (2.2)

where Cp depends only on p, T , the initial value x0 and the linear growth constant of σ (see
[14], pp. 306). Again, since σ satis�es (A2), F0

t is the same as σ{Bs, s ≤ t} for any t ≤ T . We
denote by F := (Ft)0≤t≤T the completion of (F0

t )t≤T with the P-null sets of Ω. Finally let P
be the F-progressively measurable σ-algebra on Ω× [0, T ].

Let us introduce some notations. In the following, for q, k ≥ 1, we denote by:

i) Lq :={ξ is an FT -measurable random variable s.t E[|ξ|q] < +∞}.

ii) Hq,k := {Z := (Zs)s≤T , P-measurable, Rk-valued process s.t. E
[(∫ T

0 |Zs|
2
) q

2

]
< +∞}.

iii) Sq:={Y := (Yt)t≤T , P-measurable, R-valued and continuous process s.t. E
[
sup0≤t≤T |Yt|q

]
<

+∞ }.
iv) By convention inf{∅} = +∞.

Let us now consider the following functions g, ϕ and obstacle (Lt)t≤T .

(i) g : C → R is a Borel measurable function of polynomial growth, i.e., there exist constants
C and p such that:

|g(x)| ≤ C(1 + ‖x‖pT ), ∀x ∈ C.
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(ii) The process (Lt)t≤T is P-measurable, continuous, R-valued. Moreover there exist positive
constants C and p such that ∀t ∈ [0, T ],

|Lt| ≤ C(1 + ‖x‖pt ). (2.3)

We moreover assume that P-a.s. LT ≤ g(x).

(iii) The function ϕ is de�ned as follows: For some p ≥ 1, for any (t, x, z) ∈ [0, T ]× C × Rd,

ϕ(t, x, z) = c(1 + ‖x‖t)|z|+ c(1 + ‖x‖pt ).

We now introduce a property of exponential martingales which plays an important role in
this work. Let ϑ be a function from [0, T ] × C into Rd which is P-measurable. For t ≤ T we
set:

ζt = e
∫ t
0 ϑ(s,ω)σ−1(s,ω)dBs− 1

2

∫ t
0 |ϑ(s,ω)σ−1(s,ω)|2ds.

We then have:

Lemma 2.1.

i) Assume that ϑ is bounded. Then (ζt)t≤T is a martingale such that for any ` ≥ 1,

E[(ζT )`] ≤ C`,ϑ,T

where C`,ϑ,T is a constant which depends only on T , ` and the constant of boundedness of ϑσ−1.

ii) Assume that ϑ is of linear growth, i.e., for any t ≤ T , |ϑ(t, ω)| ≤ cϑ(1 + |ω|t). Then there
exist constants q > 1 and $ which depend only on T , σ, σ−1 and cϑ such that

E[(ζT )q] ≤ $. (2.4)

Moreover (ζt)t≤T is a martingale.

iii) In both cases, the measure Q such that dQ = ζT .dP is a probability on (Ω,F).

Proof : Point i) is classical and based on the fact that when ϑ is bounded, the familly of ζ's
are martingales. The proof of point ii) is given in ([13], Equation (2.8), pp. 3). Finally point
iii) is obvious since ζ is a positive martingale.

Next let Φ be a function from [0, T ]×C ×Rd into R which is P ⊗B(Rd)-measurable. First
we de�ne the notion of a solution of the re�ected BSDE associated with a triplet (g,Φ, L) which
we consider throughout this paper.

De�nition 2.1. A triplet (Y,Z,K) := (Yt, Zt,Kt)t≤T of P-measurable and R1+d+1-valued
processes is a solution of the re�ected BSDE associated with the lower re�ecting barrier L, the
terminal value g(x) and generator Φ if the followings hold:

i) Y is continuous, K is continuous non-decreasing (K0 = 0), P-a.s. (Zt(ω))t≤T is dt-square
integrable;
ii) Yt = g(x) +

∫ T
t Φ(s, x, Zs)ds+KT −Kt −

∫ T
t ZsdBs, 0 ≤ t ≤ T ;

iii) Yt ≥ Lt, 0 ≤ t ≤ T and
∫ T

0 (Ys − Ls)dKs = 0.

We are going to show that the re�ected BSDE associated with (ϕ,L, g) has a solution which
also satis�es other integrability properties. As it is mentionned previously, ϕ is not a standard
generator which does not enter neither in the framework of [10] nor in the one of [3].
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Proposition 2.1. There exist P-measurable processes (Y, Z,K) valued in R1+d+1 and a sta-
tionary non-decreasing sequence of stopping times (τk)k≥1 such that:

i) (Y, Z,K) is a solution for the BSDE associated with (ϕ,L, g).
ii) For any constant γ ≥ 1 and τ a stopping time valued in [0, T ],

E[|Yτ |γ ] < +∞. (2.5)

iii) For any k ≥ 1,

E[sups≤T |Ys∧τk |γ +Kγ
τk +

∫ τk
0 |Zs|

2ds] < +∞, (2.6)

where τk depends only on g, L and x.

Proof : For n ≥ 0 let us set

ϕn(t, x, z) = [c(1 + ‖x‖t) ∧ n]|z|+ c(1 + ‖x‖pt ).

Then ϕn is Lipschitz w.r.t z. Therefore by El-Karoui et al.'s result in [10], there exists a triplet
of processes (Y n, Zn,Kn) ∈ S2 ×H2,d × S2 (Kn is non-decreasing and Kn

0 = 0) such that :{
Y n
t = g(x) +

∫ T
t ϕn(s, x, Zns )ds+Kn

T −Kn
t −

∫ T
t Zns dBs, t ∈ [0, T ] ;

Lt ≤ Y n
t , ∀t ∈ [0, T ] and

∫ T
0 (Y n

s − Ls) dKn
s = 0.

(2.7)

Next by the comparison Theorem (see e.g. [10]) we have, for any n ≥ 0, Y n ≤ Y n+1 and
dKn+1 ≤ dKn since ϕn ≤ ϕn+1 and the barrier L is �xed.

We now show the following Lemmas (which are steps forward in the proof of Proposition
2.1) related to estimations of the processes Y n, n ≥ 0, and the convergence of the sequence
(Yn)n≥0.

Lemma 2.2. There exists a P-measurable RCLL (for right continuous with left limits) process
Y := (Yt)t≤T , R-valued such that P-a.s. for any t ≤ T , Y n

t ↗ Yt. Moreover for any γ ≥ 1 and
any stopping times τ ∈ [0, T ],

E [|Yτ |γ ] ≤ c

where c is a constant independent of τ .

Proof : Let Pn be the probability, equivalent to P, de�ned as follows:

dPn = LnTdP

where for any t ≤ T ,

Lnt := exp{
∫ t

0{c(1 + ||x||s) ∧ n}`(Zns )dBs − 1
2

∫ t
0 ‖{c(1 + ‖x‖s) ∧ n}`(Zns )‖2ds}

with ` is a bounded measurable function such that `(z).z = |z|, ∀z = (zi)i=1,...,d ∈ Rd. Such a
function ` exists and it is enough to take `(z) = (`i(z))i=1,...,d where for i = 1, . . . , d− 1

`i(z) = (
√
z2
i + ...+ z2

d −
√
z2
i+1 + ...+ z2

d)z−1
i 1{zi 6=0} and `d(z) = |zd|z−1

d 1{zd 6=0}. Then by

Girsanov's Theorem, the process (Bn
t := Bt −

∫ t
0{c(1 + ‖x‖s) ∧ n}`(Zns )ds)t≥0 is a Brownian

motion under Pn and the triplet (Y n, Zn,Kn) veri�es: For any t ∈ [0, T ],{
Y n
t = g(x) +

∫ T
t c(1 + ‖x‖ps)ds+Kn

T −Kn
t −

∫ T
t Zns dB

n
s ;

Lt ≤ Y n
t and

∫ T
0 (Y n

s − Ls) dKn
s = 0.
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Therefore for any stopping time τ ≤ T , P-a.s., we have:

Y n
τ = esssupσ≥τEPn

[∫ σ

τ
c(1 + ‖x‖ps)ds+ Lσ1{σ<T} + g(xT )1{σ=T}|Fτ

]
(one can see [10] for this characterization). Next by using polynomial growth of g and L and
the fact that P and Pn are equivalent, we deduce that:

|Y n
τ | ≤ EPn

[∫ T

τ
c(1 + ‖x‖ps)ds+ 2c(1 + ‖x‖pT )|Fτ

]
≤ c(1 + EPn [‖x‖pT |Fτ ]).

Next let γ ≥ 1. Then by conditional Jensen's inequality we have:

|Y n
τ |γ ≤ c(1 + EPn [‖x‖γpT |Fτ ]) (2.8)

= c(1 + E
[
Lnτ,T ‖x‖

γp
T |Fτ

]
)

where for any t ≤ T ,

Lnt,T := LnT ÷ Lnt

= exp{
∫ T

t
{c(1 + ||x||s) ∧ n}`(Zns )dBs −

1

2

∫ T

t
‖{c(1 + ‖x‖s) ∧ n}`(Zns )‖2ds}

= exp{
∫ T

0
1{t≤s≤T}

(
{c(1 + ||x||s) ∧ n}`(Zns )dBs −

1

2
‖{c(1 + ‖x‖s) ∧ n}`(Zns )‖2ds

)
}. (2.9)

Now by Lemma 2.1, there exist constants c and q > 1, which do not depend on n and τ such
that E[(Lnτ,T )q] ≤ c. Next by Young's inequality we get from (2.8):

|Y n
τ |γ ≤ c(1 + E

[
q−1(Lnτ,T )q + q̌−1‖x‖γpq̌T |Fτ

]
),

where q−1 + q̌−1 = 1. Taking now into account of (2.2) we deduce that:

∀n ≥ 0, E[|Y n
τ |γ ] ≤ c (2.10)

where c is a constant which does not depend on n. As for any n ≥ 0, Y n ≤ Y n+1 then P-a.s. for
any t ≤ T , Y n

t →n Yt = lim infn→+∞ Y
n
t . Therefore P-a.s. Y n

τ →n Yτ and by Fatou's Lemma
and (2.10) we have E[|Yτ |γ ] ≤ c.

It remains to show that Y is RCLL. But this a direct consequence of the fact that Y n is
a continuous supermartingale which converges increasingly and pointwise to Y and then the
limiting process Y is also RCLL (see [9], pp.86).

Next let θ̃ = |x0|+ |L0|+ |Y 0
0 |+ |Y0| (θ̃ is a constant) and for k ≥ 1 let us de�ne the sequence

of stopping times (τk)k≥1 by:

τk := inf{t ≥ 0, |Yt|+ ‖x‖t + |Lt|+ |Y 0
t | ≥ θ̃ + k} ∧ T.

The sequence of stopping times (τk)k≥1 is non-decreasing, of stationary type (i.e. constant after
some rank k0(ω)) converging to T since the process Y is RCLL and Y 0, x and L are continuous.
Moreover for any k ≥ 1,

max{sup
t≤τk
|Lt|, sup

t≤τk
|Yt|, sup

t≤τk
|Y n
t |} ≤ θ̃ + k := θ̃k.

Next we have the following result:
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Lemma 2.3.

i) The process Y is continuous.
ii) There exist P-measurable processes (K,Z) valued in R1+d such that (Y, Z,K) is a solution
of the re�ected BSDE associated with (ϕ, g, L) and veri�es (2.6).

Proof : For any k ≥ 1 and n ≥ 0 we have: ∀t ∈ [0, T ]
Y n
t∧τk = Y n

τk
+
∫ τk
t∧τk ϕ

n(s, x, Zns )ds+Kn
τk
−Kn

t∧τk −
∫ τk
t∧τk Z

n
s dBs;

Lt∧τk ≤ Y n
t∧τk and

∫ τk
0 (Y n

s − Ls) dKn
s = 0.

By using the Itô formula with (Y n
t∧τk)2 and taking into account of (2.2), we classicaly deduce

the existence of a constant Ck, which depends on k, such that uniformly on n, we have

E
[∫ τk

0
|Zns |2ds

]
≤ Ck (2.11)

since |Y n
t∧τk | ≤ θ̃k, for any t ≤ T , and Y

0 ≤ Y n ≤ Y .
Next once more by Itô's formula we obtain: ∀t ∈ [0, T ],

(Y n
t∧τk − Y

m
t∧τk)2 = (Y n

τk
− Y m

τk
)2 + 2

∫ τk

t∧τk
(Y n
s − Y m

s )(ϕn(s, x, Zns )− ϕm(s, x, Zms ))ds

+ 2

∫ τk

t∧τk
(Y n
s − Y m

s )d(Kn
s −Km

s )−
∫ τk

t∧τk
|Zns − Zms |2ds

− 2

∫ τk

t∧τk
(Y n
s − Y m

s )(Zns − Zms )dBs.

The de�nition of ϕn and the fact that (Y n
s − Y m

s )d(Kn
s −Km

s ) ≤ 0 imply that: ∀t ≤ T ,

(Y n
t∧τk − Y

m
t∧τk)2 +

∫ τk

t∧τk
|Zns − Zms |2ds ≤ (Y n

τk
− Y m

τk
)2 (2.12)

+ 2

∫ τk

t∧τk
|Y n
s − Y m

s |C(1 + ‖x‖s)(|Zns |+ |Zms |)ds− 2

∫ τk

t∧τk
(Y n
s − Y m

s )(Zns − Zms )dBs.

Take expectation on both hand-sides to deduce that

E[

∫ τk

t∧τk
|Zns − Zms |2ds] ≤ E[(Y n

τk
− Y m

τk
)2] + 2E[

∫ τk

t∧τk
|Y n
s − Y m

s |C(1 + ‖x‖s)(|Zns |+ |Zms |)ds].

Now the de�nition of τk, estimate (2.11) and the Cauchy-Schwarz inequality yield:

E[

∫ τk

t∧τk
|Zns − Zms |2ds]→ 0 as n,m→ +∞. (2.13)

Consequently the sequence ((Zns 1{0≤s≤τk})s≤T )n≥0 is of Cauchy type in H2,d and then there

exists a process Zk which belongs to H2,d such that ((Zns 1{0≤s≤τk})s≤T )n≥0 →n Zk(s) in H2,d.
Next going back to (2.12), take the supremum over t, make use of Burkholder-Davis-Gundy

(see e.g. [14, 18] and BDG for short) inequality and �nally take the expectation to deduce that

E[sup
s≤T
|Y n
s∧τk − Y

m
s∧τk |

2]→ 0 as n,m→ +∞. (2.14)
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As (Y n)n≥0 → Y then the process (Ys∧τk)s≥0 is continuous for any k ≥ 1 and

E[sup
s≤T
|Y n
s∧τk − Ys∧τk |

2]→ 0 as n→ +∞. (2.15)

But the sequence (τk)k≥1 is of stationary type, therefore the process Y is continuous.
Now by (2.11) and (2.13), for any k ≥ 1, the sequence of processes ((ϕn(s, xs, Z

n
s )1{s≤τk})s≤T )n≥0

converges in H2,d to (ϕ(s, x, Zk(s))1{s≤τk})s≤T ). Therefore if we set, for k ≥ 1 and t ≤ T ,

Kk(t) = Y0 − Yt∧τk −
∫ t∧τk

0
ϕ(s, x, Zk(s))ds+

∫ t∧τk

0
Zk(s)dBs

we obtain that
E[sup
s≤T
|Kn

s∧τk −Kk(s)|2]→ 0 as n→ +∞. (2.16)

Finally the uniform convergences (2.16) and (2.15) imply that, in view of Helly's Convergence
Theorem (see [16], pp. 370), ∫ τk

0
(Ys − Ls)dKk(s) = 0.

It means that for any k ≥ 1 we have: ∀t ≤ T ,
Yt∧τk = Yτk +

∫ τk
t∧τk ϕ(s, x, Zk(s))ds+Kk(τk)−Kk(t ∧ τk)−

∫ τk
t∧τk Zk(s)dBs;

Lt∧τk ≤ Yt∧τk and
∫ τk

0 (Ys − Ls) dKk(s) = 0.

(2.17)

Take now the re�ected BSDE satis�ed by (Y, Zk+1,Kk+1) on [0, τk] (since τk ≤ τk+1) yields:
for any t ≤ T ,

Yt∧τk = Yτk +
∫ τk
t∧τk ϕ(s, x, Zk+1(s))ds+Kk+1(τk)−Kk+1(t ∧ τk)−

∫ τk
t∧τk Zk+1(s)dBs;

Lt∧τk ≤ Yt∧τk and
∫ τk

0 (Ys − Ls) dKk+1(s) = 0.
(2.18)

By uniqueness (which holds since on [0, τk], ϕ is Lipschitz w.r.t z), we have for any k ≥ 1 :

Zk(s)1{s≤τk} = Zk+1(s)1{s≤τk} ds⊗ dP− a.e and Kk+1(s ∧ τk) = Kk(s ∧ τk), ∀s ≤ T.

Then let us de�ne (by concatenation) the processes Z and K as follows: ∀t ≤ T ,

Zt = Z1(t)1{t≤τ1} +
∑
k≥2

Zk(t)1{τk−1<t≤τk}

and

Kt =


K1(t) if t ≤ τ1;

(Kk+1(t)−Kk+1(τk)) +K(τk) for τk < t ≤ τk+1, k ≥ 1.

Note that the processes Z and K are well-de�ned since the sequence (τk)k≥1 is of stationary
type. On the other hand, K is continuous non-decreasing and P-a.s., KT (ω) < +∞ and
(Zs(ω))s≤T is ds-square integrable. Finally for any k ≥ 1, it holds:

Yt∧τk = Yτk +
∫ τk
t∧τk ϕ(s, x, Zs)ds+Kτk −Kt∧τk −

∫ τk
t∧τk ZsdBs;

Lt∧τk ≤ Yt∧τk and
∫ τk

0 (Ys − Ls) dKs = 0.

(2.19)
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Take now k great enough and since once more (τk)k≥1 is of stationary type to obtain: ∀t ≤ T ,
Yt = g(x) +

∫ T
t ϕ(s, x, Z(s))ds+KT −Kt −

∫ T
t ZsdBs;

Lt ≤ Yt and
∫ T

0 (Ys − Ls) dKs = 0

(2.20)

which completes the proof.

3 Study of the stochastic mixed control problem

Let A be a compact metric space and let U be the space of P-measurable processes u := (ut)t≤T
with values in A. We �rst introduce the objects and assumptions which we need in this section.

(1) f : [0, T ]× Ω×A → Rd is a function such that:

i) For each a ∈ A, the function (t, ω)→ f(t, ω, a) is P-measurable.

ii) For each (t, ω), the mapping a→ f(t, ω, a) is continuous.

iii) f is of linear growth, i.e., there exists a real constant C > 0 such that:

|f(t, ω, a)| ≤ C(1 + ||ω||t), ∀ 0 ≤ t ≤ T, ω ∈ Ω, a ∈ A. (3.1)

(2) Γ : [0, T ] × Ω ×A → R is a P ⊗B(A)-measurable function such that for each (t, ω) the
mapping a → Γ(t, ω, a) is continuous. In addition there exist positive constants C > 0
and p such that:

|Γ(t, ω, a)| ≤ C(1 + ‖ω‖pt ), ∀ t ≤ T, w ∈ Ω, a ∈ A. (3.2)

Next let u := (ut)t≤T be an adapted A-valued stochastic process and Pu the probability on
C (which is actually one) equivalent to P such that:

dPu = MTdP

where for any t ≤ T ,

Mt := e
∫ t
0 σ
−1(s,x)f(s,x,us)dBs− 1

2

∫ t
0 ‖σ

−1(s,x)f(s,x,us)‖2ds.

Under Pu the process (xt)t≤T veri�es:

xt = x0 +
∫ t

0 f(s, x, us)ds+
∫ t

0 σ(s, x)dBu
s , t ≤ T, (3.3)

where

Bu
t := Bt −

∫ t
0 σ
−1(s, x)f(s, x, us)ds, t ≤ T, (3.4)

is a Brownian motion under Pu. It means that (xt)t≤T is a weak solution of the standard
functional SDE (3.3).

Next let τ be a stopping time. We associate with the pair (u, τ) a payo� J(u, τ) given by :

J(u, τ) = Eu
[∫ τ

0
Γ(s, x, us)ds+ Lτ1{τ<T} + g(x)1{τ=T}

]
. (3.5)
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The problem is to �nd a pair (u∗, τ∗) which maximizes J(u, τ), i.e.,

J(u∗, τ∗) ≥ J(u, τ) for any (u, τ). (3.6)

This is the mixed control problem associated with x, f , Γ and g. It combines control and
stopping. One can think of an agent who controls a system by choosing the probability Pu
which �xes its dynamics, weak solution of (3.3), up to the time when she/he makes the decision
to stop control at time τ . Therefore its payo� is given by J(u, τ) and the problem is to �nd an
optimal strategy (u∗, τ∗), i.e., which satis�es (3.6).

Now let us introduce the Hamiltonian functionH associated with the mixed control problem
which is given by:

H(t, x, z, u) := zσ−1(t, x)f(t, x, u) + Γ(t, x, u), ∀(t, x, z, u) ∈ [0, T ]× Ω× Rd ×A. (3.7)

Note that for any z ∈ Rd and u ∈ U , the process (H(t, x, z, ut))t≤T is P-measurable. On
the other hand thanks to Benes's selection Theorem ([4], Lemma 5, pp. 460), there exists a
P⊗B(Rd)/B(A)-measurable function u∗(t, x, z) such that for any given (t, x, z) ∈ [0, T ]×Ω×Rd,

H∗(t, x, z) := sup
u∈A

H(t, x, z, u) = H(t, x, z, u∗(t, x, z)). (3.8)

First we are going to show that the re�ected BSDE associated with (H∗, g, L) has a unique
solution which moreover veri�es some integrability properties. The following result is a step
forward the proof of this result.

Proposition 3.1. For any m ≥ 1, there exist P-measurable processes (Y ∗m, Z∗m,K∗m) in
R1+d+1 such that:

i) For any γ ≥ 1 and any stopping time τ ∈ [0.T ],

E [|Y ∗mτ |γ ] ≤ c, ∀m ≥ 1, (3.9)

where c is a constant independent of m and τ .

ii) The triple (Y ∗m, Z∗m,K∗m) is a solution of the re�ected BSDE associated with (H∗m, g, L)
(in the sense of Def. 2.1) where

H∗m(s, x, z) = H∗+(s, x, z)−H∗−(s, x, z)1{1+||x||s≤m},

with for any α ∈ R, α+ = α ∨ 0 and α− = (−α) ∨ 0.

Proof : For any m,n ≥ 1 let us set,

H∗n,m(t, x, z) = H∗+(s, x, z)1{1+||x||s≤n} −H
∗−(s, x, z)1{1+||x||s≤m}. (3.10)

Then H∗n,m is Lipschitz w.r.t z, therefore by El-Karoui et al's result [10], there exists a triplet
of processes (Y ∗n,m, Z∗n,m,K∗n,m) ∈ S2 ×H2 × S2 that satis�es:{

Y ∗n,mt = g(x) +
∫ T
t H∗n,m(s, x, Z∗n,ms )ds+K∗n,mT −K∗n,mt −

∫ T
t Z∗n,ms dBs,

Lt ≤ Y ∗n,mt , ∀t ∈ [0, T ] and
∫ T

0 (Y ∗n,ms − Ls)dK∗n,ms = 0.
(3.11)
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Thus from the de�nition of H∗n,m, we can clearly see that it is a non-decreasing (resp. non-
increasing) sequence of functions w.r.t n (resp. m). Then once again by comparison (see [10])
we deduce that

Y ∗n,m ≤ Y ∗n+1,m and Y ∗n,m+1 ≤ Y ∗n,m. (3.12)

On the other hand we have

H∗n,m(s, x, Z∗n,ms ) ≤ C[(1 + ||x||s) ∧ n]|Z∗n,ms |+ C[(1 + ||x||ps).

Then again by comparison we have: ∀t ∈ [0, T ]

Lt ≤ Y ∗n,mt ≤ Y n
t ≤ Yt, ∀n,m ≥ 1, (3.13)

where Y n (resp. Y ) is the process of (2.7) (resp. of Proposition 2.1).

Next we will divide the proof into two steps. In the �rst (resp. second) one we will prove
i) (resp. ii)).

Proof of i): From the growth condition on L (2.3), there exist positive constant C and p such
that ∀t ∈ [0, T ] and x ∈ Ω

|Lt| ≤ C(1 + ||x||pt ).

From Lemma 2.2 we have that for any γ ≥ 1 and any stopping times τ ∈ [0, T ],

E [|Yτ |γ ] ≤ c,

where c is a constant independent of τ . Then from (3.13), we deduce that for any γ ≥ 1 and
any stopping time τ ∈ [0.T ],

E [|Y ∗n,mτ |γ ] ≤ c, ∀n,m ≥ 1 (3.14)

where c is a constant that does not depend neither on n nor m. Next for m ≥ 1, let us set

Y ∗m = lim inf
n→+∞

Y ∗n,m.

Then by Fatou's Lemma and (3.14) we have:

∀m ≥ 1, E [|Y ∗mτ |γ ] ≤ c and then |Y ∗m| <∞, P− a.s.. (3.15)

On the other hand from (3.12) it holds that

L ≤ Y ∗,m+1 ≤ Y ∗,m ≤ Y, ∀m ≥ 1. (3.16)

Proof of ii): Let (τ∗k )k≥1 be the sequence of stopping times de�ned as follow:

∀k ≥ 1, τ∗k := inf{t ≥ 0, |Yt|+ ‖x‖t + |Lt| ≥ θ∗k := θ∗ + k} ∧ T,

where θ∗ = |x0|+ |L0|+ |Y0|.
The sequence of stopping times (τ∗k )k≥1 is non-decreasing, of stationary type converging to T
since the processes Y , x and L are continuous. Moreover for any k ≥ 1,

max{sup
t≤τ∗k
|Lt|, sup

t≤τ∗k
|Yt|, sup

t≤τ∗k
|Y ∗n,mt |} ≤ θ∗k
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Let us now consider the following re�ected BSDE. For any n,m ≥ 1 and any k ≥ 1 we have:
∀t ∈ [0, T ],

Y ∗n,mt∧τ∗k
= Y ∗n,mτ∗k

+
∫ τ∗k
t∧τ∗k

H∗n,m(s, x, Z∗n,ms )ds+K∗n,mτ∗k
−K∗n,mt∧τ∗k

−
∫ τ∗k
t∧τ∗k

Z∗n,ms dBs;

Lt∧τ∗k ≤ Y
∗n,m
t∧τ∗k

and
∫ τ∗k

0

(
Y ∗n,ms − Ls

)
dK∗n,ms = 0.

Now we take into account (2.2) and the fact that ∀t ∈ [0, T ], |Y ∗n,mt∧τ∗k
| ≤ θ∗k and Y ∗0,m ≤ Y ∗n,m ≤

Y ∗m, then using Itô's formula with
(
Y ∗n,mt∧τ∗k

)2
to conclude that there exists a constant Ck such

that :
E
[∫ τ∗k

0 |Z
∗n,m
s |2ds

]
≤ Ck. (3.17)

Next by Itô's formula we have: ∀t ∈ [0, T ]

(Y ∗n1,m
t∧τ∗k

− Y ∗n2,m
t∧τ∗k

)2 = (Y ∗n1,m
τ∗k

− Y ∗n2,m
τ∗k

)2 − 2

∫ τ∗k

t∧τ∗k
(Y ∗n1,m
s − Y ∗n2,m

s )(Z∗n1,m
s − Z∗n2,m

s )dBs

+ 2

∫ τ∗k

t∧τ∗k
(Y ∗n1,m
s − Y ∗n2,m

s )(H∗n1,m(s, x, Z∗n1,m
s )−H∗n2,m(s, x, Z∗n2,m

s ))ds

+ 2

∫ τ∗k

t∧τ∗k
(Y ∗n1,m
s − Y ∗n2,m

s )d(K∗n1,m
s −K∗n2,m

s )−
∫ τ∗k

t∧τ∗k
|Z∗n1,m
s − Z∗n2,m

s |2ds.

Obviously for any t ≤ T ,∫ τ∗k
t∧τ∗k

(Y ∗n1,m
s − Y ∗n2,m

s )d(K∗n1,m
s −K∗n2,m

s ) ≤ 0.

On the other hand,

|H∗n,m(s, x, Z∗n,ms )| ≤ |H∗(s, x, Z∗n,ms )| ≤ C(1 + ||x||s)|Z∗n,ms |+ C(1 + ||x||ps).

Therefore,

(Y ∗n1,m
t∧τ∗k

− Y ∗n2,m
t∧τ∗k

)2 +

∫ τ∗mk

t∧τ∗k
|Z∗n1,m
s − Z∗n2,m

s |2ds ≤ (3.18)

(Y ∗n1,m
τ∗k

− Y ∗n2,m
τ∗k

)2 − 2

∫ τ∗k

t∧τ∗k
(Y ∗n1,m
s − Y ∗n2,m

s )(Z∗n1,m
s − Z∗n2,m

s )dBs

+2

∫ τ∗k

t∧τ∗k
|Y ∗n1,m
s − Y ∗n2,m

s | [C(1 + ||x||s) (|Z∗n1,m
s |+ |Z∗n2,m

s |) + 2C(1 + ‖x‖ps)] ds.

Take now expectation in (3.18) to deduce that:

E

[∫ τ∗k

t∧τ∗k
|Z∗n1,m
s − Z∗n2,m

s |2ds

]
≤ E

[
(Y ∗n1,m
τ∗k

− Y ∗n2,m
τ∗k

)2
]

+2E

[∫ τ∗k

t∧τ∗k
|Y ∗n1,m
s − Y ∗n2,m

s | [C(1 + ||x||s) (|Z∗n1,m
s |+ |Z∗n2,m

s |) + 2C(1 + ‖x‖ps)] ds

]
.
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Then we conclude that

E
[∫ τ∗k
t∧τ∗k
|Z∗n1,m
s − Z∗n2,m

s |2ds
]
→ 0 as n1, n2 → +∞. (3.19)

This is due to estimate (3.17), the de�nition of τ∗k and Cauchy-Schwarz inequality. Thus there

exists a process Z∗mk ∈ H2,d such that
(

(Z∗n,mt 1{0≤t≤τ∗k })t≤T

)
n≥1
→ (Z∗mk (t))t≤T in H2,d as

n→ +∞, ∀m ≥ 1. Next by (3.18) and the use of BDG inequality we obtain

E

[
sup
s≤T
|Y ∗n1,m
s∧τ∗k

− Y ∗n2,m
s∧τ∗k

|2
]
→ 0 as n1, n2 → +∞.

Since (Y ∗n,m)n≥0 → Y ∗m, the process (Y ∗mt∧τ∗k
)t≥0 is continuous for every k and m, also

E

[
sup
s≤T
|Y ∗n,ms∧τ∗k

− Y ∗ms∧τ∗k |
2

]
→ 0 as n→ +∞. (3.20)

Next due to the fact that (τ∗k ) is of stationary type, then the process Y ∗m is continuous.
Now for m ≥ 1, let us set

K∗mk (t) = Y ∗m0 − Y ∗mt∧τ∗k −
∫ t∧τ∗k

0
H∗m(s, x, Z∗mk (s))ds+

∫ t∧τ∗k

0
Z∗mk (s)dBs.

In taking into account (3.17) and (3.19) we deduce that for any k ≥ 1, m ≥ 1,
{(H∗n,m(t, x, Z∗n,mt )1{t≤τ∗k })t≤T }n≥1 converges inH2,d to (H∗m(t, x, Z∗mt )1{t≤τ∗k })t≤T , and then,

E{sup
s≤T
|K∗n,ms∧τ∗k

−K∗mk (s)|2} → 0 as n→ +∞. (3.21)

The uniform convergences in (3.20) and (3.21) imply that∫ τ∗k
0 (Y ∗ms − Ls) dK∗mk (s) = 0.

Now if we consider the re�ected BSDE satis�ed by (Y ∗m, Z∗mk ,K∗mk ) on [0, τ∗k ] and the re�ected
BSDE satis�ed by (Y ∗m, Z∗mk+1,K

∗m
k+1) on [0, τ∗k ], we get by uniqueness: ∀k ≥ 1, ∀m ≥ 1

Z∗mk (s)1{s≤τ∗k } = Z∗mk+1(s)1{s≤τ∗k }dt⊗ dP− a.e and K
∗m
k+1(s ∧ τ∗k ) = K∗mk (s ∧ τ∗k ), ∀s ≤ T.

So let us de�ne Z∗m and K∗m by concatenation as follows: ∀t ≤ T and m ≥ 1

Z∗mt = Z∗m1 (t)1{t≤τ∗1 } +
∑
k≥2

Z∗mk (t)1{τ∗k−1<t≤τ
∗
k } (3.22)

and

K∗mt =


K∗m1 (t) if t ≤ τ∗1 ;

(K∗mk+1(t)−K∗mk+1(τ∗k )) +K∗m(τ∗k ) for τ∗k < t ≤ τ∗k+1, k ≥ 1.
(3.23)

Then for any k ≥ 1, and any m ≥ 1: ∀t ≤ T ,
Y ∗mt∧τ∗k

= Y ∗mτ∗k
+
∫ τ∗k
t∧τ∗k

H∗m(s, x, Z∗ms )ds+K∗mτ∗k
−K∗mt∧τ∗k −

∫ τ∗k
t∧τ∗k

Z∗ms dBs;

Lt∧τk ≤ Y ∗mt∧τk and
∫ τk

0 (Y ∗ms − Ls) dK∗ms = 0.

(3.24)
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It is worth noticing that the processes Z∗m and K∗m are well de�ned since the sequence (τ∗k )k≥1

is of stationary type. Moreover K∗m is continuous, non-decreasing and P-a.s. K∗mT (ω) < +∞
and P-a.s. (Z∗m(t))t≤T is dt-square integrable. Finally going back to equation (3.24), take the
limit when k → +∞ to obtain: ∀m ≥ 1

Y ∗mt = g(x) +
∫ T
t H∗m(s, x, Z∗ms )ds+K∗mT −K∗mt −

∫ T
t Z∗ms dBs;

L ≤ Y ∗m and
∫ T

0 (Y ∗ms − Ls) dK∗ms = 0.

(3.25)

The proof is now complete.

In the following result we show that the re�ected BSDE (1.3) has a unique solution. Then
after, we address the question of the link between the component Y ∗ of the solution and the
value function of the control-stopping problem.

Theorem 3.1. There exist P-measurable processes (Y ∗, Z∗,K∗) in R1+d+1 such that:

i) Y ∗ is continuous,K∗ is continuous non-decreasing (K∗0 = 0) and P− a.s., (Z∗m(t))t≤T is
dt-square integrable.

ii) For any t ∈ [0, T ],{
Y ∗t = g(x) +

∫ T
t H∗(s, x, Z∗s )ds+K∗T −K∗t −

∫ T
t Z∗sdBs,

Lt ≤ Y ∗t and
∫ T

0 (Y ∗s − Ls)dK∗s = 0.
(3.26)

iii) For any γ ≥ 1 and any stopping time τ ∈ [0, T ],

E [|Y ∗τ |γ ] ≤ c, (3.27)

where c which does not depend on τ .

iv) If (Ȳ , Z̄, K̄) is another triple which satis�es i), ii) and iii), then (Ȳ , Z̄, K̄) = (Y ∗, Z∗,K∗),
i.e., the solution of the re�ected BSDE associated with (g,H∗, L) is unique to satisfy i)-iii).

Proof : From Proposition 3.1, we have that for anym ≥ 1, there exists a triplet (Y ∗m, Z∗m,K∗m)
that satis�es the following re�ected BSDE: ∀t ≤ T ,{

Y ∗mt = g(x) +
∫ T
t H∗m(t, x, Z∗ms )ds+K∗mT −K∗mt −

∫ T
t Z∗ms dBs,

Lt ≤ Y ∗mt , and
∫ T

0 (Y ∗ms − Ls)dK∗ms = 0.

where H∗m(s, x, z) = H∗+(s, x, z)−H∗−(s, x, z)1{1+||x||s≤m}.
From (3.16) we know that for any m ≥ 1, L ≤ Y ∗,m+1 ≤ Y ∗,m ≤ Y . So, let us set for t ≤ T ,

Y ∗t = lim
m
Y ∗,mt .

Therefore L ≤ Y ∗ ≤ Y and then by (2.2), (2.3) and (2.5), Y ∗ veri�es (3.27).
Next let (τ∗k )k≥1 be the sequence of stopping times de�ned as follows:

∀k ≥ 1, τ∗k := inf{t ≥ 0, |Yt|+ ‖x‖t + |Lt| ≥ θ∗ + k} ∧ T,

where θ∗ = |x0|+ |L0|+ |Y0|. Thanks to the continuity of Y , L and x, the sequence of stopping
times (τ∗k )k≥1 is increasing of stationary type and converges to T . In the same way as in the
proof of Proposition 3.1, there exists a constant Ck (depending on k) such that:

E[
∫ τ∗k

0 |Z∗ms |2ds] ≤ Ck.
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This inequality follows in a classic way after using Itô's formula with
(
Y ∗mt∧τ∗k

)2
and taking into

account (2.2). Next we apply again Itô's formula and we have:

(Y ∗mt∧τ∗k
− Y ∗nt∧τ∗k )2 = (Y ∗mτ∗k

− Y ∗nτ∗k )2 − 2

∫ τ∗k

t∧τ∗k
(Y ∗ms − Y ∗ns )(Z∗ms − Z∗ns )dBs

+ 2

∫ τ∗k

t∧τ∗k
(Y ∗ms − Y ∗ns )(H∗m(s, x, Z∗ms )−H∗n(s, x, Z∗ns ))ds

+ 2

∫ τ∗k

t∧τ∗k
(Y ∗ms − Y ∗ns )d(K∗ms −K∗ns )−

∫ τ∗k

t∧τ∗k
|Z∗ms − Z∗ns |2ds.

It follows that (in the same way as in the proof of Proposition 3.1): for any k ≥ 1,

a) There exists a process Z∗k ∈ H2,d, such that ((Z∗ms 1{0≤s≤τ∗k })s≤T )m≥1 →m Z∗k(s) in H2,d,
which is a consequence of the fact that ((Z∗m1{0≤s≤τ∗k })s≤T )m≥1 is a Cauchy sequence in

H2,d.

b) limm→+∞ E
[
sups≤T |Y ∗ms∧τ∗k − Y

∗
s∧τ∗k
|2
]

= 0 and the process Y ∗ is continuous.

Next we set

K∗k(t) = Y ∗0 − Y ∗t∧τ∗k −
∫ t∧τ∗k

0
H∗(s, x, Z∗k(s))ds+

∫ t∧τ∗k

0
Z∗k(s)dBs, t ≤ T,

and then we have,

lim
m→+∞

E

[
sup
s≤T
|K∗ms∧τ∗k −K

∗
k(s)|2

]
= 0. (3.28)

It follows, from the uniform convergence of (Y ∗m)m≥1 and (K∗m)m≥1 (see [16], pp. 370), that:∫ τ∗k
0 (Y ∗s − Ls)dKs = 0

Now considering the re�ected BSDE satis�ed by (Y ∗, Z∗k ,K
∗
k) and the one satis�ed by (Y ∗, Z∗k+1,K

∗
k+1)

on [0, τ∗k ], yields. For any t ≤ T ,
Y ∗t∧τ∗k

= Yτ∗k +
∫ τ∗k
t∧τ∗k

H∗(s, x, Z∗k(s))ds+K∗k(τ∗k )−K∗k(t ∧ τ∗k )−
∫ τ∗k
t∧τ∗k

Z∗k(s)dBs;

Lt∧τ∗k ≤ Y
∗
t∧τ∗k

and
∫ τk

0 (Y ∗s − Ls) dK∗k(s) = 0

(3.29)

and
Y ∗t∧τ∗k

= Y ∗τ∗k
+
∫ τ∗k
t∧τ∗k

H∗(s, x, Z∗k+1(s))ds+K∗k+1(τ∗k )−K∗k+1(t ∧ τ∗k )−
∫ τ∗k
t∧τ∗k

Z∗k+1(s)dBs;

Lt∧τ∗k ≤ Y
∗
t∧τ∗k

and
∫ τ∗k

0 (Y ∗s − Ls) dK∗k+1(s) = 0.

(3.30)
Therefore for any k ≥ 1, by uniqueness, we have:

Z∗k(s)1{s≤τ∗k } = Z∗k+1(s)1{s≤τ∗k } dt⊗ dP− a.e and K
∗
k+1(s ∧ τ∗k ) = K∗k(s ∧ τ∗k ), ∀s ≤ T.
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Finally by concatenation let us de�ne the processes Z∗ and K∗ as follows: ∀t ≤ T ,

Z∗t = Z∗1 (t)1{t≤τ∗1 } +
∑
k≥2

Z∗k(t)1{τ∗k−1<t≤τ
∗
k }

and

K∗t =


K∗1 (t) if t ≤ τ∗1 ;

(K∗k+1(t)−K∗k+1(τ∗k )) +K∗(τ∗k ) for τ∗k < t ≤ τ∗k+1, k ≥ 1.

The processes Z∗ and K∗ are well-de�ned. This is due to the fact that the sequence (τ∗k )k≥1

is of stationary type. Moreover K∗ is continuous non-decreasing and P-a.s. K∗T (ω) < +∞ and
(Z∗s (ω))s≤T is ds-square integrable. Finally for any k ≥ 1 it holds:

Y ∗t∧τ∗k
= Yτ∗k +

∫ τ∗k
t∧τ∗k

H∗(s, x, Z∗s )ds+K∗τ∗k
−K∗t∧τ∗k −

∫ τ∗k
t∧τ∗k

Z∗sdBs;

Lt∧τ∗k ≤ Y
∗
t∧τ∗k

and
∫ τ∗k

0 (Y ∗s − Ls) dK∗s = 0.

(3.31)

We now take the limit when k → +∞ and since once more (τ∗k )k≥1 is of stationary type, we
have: ∀t ≤ T , 

Y ∗t = g(x) +
∫ T
t H∗(s, x, Z∗s )ds+K∗T −K∗t −

∫ T
t Z∗sdBs;

Lt ≤ Y ∗t and
∫ T

0 (Y ∗s − Ls) dK∗s = 0,

(3.32)

which completes the proof of ii).

We will now prove iv). Let (Ȳ , Z̄, K̄) be another triple which satis�es i), ii) and iii). Then,
using Itô's formula, we obtain:

(Y ∗t − Ȳt)2 = −2
∫ T
t (Y ∗s − Ȳs)(Z∗s − Z̄s)dBs

+2
∫ T
t (Y ∗s − Ȳs)(H∗(s, x, Z∗s )−H∗(s, x, Z̄s))ds

+2
∫ T
t (Y ∗s − Ȳs)d(K∗s − K̄s)−

∫ T
t |Z

∗
s − Z̄s|2ds.

(3.33)

Next let P∗ be the probability, equivalent to P, de�ned as follows:

dP∗ = LTdP

with

LT := e
∫ T
0

H∗(s,x,Z∗s )−H∗(s,x,Z̄s)

Z∗s−Z̄s
1{Z∗s−Z̄s 6=0}dBs−

1
2

∫ T
0 ‖

H∗(s,x,Z∗s )−H∗(s,x,Z̄s)

Z∗s−Z̄s
1{Z∗s−Z̄s 6=0}‖2ds

and where

∆H∗(s) :=
H∗(s, x, Z∗s )−H∗(s, x, Z̄s)

Z∗s − Z̄s
1{Z∗s−Z̄s 6=0}

is a P-measurable, Rd-valued stochastic process such that

∀s ≤ T, H∗(s, x, Z∗s )−H∗(s, x, Z̄s) = ∆H∗(s)× (Z∗s − Z̄s).

As
|H∗(s, x, z)−H∗(s, x, z̄)| ≤ C(1 + ‖x‖s)|z − z̄|
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then
∀s ≤ T, |∆H∗(s)| ≤ C(1 + ‖x‖s).

It means that P ∗ is actually a probability equivalent to P (by Lemma 2.1). Next for k ≥ 1, let
τk be the following stopping time:

τk := inf{t ≥ 0, |Y ∗t |+ |Ȳt|+
∫ t

0 |Z
∗
s |ds+

∫ t
0 |Z̄s|ds ≥ k + |Y ∗0 |+ |Ȳ0|} ∧ T.

As (Y ∗s − Ȳs)d(K∗s − K̄s) ≤ 0 then going back to (3.33) to obtain:

(Y ∗t∧τk − Ȳt∧τk)2 ≤ (Y ∗τk − Ȳτk)2 + 2
∫ τk
t∧τk(Ȳs − Y ∗s )(Z∗s − Z̄s)dB̃s

where (B̃t := Bt −
∫ t

0 ∆H∗(s)ds)t≤T is a Brownian motion under P∗. Thus for any t ≤ T and
k ≥ 1,

EP∗ [(Y ∗t∧τk − Ȳt∧τk)2] ≤ EP∗ [(Y ∗τk − Ȳτk)2]. (3.34)

But for any γ ≥ 1 and τ stopping time, E[|Yτ |γ + |Y ∗τ |γ ] ≤ C and by Lemma 2.1 there exists
a constant p > 1 such that E[LpT ] < ∞. Then there exists a constant C such that for any
stopping time τ , EP∗ [(Y ∗τ − Ȳτ )2] ≤ C. Consequently, the process (Y ∗− Ȳ )2 is of class [D] under
the probability P∗. Therefore (one can see e.g. [8], Theorem 21, pp. 36)

EP∗ [(Y ∗τk − Ȳτk)2]→k EP∗ [(Y ∗T − ȲT )2] = 0.

Going back now to (3.34), using Fatou's Lemma to obtain EP∗ [(Y ∗t − Ȳt)2] = 0 for any t ≤ T .
It implies that Y ∗ = Ȳ , P∗ and P-a.s. since the probabilities are equivalent. Thus we have also
Z = Z̄ and K = K̄, i.e. uniqueness.

We then have the following result:

Theorem 3.2. Let (Y ∗, Z∗,K∗) be the solution of the re�ected BSDE associated with (H∗, g(x), L),
u∗ := (u∗(t, x, Z∗t ))t≤T and τ∗ = inf{t ∈ [0, T ], Y ∗t ≤ Lt} ∧ T . Then,

Y ∗0 = J(u∗, τ∗) = sup
u∈U ,τ≥0

J(u, τ) (3.35)

i.e., (u∗, τ∗) is an optimal strategy of the mixed control problem.

Proof : Recall that (Y ∗, Z∗,K∗) veri�es: ∀t ≤ T ,{
Y ∗t = g(x) +

∫ T
t H∗(s, x, Z∗s )ds+K∗T −K∗t −

∫ T
t Z∗sdBs,

L ≤ Y ∗ and
∫ T

0 (Y ∗s − Ls)dK∗s = 0.
(3.36)

Next for k ≥ 1, let us set

γk = inf{s ≥ 0, |Ls|+ |Y ∗s |+
∫ s

0 |Z
∗
r |2dr ≥ k + |L0|+ |Y ∗0 |} ∧ T.

Now since Y ∗0 is a deterministic constant we have:

Y ∗0 = Eu∗
[
Y ∗τ∗∧γk +

∫ τ∗∧γk
0 H∗(s, x, Z∗s )ds+K∗τ∗∧γk −

∫ τ∗∧γk
0 Z∗sdBs

]
,

= Eu∗
[
Y ∗τ∗∧γk +

∫ τ∗∧γk
0 Γ(s, x, u∗(s, x, Z∗s ))ds+K∗τ∗∧γk −

∫ τ∗∧γk
0 Z∗sdB

u∗
s

]
.
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From the de�nition of τ∗ and the properties of re�ected BSDEs we know that the process K∗τ∗
does not increase between 0 and τ∗ then K∗τ∗∧γk = 0. On the other hand, using the Burkholder-

Davis-Gundy inequality and the assumptions on f we deduce that {
∫ t

0 Z
∗
sdB

u∗
s , t ∈ [0, γk]} is

an Pu∗-martingale. Then,

Y ∗0 = Eu∗
[∫ τ∗∧γk

0 Γ(s, x, u∗(s, x, Z∗s ))ds+ Lτ∗∧γk1{τ∗∧γk<T} + g(x)1{τ∗∧τk=T}

]
.

But the sequence of stopping times (γk)k≥1 is increasing, of stationary type and converges to
T, then by taking the limit when k → +∞ we deduce that,

Y ∗0 = J(u∗, τ∗). (3.37)

Now, let u be an admissible control and τ be an arbitrary stopping time. Since P and Pu are
equivalent probabilities on (Ω,F) we have:

Y ∗0 = Eu[Y ∗0 ] = Eu
[
Y ∗τ∧γk +

∫ τ∧γk

0
H∗(s, x, Z∗s )ds+K∗τ∧γk −

∫ τ∧γk

0
Z∗sdBs

]
,

= Eu
[
Y ∗τ∧γk +

∫ τ∧γk

0
Γ(s, x, us)ds+K∗τ∧γk −

∫ τ∧γk

0
Z∗sdB

u
s

]
+Eu

[∫ τ∧γk

0
(H∗(s, x, Z∗s )−H(s, x, Z∗s , us))

]
.

ButK∗τ∧γk ≥ 0,H∗(s, x, Z∗s )−H(s, x, Z∗s , us) ≥ 0 and {
∫ t

0 Z
∗
sdB

u
s , t ∈ [0, γk]} is a Pu-martingale,

then,

Y ∗0 ≥ Eu
[∫ τ∧γk

0
Γ(s, x, us)ds+ Lτ∧γk1{τ∧τk<T} + g(x)1{τ∧γk=T}

]
.

The sequence of stopping times (γk)k≥1 is increasing, of stationary type and converges to T,
then by taking the limit as k → +∞ we get,

Y ∗0 = J(u∗, τ∗) ≥ Eu
[∫ τ

0
Γ(s, x, us)ds+ Lτ1{τ<T} + g(x)1{τ=T}

]
= J(u, τ)

which is the claim.

Remark 3.1. The process Y ∗ is the value function of the mixed optimal control problem, i.e.,
for any t ∈ [0, T ],

Y ∗t = esssupτ≥t,u∈UEu
[∫ τ

t
Γ(s, x, us)ds+ Lτ1{τ<T} + g(x)1{τ=T}|Ft

]
. (3.38)

This is another way to show uniqueness of the solution of (3.26).

4 The Markovian framework: The HJB equation associated

with the mixed control problem

In this section we are going to restrict the previous framework to the Markovian one and study
the properties of the value function and the Hamilton-Jacobi-Bellman equation associated with
the mixed control problem. We will show that the �rst one provides the unique solution in
viscosity sense of the second.
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To begin with let us introduce the following spaces:

i) For any γ ≥ 0, Πγ
pg be the following space of functions Ψ de�ned on [0, T ] × Rd, R-valued

and such that

∀(t, x) ∈ [0, T ]× Rd, |Ψ(t, x)| ≤ C(1 + |x|γ) for some constants C ≥ 0.

ii) Πpg = ∪γ≥0Πγ
pl.

Next let us specify the functions σ, f , g, h and Γ, with their properties, in the following
assumptions which we assume satis�ed hereafter:

(HM): the functions σ, f , g, h and Γ verify:

a) σ : [0, T ]×Rd → Rd×d is a bounded continuous function, Lipschitz w.r.t x invertible and its
inverse σ−1(t, x) is bounded and continuous.

b) h : [0, T ]× Rd → R and g : Rd → R. They are continuous and belong to Πpg.

c) Γ : [0, T ]× Rd ×A → R is continuous. In addition supa∈A Γ belongs to Πpg.

d) f : [0, T ] × Rd × A → Rd is continuous and the mapping x ∈ Rd 7→ f(t, x, a) is Lipschitz
uniformly w.r.t (t, a). Moreover it is of linear growth, i.e., supa∈A f belongs to Π1

pg and then
for any (t, x, a),

|f(t, x, a)| ≤ C(1 + |x|) for some constant C ≥ 0. (4.1)

Now for (t, x) ∈ [0, T ]×Rd, let Xt,x := (Xt,x
s )s≤T be the solution of the following standard

di�erential equation: {
dXt,x

s = σ(s,Xt,x
s )dBs, s ∈ [t, T ];

Xt,x
s = x, s ≤ t.

(4.2)

In the following result we collect some properties of Xt,x.

Proposition 4.1. (see e.g. [18]) The process Xt,x satis�es the following estimates:

(i) For any q ≥ 2, there exists a constant C such that

E[ sup
0≤s≤T

|Xt,x
s |q] ≤ C(1 + |x|q). (4.3)

(ii) There exists a constant C such that for any t, t′ ∈ [0, T ] and x, x′ ∈ Rd,

E[ sup
0≤s≤T

|Xt,x
s −Xt′,x′

s |2] ≤ C(1 + |x|2)(|x− x′|2 + |t− t′|).2 (4.4)

Next for (t, x, z) ∈ [0, T ]×Rd+d, let us introduce the function H∗ which is the same as the
one given in (3.8) in this Markov setting:

H∗(t, x, z) := sup
a∈A

H(t, x, z, a) (4.5)

where (with a ∈ A),

H(t, x, z, a) := zσ−1(t, x)f(t, x, a) + Γ(t, x, a). (4.6)

20



The function H∗ is continuous in all its arguments (see Lemma 4.4 below), property which is
needed later to deal with the HJB equation associated with the mixed control problem. Now
to proceed, for (t, x, z) ∈ [0, T ]× Rd+d and n,m ≥ 0, let us de�ne H̄∗n,m by

H̄∗n,m(t, x, z) := H∗+(t, x, z)ρn(x)−H∗−(t, x, z)ρm(x).

where for an x ∈ Rd,

ρm(x) = 1{|x|≤m} + (x+ 1 +m)1{−m−1≤x≤−m} + (−x+ 1 +m)1{m≤x≤m+1}.

The function H̄∗n,m is also a truncation of H∗ which is moreover continuous w.r.t (t, x, z). It is
uniformly Lipschitz in z and have the same monotonicity properties as H∗n,m de�ned in (3.10),
i.e., H̄∗n,m is also increasing (resp. decreasing) w.r.t. n (resp. m) and limm→∞ limn→∞ H̄

∗n,m =
limn→∞ limm→∞ H̄

∗n,m = H∗ since ρm(x)↗ 1. Finally the following estimate holds true:

|H̄∗n,m(t, x, z)| ≤ ϕ̄(t, x, z) := C(1 + |x|)|z|+ C(1 + |x|p), ∀(t, x, z) ∈ [0, T ]× Rd+d. (4.7)

Next for n,m ≥ 0, let (Ȳ t,x,n,m, Z̄t,x,n,m, K̄t,x,n,m) be the unique solution of the following BSDE
associated with (H̄∗n,m, g, h): ∀s ≤ T ,

Ȳ t,x,n,m, K̄t,x,n,m ∈ S2 and Z̄t,x,n,m ∈ H2,d (K̄t,x,n,m increasing and K̄t,x,n,m
0 = 0);

Ȳ t,x,n,m
s = g(Xt,x

T ) +
∫ T
s H̄∗n,m(u,Xt,x

u , Z̄t,x,n,mu )du+ K̄t,x,n,m
T − K̄t,x,n,m

s −
∫ T
s Z̄t,x,n,mu dBu;

h(s,Xt,x
s ) ≤ Ȳ t,x,n,m

s and
∫ T

0 (Ȳ t,x,n,m
u − h(u,Xt,x

u ))dK̄t,x,n,m
u = 0.

(4.8)
By comparison we have: ∀n,m ≥ 0,

Ȳ t,x,n,m ≤ Ȳ t,x,n+1,m ≤ Ȳ t,x,n+1,m−1. (4.9)

On the other hand by Theorem 8.5 in [10], since the framework is Markovian, then:

i) ūn,m(t, x) = Ȳ t,x,n,m
t , (t, x) ∈ [0, T ] × Rd, is a deterministic continuous function which is

moreover solution in viscosity sense of the following parabolic PDE:
min

[
ūn,m(t, x)− h(t, x),−∂tūn,m(t, x)− Lūn,m(t, x)− H̄∗n,m(t, x, σ(t, x)∇xūn,m(t, x))

]
= 0,

(t, x) ∈ [0, T )× Rd;

ūn,m(T, x) = g(x), x ∈ Rd.
(4.10)

ii) For any s ∈ [t, T ],
Ȳ t,x,n,m
s = ūn,m(s,Xt,x

s ). (4.11)

Next for m ≥ 0 let us set

H̄∗m(t, x, z) := limn→∞ H̄
∗n,m(t, x, z) = H∗+(t, x, z)−H∗−(t, x, z)ρm(x). (4.12)

and
Ȳ t,x,m = lim

n→∞
↗ Ȳ t,x,n,m. (4.13)

By Proposition 3.1, there exist a P-measurable process Z̄t,x,m and an increasing continuous
process K̄t,x,m such that (Ȳ t,x,m, Z̄t,x,m, K̄t,x,m) is a solution of the re�ected BSDE associated
with (H̄∗m(s,Xt,x

s , z), g(Xt,x
T ), h(s,Xt,x

s )), i.e., ∀s ≤ T ,
Ȳ t,x,m
s = g(Xt,x

T ) +
∫ T
s H̄∗m(r,Xt,x

r , Z̄t,x,mr )dr + K̄t,x,m
T − K̄t,x,m

s −
∫ T
s Z̄t,x,mr dBr;

h(s,Xt,x
s ) ≤ Y t,x,m

s and
∫ T

0 (Y t,x,m
r − h(r,Xt,x

r ))dKt,x,m
r = 0.
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Note that Ȳ t,x,m veri�es the estimate (3.9), and P − a.s, Z̄t,x,m is ds-square integrable and
K̄t,x,m
T <∞. The inequalities (4.9) imply that for any (t, x) ∈ [0, T ]× Rd,

ūn,m(t, x) ≤ ūn+1,m(t, x) ≤ ūn+1,m−1(t, x).

Now for any (t, x) ∈ [0, T ]× Rd and m ≥ 0, let us set

ūm(t, x) = lim
n→∞

ūn,m(t, x).

Then by (4.11) and (4.13), it holds that for any (t, x) ∈ [0, T ]× Rd

Ȳ m,t,x
s = ūm(s,Xt,x

s ), ∀s ∈ [t, T ]. (4.14)

Next once more as a consequence of (4.9), the sequence (Ȳ m,t,x)m≥0 is decreasing and then so
is the sequence of deterministic functions (ūm)m≥0. So let us de�ne the process Y t,x and the
deterministic function u by:

Y t,x = lim
m→∞

↘ Ȳ t,x,m and u(t, x) = lim
m→∞

↘ ūm(t, x).

By (4.14), those latter objects are connected by the following relation:

Ȳ t,x
s = u(s,Xt,x

s ), ∀s ∈ [t, T ]. (4.15)

As in Theorem 3.1, there exists a pair of processes (Zt,x,Kt,x) valued in Rd+1 such that
(Y t,x, Zt,x,Kt,x) is the unique solution of the following re�ected BSDE: ∀s ∈ [0, T ],

Y t,x
s = g(Xt,x

T ) +
∫ T
s H∗(r,Xt,x

r , Zt,xr )dr +Kt,x
T −K

t,x
s −

∫ T
s Zt,xr dBr;

h(s,Xt,x
s ) ≤ Y t,x

s and
∫ T

0 (h(r,Xt,x
r )− Y t,x

r )dKt,x
r = 0.

(4.16)

Lemma 4.1. There exist two positive constants C and p such that for any (t, x) ∈ [0, T ]× Rd
and m ≥ 0:
i)

|ūm(t, x)|+ |u(t, x)| ≤ C(1 + |x|p). (4.17)

ii)

E[

∫ T

0
{|Z̄t,x,mr |2 + |Zt,xr |2}dr] ≤ C(1 + |x|p).

Proof: i) Recall the function ϕ̄ introduced above in (4.7):

ϕ̄(t, x, z) := C(1 + |x|)|z|+ C(1 + |x|p).

By Proposition 2.1, there exists a triplet of processes (yt,x, zt,x, kt,x) such that:

a) (yt,x, kt,x) is R1+1-valued, kt,x is non-decreasing and kt,x0 = 0, (zt,xs (ω))s≤T is Rd-valued
and ds-square integrable P− a.s.
b) For any constant γ ≥ 1 and τ a stopping time valued in [0, T ],

E[|yt,xτ |γ ] < +∞. (4.18)
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c) For any s ≤ T ,
yt,xs = g(Xt,x

T ) +
∫ T
s {C|z

t,x
r |(1 + |Xt,x

r |) + C(1 + |Xt,x
r |p)}dr −

∫ T
s zt,xr dBr + kt,xT − k

t,x
s ;

yt,xs ≥ lt,xs := h(s,Xt,x
s ) and

∫ T
0 (yt,xr − lt,xr )dkt,xr = 0.

(4.19)
Now by the standard comparison result of solutions of re�ected BSDEs and thanks to (4.7),
one has:

lt,xs ≤ Ȳ t,x,n,m
s ≤ yt,xs , ∀s ≤ T. (4.20)

Next let P̄t,x be the probability, equivalent to P, de�ned as follows:

dP̄t,x = M t,x
T dP

where

M t,x
T := exp{

∫ T
0 Cσ−1(r,Xt,x

r )`(zt,xr )C(1 + |Xt,x
r |)dBr − 1

2

∫ T
0 ‖Cσ

−1(r,Xt,x
r )`(zt,xr )(1 + |Xt,x

r |)‖2dr}

where ` is bounded measurable function such that `(z).z = |z|, ∀z = (zi)i=1,...,d ∈ Rd (see the
proof of Lemma 2.2 for its de�ntion). Under P̄t,x, Xt,x is a weak solution of the following SDE:{

dXt,x
s = C`(zt,xs )C(1 + |Xt,x

s |)ds+ σ(s,Xt,x
s )dB̄s, s ∈ [t, T ];

Xt,x
s = x, s ≤ t.

(4.21)

were B̄ is a Brownian motion under P̄t,x. Then it veri�es the following estimate: ∀q ≥ 2,

Ēt,x[ sup
0≤s≤T

|Xt,x
s |q] ≤ C(1 + |x|q) (4.22)

where Ēt,x is the expectation under P̄t,x; the constant C does not depend on t, x. Next writing
the re�ected BSDE(4.19) under the probability P̄t,x reads: For any s ≤ T ,

yt,xs = g(Xt,x
T ) +

∫ T
s C(1 + |Xt,x

r |p)dr −
∫ T
s zt,xr dB̄r + kt,xT − k

t,x
s ;

yt,xs ≥ lt,xs := h(s,Xt,x
s ) and

∫ T
0 (yt,xr − lt,xr )dkt,xr = 0.

(4.23)

Taking now into account of (2.5), we obtain as previously (see the proof of Theorem 3.2 or
Remark 3.1) the following representation for yt,x: ∀s ≤ T ,

yt,xs = ess supτ≥sĒt,x[
∫ τ
s C(1 + |Xt,x

r |p)dr + lt,xτ 1{τ<T} + g(Xt,x
T )1{τ=T}|Fs].

Next by the polynomial growth of h and g we deduce that: ∀s ≤ T ,

|yt,xs | ≤ C(1 + Ēt,x[sup
s≤T
|Xt,x

s |q|Fs])

for some constants C and q. Then by (4.22), we deduce that

Ēt,x[|yt,xt |] ≤ C(1 + |x|p)

for some �xed C and p. Going back now to (4.20), take s = t, expectation w.r.t P̄t,x (which is
equivalent to P) and since Y t,x,n,m

t is deterministic one deduces that

h(t, x) ≤ ūn,m(t, x) ≤ Ēt,x[yt,xt ] ≤ C(1 + |x|p).

The proof is now completed in taking the limit w.r.t n then m since h is polynomial growth .
ii) It is obtained by the use of Itô's formula with |Y t,x

s |2 and |Ȳ m,t,x
s |2 and in taking into

account the representations (4.14) and (4.15), the polynomial growths (4.17) of u and ūm,
estimate (4.3) on Xt,x and �nally the fact that Zt,xs = Z̄m,t,xs = 0 for s ∈ [0, t].

23



Remark 4.1. By the polynomial growth of u and estimate (4.3), we have also

E[sup
s≤T
|Y t,x
s |p] <∞, ∀p ≥ 1, (4.24)

Next let Φ(t, x, z) be a function from [0, T ] × Rd+d into R which we assume continuous in
all its arguments. Let us now consider the following PDE with obstacle:

min
[
v(t, x)− h(t, x),−∂v

∂t (t, x)− Lv(t, x)− Φ(t, x,∇xv(t, x)σ(t, x))
]

= 0, (t, x) ∈ [0, T [×Rd;

v(T, x) = g(x), x ∈ Rd,
(4.25)

where ∇x is the derivative w.r.t. x and L is second order partial di�erential operator associated
with Xt,x

. i.e

L =
1

2

∑
i,j=1,d

(σσ>)ij(t, x)∂2
xixj .

In the case when we take Φ = H∗, we obtain the HJB equation associated with the mixed
control problem in the Markov framework.

Next let us de�ne the notion of a solution of (4.25). Let v be a funtion de�ned on [0, T ]×Rd
which is moreover locally bounded on each (t, x). We de�ne the upper (resp. lower) semi-
continuous enveloppe of v by: ∀(t, x) ∈ [0, T ]× Rd,

v∗(t, x) := lim sup
(t′,x′)→(t,x),t′<T

v(t′, x′) (resp. v∗(t, x) := lim inf
(t′,x′)→(t,x),t′<T

v(t′, x′)).

The de�nitions of the limiting parabolic superjet (resp. subjet) J̄2,+v (resp. J̄2,−v) of an
upper (resp. a lower) semi-continuous function v de�ned on [0, T ]×Rd are given e.g. [5], pp.47,
11.

De�nition 4.1. Let v be function de�ned on [0, T ]× Rd, R-valued and locally bounded:

a) It is said a viscosity supersolution (resp. subsolution) of (4.25) if:
(i) v∗(T, x) ≥ g(x) (resp. v∗(T, x) ≤ g(x)), ∀x ∈ Rd;
(ii) For any (t, x) ∈ [0, T )× Rd and (p, q,X) ∈ J̄2,−v∗(t, x) (resp. J̄2,+v∗(t, x)),

min

{
v∗(t, x)− h(x),−p− 1

2
Tr[σ>Xσ(t, x)]− Φ(t, x, qσ(t, x))

}
≥ 0

(resp.

min

{
v∗(t, x)− h(x),−p− 1

2
Tr[σ>Xσ(t, x)]− Φ(t, x, qσ(t, x))

}
≤ 0). (4.26)

b) It is called a viscosity solution if it is both a viscosity subsolution and supersolution.

Remark 4.2. There is another de�nition of the notion of viscosity solution which uses test
functions which we will use sometimes later on (one can see e.g. [5] in pp. 10-11) for more
details.
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To begin with we are going to deal with the issue of comparison principle, and consequently
uniqueness of the solution, for the PDE with obstacle (4.25). For that let us introduce the
following assumptions on the function Φ:

(HΦ):

i) For any (t, x, z, z′) ∈ [0, T ]× Rd+d+d,

Φ(t, x, z)− Φ(t, x, z′) ≥ −C(1 + |x|)|z − z′|. (4.27)

ii) For any κ > 0, there exists a function Ψκ from [−2κ, 2κ] into R+, continuous, Ψκ(0) = 0
and such that for any (t, z, z′) ∈ [0, T ]× R2d, |x| ≤ κ, |y| ≤ κ,

Φ(t, x, zσ(t, x))− Φ(t, y, z′σ(t, y)) ≤ Cκ(|z|+ |z′|)|x− y|+ Cκ|z − z′|+ Ψκ(|x− y|) (4.28)

where Cκ is a positive constant which may depend on κ.

As a preliminary result we have:

Lemma 4.2. Assume that the function Φ veri�es (HΦ)-i). If v is a supersolution of (4.25)
which belongs to Πpg, i.e.,

∀(t, x) ∈ [0, T ]× Rd, |v(t, x)| ≤ C(1 + |x|2γ)

for some constants C and γ non negative. Then there exists λ0 > 0 such that for any λ ≥ λ0

and θ > 0, (v(t, x) + θe−λt(1+ | x |2γ+2) is a supersolution for (4.25) .

Proof. We assume w.l.o.g. that the function v(t, x) is lsc. First note that the condition at T
holds true since θe−λT (1+ | x |2γ+2) ≥ 0. Next let t < T and ϕ ∈ C1,2 be such that the function
ϕ− (v + θe−λt(1+ | x |2γ+2) has a local maximum in (t, x) which is equal to 0. Since v(t, x) is
a supersolution for (4.25), then we have:

min

{
v(t, x)− h(t, x),

−∂t
(
ϕ(t, x)− θe−λt(1+ | x |2γ+2)

)
− 1

2
Tr
[
σ.σ>(t, x)D2

xx

(
ϕ(t, x)− θe−λt | x |2γ+2

)]
−Φ(t, x,∇x(ϕ(t, x)− θe−λt | x |2γ+2)σ(t, x))

}
≥ 0.

Hence

(v(t, x) + θe−λt(1+ | x |2γ+2))− h(t, x) ≥ v(t, x)− h(t, x) ≥ 0. (4.29)

On the other hand:

−∂t
(
ϕ(t, x)− θe−λt(1+ | x |2γ+2)

)
− 1

2Tr
[
σ.σ>(t, x)D2

xx

(
ϕ(t, x)− θe−λt | x |2γ+2

)]
−Φ(t, x,∇x(ϕ(t, x)− θe−λt | x |2γ+2)σ(t, x)) ≥ 0.
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Therefore

−∂tϕ(t, x)− 1

2
Tr
[
σ.σ>(t, x)D2

xxϕ(t, x)
]
− Φ(t, x,∇x(ϕ(t, x))σ(t, x))

≥ θλe−λt(1+ | x |2γ+2)− 1

2
θe−λtTr

[
σ.σ>(t, x)D2

xx | x |2γ+2
]

+ Φ(t, x,∇x(ϕ(t, x)− θe−λt | x |2γ+2)σ(t, x))− Φ(t, x,∇x(ϕ(t, x))σ(t, x))

≥ θλe−λt(1+ | x |2γ+2)− 1

2
θe−λtTr

[
σ.σ>(t, x)D2

xx | x |2γ+2
]

− C(1 + |x|)|∇x(−θe−λt | x |2γ+2)σ(t, x))|

≥ θλe−λt(1+ | x |2γ+2)− 1

2
θe−λt(Cσ)2(2γ + 2)(2γ + 1)|x|2γ

− C.Cσ(1 + |x|)(2γ + 2)θe−λt | x |2γ+1 (4.30)

where Cσ is the constant of boundedness of σ. But there exists a constant λ0 > 0 such that
for any λ ≥ λ0, the right-hand side is positive for any θ > 0. Consequently for any λ ≥ λ0 and
θ > 0, (v + θe−λt(1+ | x |2γ+2) is a supersolution of (4.25).

In the follwowing lemma, for which we omit the proof since it is classical, we transform
the PDE (4.25) into another one which is more adapted to show uniqueness of the solution of
(4.25).

Lemma 4.3. Let v(t, x) be an R-valued locally bounded function de�ned on [0, T ] × Rd. The
function v is a viscosity subsolution (resp. supersolution) of (4.25) if and only if v̄(t, x) =
etv(t, x), (t, x) ∈ [0, T ] × Rd, is a viscosity subsolution (resp. supersolution) of the following
PDE with obstacle:

min
{
v̄(t, x)− eth(t, x),

−∂tv̄(t, x) + v̄(t, x)− Lv̄(t, x)− etΦ(t, x, e−t∇xv̄(t, x)σ(t, x))
}

= 0, (t, x) ∈ [0, T )× Rd;
v̄(T, x) = eT g(x).

We now address the question of comparison of subsolutions and supersolutions of the PDE
(4.25).

Proposition 4.2. Assume that Φ veri�es (HΦ)-i), ii). Let u (resp. v) be a subsolution (resp.
supersolution) of (4.25). If u, v belong to Πpg, then u ≤ v.

Proof. First let γ be a positive constant such that

|u(t, x)|+ |v(t, x)| ≤ C(1 + |x|2γ).

We now that there exists λ0 such that for any λ ≥ λ0 and θ > 0 such that v(t, x) + θe−λt(1 +
|x|2γ+2) still a supersolution of (4.25). Therefore it is enough to show that u(t, x) ≤ v(t, x) +
θe−λt(1 + |x|2γ+2) and then to take the limit as θ → 0 to obtain the desired result. Next the
growth condition on u and v implies the existence of a positive constant R such that for any
t ∈ [0, T ], |x| ≥ R, u(t, x)− (v(t, x) + θe−λt(1 + |x|2γ+2)) < 0. Finally by Lemma 4.3, etu (resp.
et(v + θe−λt(1 + |x|2γ+2))) is a viscosity subsolution (resp. supersolution) of (4.26) such that

|etu(t, x)| ≤ C(1 + |x|2γ) and |et(v(t, x) + θe−λt(1 + |x|2γ+2))| ≤ C(1 + |x|2γ+2).

Therefore to obtain the proof it is enough to show that if u (resp. w) is a subsolution (resp.
supersolution) of (4.26) such that:
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i) There exits R > 0 such that u(t, x)− w(t, x) < 0 for any |x| ≥ R and t ∈ [0, T ];
ii)

|u(t, x)| ≤ C(1 + |x|2γ) and |w(t, x)| ≤ C(1 + |x|2γ+2).

Then u(t, x) ≤ w(t, x), for any (t, x) ∈ [0, T ]× Rd.
We will proceed by contradiction and suppose that there exists (t0, x0) ∈ [0, T ) × Rd such

that u(t0, x0)− w(t0, x0) > 0 ; w.l.o.g we assume u usc and w lsc. So let (t̄, x̄) be such that:

max
(t,x)∈[0,T ]×Rd

(u(t, x)− w(t, x)) = max
(t,x)∈[0,T [×BR

(u(t, x)− w(t, x))

= (u(t̄, x̄)− w(t̄, x̄)) = η > 0, (4.31)

where BR := {x ∈ Rd; |x| < R} and (t̄, x̄) ∈ [0, T [×BR.

Now let us take θ̄ and β ∈ (0, 1], and w.l.o.g we assume γ ≥ 2. Then, for a small ε > 0, let
us de�ne:

Φε(t, x, y) = u(t, x)− w(t, y)− 1

2ε
|x− y|2γ − θ̄(|x− x̄|2γ+2 + |y − x̄|2γ+2)− β(t− t̄)2. (4.32)

Since u is usc and w is lsc, then there exists a (tε, xε, yε) ∈ [0, T ]× B̄R × B̄R such that:

Φε(tε, xε, yε) = max
(t,x,y)∈[0,T ]×B̄R×B̄R

Φε(t, x, y)

where B̄R is the closure of BR. Therefore from the inequality 2Φε(tε, xε, yε) ≥ Φε(tε, xε, xε) +
Φε(tε, yε, yε), we deduce

1

ε
|xε − yε|2γ ≤ (u(tε, xε)− u(tε, yε)) + (w(tε, xε)− w(tε, yε)). (4.33)

Consequently 1
ε |xε − yε|

2γ is bounded (thanks to the growth conditions on u and w), and as
ε → 0, |xε − yε| → 0. By the boundedness of the sequences, one can substract subsequences
which we still index by ε such that (xε)ε (resp. (yε)ε, resp. (tε)ε) converges to x (resp. x, resp.
t) when ε→ 0. Next

u(t̄, x̄)− w(t̄, x̄) ≤ Φε(tε, xε, yε) ≤ u(tε, xε)− w(tε, yε). (4.34)

As u is usc and w is lsc, then we have:

u(t̄, x̄)− w(t̄, x̄) ≤ lim infε→0 Φε(tε, xε, yε) ≤ lim supε→0 Φε(tε, xε, yε) ≤
lim supε→0(u(tε, xε)− w(tε, yε)) ≤ u(t, x)− w(t, x) ≤ u(t̄, x̄)− w(t̄, x̄).

(4.35)

It follows that:
i) the sequence (Φε(tε, xε, yε))ε is convergent to u(t̄, x̄)− w(t̄, x̄);
ii) lim supε→0(u(tε, xε)−w(tε, yε)) = u(t̄, x̄)−w(t̄, x̄) and then taking into account of (4.34),

we deduce that limε→0(u(tε, xε)− w(tε, yε)) = u(t̄, x̄)− w(t̄, x̄);
iii) From (4.32), we deduce that

(tε, xε, yε)→ε (t̄, x̄, x̄). (4.36)

Next
lim
ε→0

(u(tε, xε)− w(tε, yε)) = u(t̄, x̄)− w(t̄, x̄) = η > 0.
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Therefore there exists a subsequence of (ε) such that

(u(tε, xε)− w(tε, yε)) ≥
η

2
.

But w is a supersolution then w(tε, yε) ≥ etεh(tε, yε) and by continuity of h one can �nd a
subsequence such that |etεh(tε, yε) − etεh(tε, xε)| < η

4 . Therefore for this last subsequence it
holds

u(tε, xε) ≥ etεh(tε, xε) +
η

4
. (4.37)

To proceed let us consider this latter subsequence and let us denote by

ϕε(t, x, y) =
1

2ε
|x− y|2γ + θ̄(|x− x̄|2γ+2 + |y − x̄|2γ+2) + β(t− t̄)2. (4.38)

Then we have:

Dtϕε(t, x, y) = 2β(t− t̄),
Dxϕε(t, x, y) = γ

ε (x− y)|x− y|2γ−2 + θ̄(2γ + 2)(x− x̄)|x− x̄|2γ ,
Dyϕε(t, x, y) = −γ

ε (x− y)|x− y|2γ−2 + θ̄(2γ + 2)(y − x̄)|y − x̄|2γ ,

B(t, x, y) := D2
x,yϕε(t, x, y) = 1

ε

(
a1(x, y) −a1(x, y)
−a1(x, y) a1(x, y)

)
+

(
a2(x) 0

0 a2(y)

)
with a1(x, y) = γ|x− y|2γ−2I + γ(2γ − 2)(x− y)(x− y)∗|x− y|2γ−4 and
a2(x) = θ̄(2γ + 2)|x− x̄|2γI + 2θ̄γ(2γ + 2)(x− x̄)(x− x̄)∗|x− x̄|2γ−2.

(4.39)

Applying now the result by Crandall et al. (Theorem 8.3, [5]) to the function

u(t, x)− w(t, y)− ϕε(t, x, y)

at the point (tε, xε, yε) (we choose ε small enough in such a way that tε < T , and |xε| < R and
|yε| < R), for any υ > 0 we can �nd c, c1 ∈ R, q1, q2 ∈ Rd and X,Y ∈ Sd, such that:



(c, q1, X) ∈ J̄2,+u(tε, xε) and (−c1, q2, Y ) ∈ J̄2,−w(tε, yε),
q1 = Dxϕε(tε, xε, yε) = γ

ε (xε − yε)|xε − yε|2γ−2 + θ(2γ + 2)(xε − x̄)|xε − x̄|2γ ,
q2 = −Dyϕε(tε, xε, yε) = γ

ε (xε − yε)|xε − yε|2γ−2 − θ(2γ + 2)(yε − x̄)|yε − x̄|2γ ,
c+ c1 = Dtϕε(tε, xε, yε) = 2β(tε − t̄) and �nally

−( 1
υ + ||B(tε, xε, yε)||)I ≤

(
X 0
0 −Y

)
≤ B(tε, xε, yε) + υB(tε, xε, yε)

2.

(4.40)

Taking now into account (4.37), and the de�nition of viscosity solution, we get:

−c− 1
2Tr[σ

>(tε, xε)Xσ(tε, xε)] + u(tε, xε)− etεΦ(tε, xε, e
−tεq1σ(tε, xε)) ≤ 0

and
c1 − 1

2Tr[σ
>(tε, yε)Y σ(tε, yε)] + w(tε, yε)− etεΦ(tε, yε, e

−tεq2σ(tε, yε)) ≥ 0.

Then

u(tε, xε)− w(tε, yε)− c− c1 ≤ 1
2Tr[σ

>(tε, xε)Xσ(tε, xε)− σ>(tε, yε)Y σ(tε, yε)]
+etεΦ(tε, xε, e

−tεq1σ(tε, xε))− etεΦ(tε, yε, e
−tεq2σ(tε, yε)).

(4.41)
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But from (4.39) there exist two constants C and C1 (which may change from line to line) such
that:

||a1(xε, yε)|| ≤ C|xε − yε|2γ−2 and (||a2(xε)|| ∨ ||a2(yε)||) ≤ C1θ̄.

On the other hand we have (B := B(tε, xε, yε))

B ≤ C

ε
|xε − yε|2γ−2

(
I −I
−I I

)
+ C1θI.

It follows that:

B + υB2 ≤ C(
1

ε
|xε − yε|2γ−2 +

ε1
ε2
|xε − yε|4γ−4)

(
I −I
−I I

)
+ C1θ̄I. (4.42)

Choosing now υ = ε, yields:

B + εB2 ≤ C

ε
(|xε − yε|2γ−2 + |xε − yε|4γ−4)

(
I −I
−I I

)
+ C1θ̄I. (4.43)

From the Lipschitz continuity of σ, (4.40) and (4.43) we have:

1

2
Tr[σ>(tε, xε)Xσ(tε, xε)− σ>(tε, yε)Y σ(tε, yε)] ≤

C

ε
(|xε− yε|2γ + |xε− yε|4γ−2) +C1θ̄. (4.44)

Next taking into account of (HΦ) we have:

etεΦ(tε, xε, e
−tεq1σ(tε, xε))− etεΦ(tε, yε, e

−tεq2σ(tε, yε))

≤ etε{CR(|e−tεq1|+ |e−tεq2|)|xε − yε|+ CR|e−tεq1 − e−tεq2|+ ΨR(|xε − yε|)}

But limε→0(|q1|+ |q2|)|xε − yε| = 0 and limε→0 |q1 − q2| = 0. It follows that

lim sup
ε→0

etεΦ(tε, xε, e
−tεq1σ(tε, xε))− etεΦ(tε, yε, e

−tεq2σ(tε, yε)) ≤ 0.

Next go back to (4.41) take the superior limit w.r.t ε on each hand-side and take into account
of (4.44) to obtain:

u(t̄, x̄)− w(t̄, x̄) ≤ C1θ̄.

Send now θ̄ → 0 to obtain that u(t̄, x̄) − w(t̄, x̄) = 0 which is contradictory. The proof is now
complete.

As a by-product we have

Corollary 4.1. Under (HΦ), if the PDE (4.25) has a solution in Πpg, then it is unique and
continuous.

Let us now go back to the HJB equation associated with the mixed control problem, i.e.,
equation (4.25) when Φ is replaced with H∗ whihc reads

min
[
v(t, x)− h(t, x),−∂v

∂t (t, x)− Lv(t, x)−H∗(t, x,∇xv(t, x)σ(t, x))
]

= 0, (t, x) ∈ [0, T [×Rd;

v(T, x) = g(x), x ∈ Rd.
(4.45)

To begin with we will focus on the properties of the function H∗.

29



Lemma 4.4.

i) The function H∗ is continuous in (t, x, z).
ii) H∗ veri�es (4.27) and (4.28).

Proof : i) Let (t, x, z) and (t′, x′, z′) be �xed. Without loss of generality we assume that
|t− t′|+ |x− x′|+ |z − z′| ≤ 1. An easy computation shows that

|H∗(t, x, z)−H∗(t′, x′, z′)| = |H∗(t, x, z)−H∗(t′, x′, z) +H∗(t′, x′, z)−H∗(t′, x′, z′)|
≤ |z| sup

a∈A
|σ−1(t, x)f(t, x, a)− σ−1(t′, x′)f(t′, x′, a)|

+ sup
a∈A
|Γ(t, x, a)− Γ(t′, x′, a)|+ C(1 + |x′|)|z − z′|.

Next as f , σ−1 and Γ are continuous and A is compact then the right-hand side of the previous
inequality goes to 0 when (t′, x′, z′)→ (t, x, z). Thus H∗ is continuous.
ii)

|H∗(t, x, z)−H∗(t, x, z′)| = | sup
a∈A
{zσ−1(t, x)f(t, x, a) + Γ(t, x, a)} − sup

a∈A
{z′σ−1(t, x)f(t, x, a) + Γ(t, x, a)}|

≤ sup
a∈A
|z − z′||σ−1(t, x)f(t, x, a)|

≤ C(1 + |x|)|z − z′|

since σ−1 is bounded and f of linear growth. Thus H∗ veri�es (4.27). Finally let us show that
H∗ veri�es (4.28). Let κ be �xed and (t, z, z′) ∈ [0, T ] × R2d, x, y ∈ Rd such that |x| ≤ κ and
|y| ≤ κ.

H∗(t, x, zσ(t, x))−H∗(t, y, z′σ(t, y))

= sup
a∈A
{zf(t, x, a) + Γ(t, x, a)} − sup

a∈A
{z′f(t, y, a) + Γ(t, y, a)}

≤ sup
a∈A
{zf(t, x, a)− z′f(t, y, a)}+ sup

a∈A
{Γ(t, x, a)− Γ(t, y, a)}

≤ C(1 + |x|)|z − z′|+ sup
a∈A
{z′(f(t, x, a)− f(t, y, a))}+ sup

a∈A
{Γ(t, x, a)− Γ(t, y, a)}

≤ C(1 + |x|)|z − z′|+ C|z′||x− y|+ ΨΓ
κ(|x− y|). (4.46)

where ΨΓ
κ is the modulus of continuity of Γ on [0, T ] × B̄(0, κ) × A (B̄(0, κ) is the closure in

Rd of the open ball centered in 0 and of radius κ). In the last inequality we have used the fact
that f is Lipschitz w.r.t x. The proof now follows since |x| ≤ κ.

We now have the following result related to ūm.

Proposition 4.3. For any m ≥ 0, ūm is continuous and is the unique viscosity solution in Πg

of the following PDE with obstacle:
min [ūm(t, x)− h(t, x),

−∂tūm(t, x)− Lūm(t, x)− H̄∗m(t, x, σ(t, x)∇xūm(t, x))
]

= 0, (t, x) ∈ [0, T )× Rd;

ū(T, x) = g(x).

(4.47)

Proof : First recall tha by (4.17), ūm belongs to Πpg. Next let us show that ūm is a super-
solution of (4.47). The function ūm is lsc and ūm(T, x) = g(x). Thus the terminal condition
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is veri�ed. On the other hand, ūm∗ = ūm. So let t < T and (p, q,X) ∈ J̄2,−ūm(t, x). As
ūm = limn ↗ ūn,m then thanks to Lemma 6.1 in [5], there exist sequences:

nj → +∞, (tj , xj)→ (t, x), (pj , qj , Xj) ∈ J̄2,−ūnj ,m(tj , xj),

such that
(pj , qj , Xj)→ (p, q,X).

But for any j,

−pj − 1
2Tr[σ

>(tj , xj)Xjσ(tj , xj)] ≥ H̄∗nj ,m(tj , xj , qjσ(tj , xj))

since ūn,m is a viscosity solution of (4.10). But by Dini's Theorem, (H̄∗n,m)n converges uni-
formly to H̄∗m on compact subsets. Therefore take the limit w.r.t. j in each hand-side of the
previous inequality to obtain

−p− 1
2Tr[σ

>(t, x)Xσ(t, x)] ≥ H̄∗m(t, x, qσ(t, x)).

Finally as ūm(t, x) = Ȳ m,t,x
t ≥ h(t, x), then ūm is a viscosity supersolution of (4.47).

Let us now show that ūm∗ is a subsolution of (4.47). Let (t, x) ∈ [0, T )×Rd. We obvioulsy
have ūm∗(t, x) ≥ h(t, x) since h is continuous. So assume that ūm∗(t, x) > h(t, x) and let
(p, q,X) ∈ J2,−ūm∗(t, x). As ūm = limn ↗ ūn,m and ūn,m is continuous then

ūm∗ = lim
n→∞

sup∗ūn,m

where
lim
n→∞

sup∗ūn,m(t, x) = lim sup
n→∞,(t′,x′)→(t,x),t′<T

ūn,m(t′, x′)

(see [1], pp.91). Then once more by Lemma 6.1 in [5], there exist sequences such that

nj → +∞, (tj , xj , ūnj ,m(tj , xj))→ (t, x, ūm∗(t, x)), (pj , qj , Xj) ∈ J2,−ūnj ,m(tj , xj),

and
(pj , qj , Xj)→ (p, q,X).

But there exists a subsequence which we still index by j such that for any j, ūnj ,m(tj , xj) >
h(tj , xj) since ū

m∗(t, x) > h(t, x). The subsolution property of ūnj ,m implies that:

−pj − 1
2Tr[σ

>(tj , xj)Xjσ(tj , xj)] ≤ H̄∗nj ,m(tj , xj , qjσ(tj , xj)).

Hence, as for the supersolution property, taking the limit as j → +∞, we conclude that:

−p− 1

2
Tr[σ>(t, x)Xσ(t, x)]− H̄∗m(t, x, qσ(t, x)) ≤ 0,

i.e. ūm veri�es the subsolution property in (t, x) ∈ [0, T )×Rd. It remains to show the terminal
condition is satis�ed i.e. ūm∗(T, x) = g(x). It is classical, however we give it in its main steps
for completeness. First note that for any x ∈ Rd,

ūm∗(T, x) ≥ ūn0,m(T, x) = g(x). (4.48)

Assume now that for some x0 ∈ Rd,

ūm∗(T, x0)− g(x0) = 2ε > 0 (4.49)
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and let us construct a contradiction. Let (tk, xk)k≥1 be a sequence in [0, T )× Rd such that:

(tk, xk)→ (T, x0) and ūm(tk, xk)→ ūm∗(T, x0) as k →∞.

Since ūm∗ is usc and of polynomial growth and taking into account of (4.48) and the inequalilty
g(x0) ≥ h(T, x0), we can �nd a sequence (%n)n≥0 of functions of C1,2([0, T ] × Rd) such that
%n → ūm∗ and, on some neighbourhood Bn of (T, x0) we have:

min{%n(t, x)− g(x), %n(t, x)− h(t, x)} ≥ ε, ∀(x, t) ∈ Bn. (4.50)

After possibly passing to a subsequence of (tk, xk)k≥1 we can then assume that it holds on
Bn
k := [tk, T ] × B(xk, δ

k
n) for some δnk ∈ (0, 1) small enough in such a way that Bn

k ⊂ B. Now
since ūm∗ is locally bounded then there exists ζ > 0 such that |ūm∗| ≤ ζ on Bn. We can then
assume that %n ≥ −2ζ on Bn. Next let us de�ne:

%̃nk(t, x) := %n(t, x) +
4ζ|x− xk|2

(δnk )2
+
√
T − t.

Note that %̃nk ≥ %n and

(ūm∗ − %̃nk)(t, x) ≤ −ζ for (t, x) ∈ [tk, T ]× ∂B(xk, δ
n
k ). (4.51)

Next since ∂t(
√
T − t) → −∞ as t → T , we can choose tk large enough in front of δnk and the

derivatives of %n to ensure that
−L%̃nk(t, x) ≥ 0 on Bk

n. (4.52)

Next let us consider the following stopping time θkn := inf{s ≥ tk, (s,Xtk,xk
s ) ∈ Bk

n
c} ∧ T where

Bk
n
c
is the complement of Bk

n, and ϑk := inf{s ≥ tk, ū
m∗(s,Xtk,xk

s ) = h(s,Xtk,xk
s )} ∧ T. Using

Itô's formula and taking into account (4.50), (4.51) and (4.52) to obtain:

%̃nk(tk, xk) = E[%̃nk(θkn ∧ ϑk, X
tk,xk
θkn∧ϑk

)−
∫ θkn∧ϑk
tk

L%̃nk(r,Xtk,xk
r )dr]

≥ E[%̃nk(θkn, X
tk,xk
θkn

)1[θkn≤ϑk] + %̃nk(ϑk, X
tk,xk
ϑk

)1[ϑk<θkn]]

= E[{%̃nk(θkn, X
tk,xk
θkn

)1[θkn<T ] + %̃nk(T,Xtk,xk
T )1[θkn=T ]}1[θkn≤ϑk] + %̃nk(ϑk, X

tk,xk
ϑk

)1[ϑk<θkn]]

≥ E[{(ūm∗(θkn, X
tk,xk
θkn

) + ζ)1[θkn<T ] + (ε+ g(Xtk,xk
T ))1[θkn=T ]}1[θkn≤ϑk]

+{ε+ h(ϑk, X
tk,xk
ϑk

)}1[ϑk<θkn]]

≥ E[{(ūm(θkn, X
tk,xk
θkn

) + ζ)1[θkn<T ] + (ε+ g(Xtk,xk
T ))1[θkn=T ]}1[θkn≤ϑk]

+{ε+ h(ϑk, X
tk,xk
ϑk

)}1[ϑk<θkn]]

≥ E[ūm(θkn ∧ ϑk, X
tk,xk
θkn∧ϑk

)] + ζ ∧ ε

= E[ūm(tk, xk)−
∫ θkn∧ϑk
tk

H̄∗m(s,Xtk,xk
s , Z̄tk,xk,ms )ds] + ζ ∧ ε

since on [tk, ϑk], dK̄
t,x,m = 0. Finally since ūm and ‖Z̄tk,xk,m‖H2,d are of polynomial growth

(Lemma 4.1) we deduce that limk→∞ E[
∫ θkn∧ϑk
tk

H̄∗m(s,Xtk,xk
s , Z̄tk,xk,ms )ds] = 0. Therefore tak-

ing the limit in the previous inequalities yields:

lim
k→∞

%̃nk(tk, xk) = lim
k→∞

%n(tk, xk)+
√
T − tk = %n(T, x0) ≥ lim

k→∞
ūm(tk, xk)+ζ∧ε = ūm∗(T, x0)+ζ∧ε.

But this is contradictory since %n → ūm∗ pointwise as n → ∞. Thus for any x ∈ Rd we have
ūm∗(T, x) = g(x) and this completes the proof.
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Finally to show continuity of ūm and uniqueness of the solution it is enough to show that
H̄∗m satis�es the assumptions (HΦ). But for any (t, x, z, z′)

|H̄∗m(t, x, z)− H̄∗m(t, x, z′)| ≤ 2|H∗(t, x, z)−H∗(t, x, z′)| ≤ 2C(1 + |x|)|z − z′|

since f is of linear growth, σ−1 is bounded and |ρm| ≤ 1. Thus (4.27) is satis�ed.
On the other hand,

H̄∗m(t, x, zσ(t, x))− H̄∗m(t, y, z′σ(t, y)) =
H∗+(t, x, zσ(t, x))−H∗+(t, y, z′σ(t, y))︸ ︷︷ ︸

(I)

+

{−(H∗−(t, x, zσ(t, x))−H∗−(t, y, z′σ(t, y)))︸ ︷︷ ︸
(II)

ρm(x)−H∗−(t, y, z′σ(t, y))︸ ︷︷ ︸
(III)

(ρm(x)− ρm(y)).

Now to conclude it is enough to remark that: i) H∗ veri�es (4.28) and to use the inequality
u+−v+ ≤ (u−v)+ with (I); ii) H∗ veri�es (4.28) and to use the inequality u−−v− ≤ (v−u)+

with (II); iii)H∗− veri�es (4.27) and ρm is continuous Lipschitz. The proof is now complete.

We are now ready to state the main result of this section.

Theorem 4.1. The function u is continuous and is the unique viscosity solution in Πpg of the
following PDE with obstacle:

min [u(t, x)− h(t, x),

−∂tu(t, x)− Lu(t, x)−H∗(t, x, σ(t, x)∇xu(t, x))] = 0, (t, x) ∈ [0, T )× Rd;

u(T, x) = g(x).

(4.53)

Proof : The proof is obtained in the same way as we did for ūm in the previous proposition
since: i) by (4.17) we now that u belongs to Πpg; ii) ū

m veri�es the PDE (4.53), is continuous
and the sequence (ūm)m is decreasing and converges to u; iii) H∗ veri�es (4.27) and (4.28).
The details are left to the care of the reader.

Remark 4.3. The characterization of u (see Remark 3.1) as the value function of the mixed
control problem allows to show directly that u is continuous even if this proof is rather tedious.
However there is no way to show that ūm is continuous without using the PDEs as we did
previously in Proposition 4.3.
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