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We study the dynamical generation and storage of spin squeezed states, as well as more entangled
states up to macroscopic superpositions, in a system composed by a few ultra-cold atoms trapped
in a one-dimensional optical lattice. The system, initially in the superfluid phase with each atom
in a superposition of two internal states, is first dynamically entangled by atom-atom interactions
then adiabatically brought to the Mott-insulator phase with one atom per site where the quantum
correlations are stored. Exact numerical diagonalization allows us to explore the structure of the
stored states by looking at various correlation functions, on site and between different sites, both at
zero temperature and at finite temperature, as it could be done in an experiment with a quantum-gas
microscope.

I. INTRODUCTION

Ultra-cold atoms are widely recognized as a platform
for fundamental tests of quantum mechanics, quantum
information and quantum networks [1–5], as well as sen-
sors in well established applications like atomic clocks [6–
8]. In some implementations, non-trivial correlations
among the atoms in the form of squeezing and entangle-
ment are directly profitable. In addition, recent develop-
ments in experimental techniques allow to produce and
control ultra-cold systems in the few-body regime with
a good precision on the atom number [9–12]. These ex-
perimental developments in ultra-cold few body systems
boost theoretical studies [13] indicating new possibilities
for thermometry [14] and quantum simulations [15, 16].

In a previous work [17] we proposed a method for the
dynamical generation of spin-squeezing and its storage in
an optical lattice with unit filling, see Fig.1. The scheme
makes use of interactions in a Bose-Einstein condensate
with two internal states. The atoms are initially in the
superfluid phase delocalized over the entire lattice and
in a single internal state. As soon as the atoms are put
in a superposition of two internal states by an electro-
magnetic pulse, atomic interactions dynamically gener-
ate non-trivial correlations and spin-squeezing [18, 19].
The lattice depth is then adiabatically increased. As the
system approaches the Mott-insulator phase, the spin dy-
namics slows down to stop completely at the transition,
while the spin-squeezing at its best and the quantum cor-
relations survive and are stored deeply in the Mott insu-
lating phase. The work [17], that was for a large number
of atoms N ∼ 105 and a three-dimensional lattice, was
relying on two main approximations: (i) the hypothe-

FIG. 1. (a) Initially, ultra-cold atoms in an internal state
a are prepared in the superfluid phase in a shallow optical
lattice with unit filling. (b) At time t = 0, a π/2-pulse puts
each atom in a coherent superposition of two internal states
a and b. Immediately after the pulse, while the system in the
superfluid phase, binary atomic interactions between atoms
start the generation of quantum correlations in the system.
(c) The lattice height is gradually increased, in such a way
that the system undergoes the Mott-insulator transition with
one atom per site at the “best time”, to store in the lattice
either the best squeezing or a GHZ state.

sis of adiabaticity while ramping the optical lattice in
the two-component interacting condensate, and (ii) the
Gutzwiller approximation to calculate the ground state
energy of the system for different lattice heights.

In the present paper, we deal with a few-bosons in a
one-dimensional optical lattice. Within a full represen-
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tation of the system Hamiltonian [20], we study its exact
state and dynamics. This allows us to confirm the va-
lidity of the scheme beyond the approximations we used
in [17]. The advantage of the few-body system over the
macroscopic number of atoms is furthermore the possi-
bility to access and fully characterize the quantum state
stored in Mott-insulator phase, including the excitation
generated by the system manipulations (the initial pulse
and the dynamic ramping of the lattice) and by thermal
fluctuations. From the experimental point of view, the
on-site and inter-site correlation functions that we calcu-
late would be accessible in an experiment with a quantum
gas microscope [21, 22].

After introducing in Section II the system Hamiltonian
and parameters, the following Section III is devoted to
an analytical one-axis twisting model, issued from the
zero-momentum part of the two-component (two inter-
nal states) Bose-Hubbard Hamiltonian, that catches the
main features of the dynamics. By testing the model
against exact numerical simulations, we prove its valid-
ity for a large enough condensed fraction. One useful
result, predicted by the simple model and confirmed by
the simulations, is that the squeezing dynamics is faster
in a shallow lattice with respect to the homogeneous sys-
tem. This acceleration is directly related the confinement
of the atoms causing an increase of the interaction energy
and a consequent reduction of the squeezing time scales.

In Section IV we study the structure of the states
stored in the Mott phase that turns out to be non triv-
ial. With respect to what we shall call an “ideal Mott-
insulator phase-state”, that has exactly one atom per
site, each atom being in the same coherent superposition
of two internal states, the stored entangled state shows
additional phase factors that play a crucial role in deter-
mining its properties. We discuss the possibility of stor-
ing either a gaussian spin-squeezed state or a maximally
entangled Greenberger-Horne-Zeilinger state [23, 24], su-
perposition of two ideal Mott-insulator phase-states with
different phases, provided that the ramp time is prop-
erly chosen. The challenge of generating experimen-
tally a Greenberger-Horne-Zeilinger state has been al-
ready taken-up in several platforms, see e.g. [25–31]. The
strength of the method we propose here relies in its rel-
ative simplicity, and in the possibility to scale it up to a
larger system size, by using a larger lattice and by going
from one to three spatial dimensions.

Finally, in Section V, we discuss the role of a finite
temperature resulting in particle-hole excitations in the
Mott phase that can lead to double occupation of certain
lattice sites. We show that it is nevertheless possible to
maintain squeezing in the Mott phase at low tempera-
ture, when the probability for particle-hole excitation is
weak. Concluding remarks and a summary are given in
Section VI.

II. CONSIDERED SYSTEM AND MODEL

HAMILTONIAN

In our study, we use the Bose-Hubbard model to de-
scribe a system composed of a few ultra-cold bosonic
atoms in an optical lattice potential. In the following
we discuss the model, parameters that we used and the
protocol for dynamical generation of correlations among
the atoms.

A. Bose-Hubbard Hamiltonian

We consider an ultra-cold gas composed of a few
bosonic atoms with repulsive interactions in the two in-
ternal states a and b, loaded in a three-dimensional opti-
cal lattice or optical tweezers potential. We assume that
tunneling is possible only along the x direction while
transversely the atoms are in a localized wave-function
that is approximated by a Gaussian with a character-
istic length L⊥. The optical lattice potential in the x-
direction is V (x) = V0 sin2(kx), where V0 is the lattice
height, k = 2π/λ is the wave number, and d = λ/2 is the
spatial period of the lattice. In the absence of the lattice,
the system is homogeneous, the atoms being confined in a
flat-bottom potential [32]. After reduction of the perpen-
dicular directions, the effective one-dimensional system
Hamiltonian reads

Ĥ =
∑

σ=a,b

∫

dx
(

Ψ̂†
σ(x)ĥΨ̂σ(x) +

gσσ
2

Ψ̂2†
σ (x)Ψ̂2

σ(x)
)

+ gab

∫

dx Ψ̂†
a(x)Ψ̂†

b(x)Ψ̂b(x)Ψ̂a(x) (1)

with the single-particle Hamiltonian

ĥ = − ~
2

2m

d2

dx2
+ V (x). (2)

The interaction coefficients gσσ′ = g3Dσσ′/(2πL2
⊥) are de-

termined by the transverse confinement length L⊥ and
by the coupling constants in three dimensions g3Dσσ′ =
4π~2aσσ′/m, where aσσ′ is the s-wave scattering length
for one atom in the state σ and one in the state σ′, m
is the atomic mass and ~ is the Planck constant. We
assume repulsive interactions between atoms in the two
states, with a ↔ b symmetry leading to gaa = gbb, and
an adjustable inter-species coupling gab, restricting to the
phase-mixing regime : gab < gaa [33].

The system (1) in the lowest energy band is con-
veniently considered in the basis of Wannier functions
w(x − xi, t) localized around the lattice sites, where xi
denotes position of the i-th site [2]. In the tight-binding
limit when the lattice height is larger than the recoil en-
ergy ER = ~

2k2/(2m) and the Wannier functions are well
localized around each lattice site, the tunneling and in-
teractions terms fall off rapidly with the distance |xi−xj |,
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leading to the Bose-Hubbard model

ĤBH = −J
∑

i,j=i±1

(

â†i âj + b̂†i b̂j
)

+
Uaa

2

∑

i

n̂a
i (n̂a

i − 1)

+
Ubb

2

∑

i

n̂b
i(n̂

b
i − 1) + Uab

∑

i

n̂a
i n̂

b
i , (3)

where J and Uσσ′ are the tunneling and interaction pa-

rameters. âi (b̂i) is the annihilation operator of an atom
in internal state a (b) in the i-th site of the lattice, and

n̂a
i = â†i âi, n̂

b
i = b̂†i b̂i are the corresponding number

operators. The Bose-Hubbard Hamiltonian commutes
with the total number of particles in each component
[

ĤBH, N̂σ

]

= 0, where N̂σ =
∑

i n̂σ,i with σ = a, b, but it

does not commute with the occupation numbers n̂a,i, n̂b,i

of the i-th site, due to the presence of the hoping terms.
We address here the case in which the total filling is com-
mensurate with the lattice. In the repulsive interaction
regime we consider, a transition from a superfluid to a
Mott-insulator phase is expected in the two-component
system, as in the usual case of a single species [21]; the
magnetic order associated with the pseudospin degrees of
freedom (boson components) being a further feature in
the ground state [34]. We briefly present the construction
of the Bose-Hubbard Hamiltonian (3) from the more gen-
eral one (1) in Appendix A. The basic properties of the
tunneling and interaction parameters are summarized in
Appendix C, where we also calculate for different lattice
heights the couplings appearing in (1) that are neglected
in (3).

B. Procedure and parameters used in the

simulations

Throughout the paper, we will consider two situations:
(i) the case of a static lattice with a time independent
height V0, and (ii) the dynamical case where the lattice
is raised with a linear ramp in a time τ

V0(t) = Vini + (Vfin − Vini)
t

τ
, (4)

from an initial value Vini where the system is in the su-
perfluid regime to a final value Vfin in the Mott-insulator
regime. The ramp is adjusted in such a way that a par-
ticular state (a maximally spin-squeezed state or a more
entangled state produced by dynamics) is stored in the
Mott phase as the system crosses the Mott transition.
Note that in this case J(t) and U(t) are functions of
time. Using the Bose-Hubbard Hamiltonian (3) and pe-
riodic boundary conditions, we perform exact numeri-
cal calculations for a few atoms, concentrating on the
case N = M = 6, where N is the number of atoms and
M the number of lattice sites. For the simulations we
use the Fock basis |n〉 = |{na

i }, {nb
i}〉, where {na(b)

i } de-
notes a configuration of occupation numbers of the M
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FIG. 2. Values of the tunneling J (A3a) and interaction Uaa,
and Uab, (A3b) parameters across the lattice ramp (4) used in
simulations for N = 6 atoms. Here, Vini/ER = 3, Vfin/ER =
40 and τER/~ = 4255.

lattice sites for atoms in the internal state a (b). Ac-

cording to the commutation relations
[

ĤBH, N̂σ

]

= 0,

the Hilbert space can be written as a direct sum of sub-
spaces with a fixed number of atoms in each internal state
κ = κN,0 ⊕ κN−1,1 ⊕ κN−2,2 · · ·κ0,N , where κNa,Nb

de-
notes the subspace with Na atoms in the state a and Nb

in the state b. The dimension dNa,Nb
of each subspace

depends on Na, Nb = N −Na and on the number of lat-
tice sites M . One has κNa,Nb

=
(

Na+M−1
Na

)(

Nb+M−1
Nb

)

. A
numerical method for the Fock state basis generation is
described in [20]. Operators Ô are represented by ma-

trices 〈n′|Ô|n〉, and pure states by vectors whose com-
ponents are the coefficients of the decomposition in the
basis.

We consider a spin coherent state as the initial state
for the squeezing evolution. In order to prepare it numer-
ically, we assume that initially all the atoms are in the
internal state a and, in the case of zero temperature, in
the ground state of HBH for the initial values of J and U :

∣

∣Ψ0(0−)
〉

=
∑

{na
i
}

∑

i na
i
=N

α{na
i
} |{na

i }, {0}〉 , (5)

where the sum runs over all the possible configurations,
and the coefficients α{na

i
} are calculated numerically. A

π/2 pulse, equivalent to a rotation of the state around
the y-axis through angle π/2, is applied to create the
spin coherent state [35]

|Ψ(0+)〉 = e−iŜyπ/2|Ψ0(0−)〉. (6)

When the temperature is nonzero, the initial state after
rotation is given by the density matrix:

ρ̂T (0+) = e−iŜyπ/2ρ̂T (0−)eiŜyπ/2, (7)

with

ρ̂T (0−) =
1

Z

∑

n

e−En/kBT |Ψn(0−)〉〈Ψn(0−)| (8)
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where En are eigenenergies of the initial Hamiltonian
with

∑

i n
a
i = N and |Ψn(0−)〉 are the corresponding

eigenvectors, kB is the Boltzman constant, T the tem-
perature and Z the normalization. The initial state
is then evolved according to the Schrödinger equation
i~∂t|Ψ(t)〉 = ĤBH|Ψ(t)〉 for the zero temperature case,

or the von Neumann equation i~∂tρ̂T (t) = [ĤBH, ρ̂T (t)]
for the nonzero temperature case. Both equations were
solved numerically using the Runge-Kutta method.

In Fig. 2 we show the values of the tunneling parameter
J(t) and the interaction parameter Uaa(t) through the
considered ramp (4) optimized to produce and store a
spin-squeezed state with N = 6 atoms. J(t) and Uaa(t)
were calculated numerically according to the definitions
(A3a-A3b) using the Wannier functions, as detailed in
Appendix A. The numerical values of parameters in all
the simulations, are typical for hyperfine states in alkali
atoms 1. We took aa = 100.4aB, ab = aa, and aab =
95aa, where aB = 5.29 × 10−11m is Bohr radius, the
lattice constant d = λ/2 = 431nm, the ratio (aa + ab −
2aab)/d = 1.25 × 10−3, aa/d = 0.012. The recoil energy
value is ER = 2.04 × 10−30 J and the characteristic time
scale t0 = ~/ER = 51.5µs. We also assume that L⊥ =

d/
√

2π.

C. Spin squeezing parameter

We quantify the level of spin-squeezing by the param-
eter [37, 38]

ξ2 =
N∆2Ŝ⊥min

〈S〉2 , (9)

where 〈S〉 is the length of the mean collective spin and

∆2Ŝ⊥min is the minimal variance of the spin orthogonally
to the mean spin direction. In the multimode case of
atoms in an optical lattice, collective spin operators are
defined as a sum of local spin operators

Ŝx =
M
∑

i=1

1

2

(

â†i b̂i + b̂†i âi
)

, (10)

Ŝy =

M
∑

i=1

1

2i

(

â†i b̂i − b̂†i âi
)

, (11)

Ŝz =

M
∑

i=1

1

2

(

â†i âi − b̂†i b̂i
)

(12)

As for individual spins, collective spin components obey

cyclic commutation relations
[

Ŝx, Ŝy

]

= iŜz. Due to the

1 In an experiment, one could use for example 87Rb atoms in states
|F = 1,mF = 1〉 and |F = 2, mF = −1〉 where the interspecies
scattering length aab is tuned by means of a Feshbach resonance
[19], or the states |F = 1,mF = −1〉 and |F = 2,mF = −2〉
where the interspecies interaction can be tuned by slightly shift-
ing the optical lattices for the two components [36].

fact that the Bose-Hubbard Hamiltonian commutes with
Ŝz and the initial state is an eigenstate of Ŝx one can
write explicitly the expression for minimal fluctuations

∆Ŝ2
⊥,min =

1

2

[

2〈∆Ŝ2
z 〉 +A−

√

A2 +B2
]

, (13)

A = 〈∆Ŝ2
y〉 − 〈∆Ŝ2

z 〉, (14)

B = 2Re
[

〈ŜyŜz〉 − 〈Ŝy〉〈Ŝz〉
]

. (15)

III. CONSTRUCTION AND VALIDITY OF

TWO-MODE MODEL

In this section we introduce a two-mode model that
can be used to obtain analytical predictions [17], and
investigate the dependence of the best squeezing time on
the lattice potential height. To construct the two-mode
model in the most general way, we introduce the ground
state energy E0(N̂a, N̂b) of the system having Na atoms
in the internal state a and Nb atoms in b, and make
its Taylor expansion up to the second order around the
average values N̄a and N̄b of the atom numbers, in the
initial state at t = 0+. This leads to

E0(N̂a, N̂b) = E0 + ∂aE0 (N̂a − N̄a) + ∂bE0 (N̂b − N̄b)+

+
1

2
∂2aaE0 (N̂a − N̄a)2 +

1

2
∂2bbE0 (N̂b − N̄b)

2+

+
1

2
(∂2abE0 + ∂2baE0) (N̂a − N̄a)(N̂b − N̄b) + · · · ,

(16)

where E0 ≡ E0(N̄a, N̄b), ∂σE0 ≡ ∂E0

∂Nσ
|N̄a,N̄b

and

∂2σσ′E0 ≡ ∂2E0

∂Nσ∂Nσ′
|N̄a,N̄b

, with σ, σ′ = a, b. Notice, that

the first derivative of the ground state energy is the zero
temperature chemical potential µσ = ∂σE0 of the σ com-
ponent. By introducing the collective spin components,
the ground state energy expanded to the second order
(16) becomes [39]

E0(N̂a, N̂b) = fN + ~vN Ŝz + ~χŜ2
z (17)

In the above equation, fN is a function of the total num-
ber of particles, the linear term in Ŝz describes spin pre-
cession around the z axis with the velocity vN , and finally

χ =
1

2~
(∂aµa + ∂bµb − ∂aµb − ∂bµa) . (18)

In the symmetric case that we consider, with Uaa = Ubb,
one has vN = 0 (no precessions). Note that the ap-
proximation of the energy by its second order expansion
is more and more accurate as N is large, as the rela-
tive width of the distributions of Na and Nb decrease as
1/

√
N .

The approximated energy (17) is the basis of the two-
mode model we consider here. It has the form of the one-
axis twisting (OAT) model introduced by Kitagawa and
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Ueda [40] and it catches the main features of the squeez-
ing dynamics. In particular we expect that the maximum
level of squeezing generated in our scheme is the same as
the one generated by equivalent the OAT model (17), in
both the static and the dynamic scheme that we consider.
The time scale, or the best squeezing time, depends on
the system Hamiltonian trough the parameter χ. Here
below, we give an approximate expression of χ in the
static case, assuming that all the atoms are in the zero
momentum mode that is the condensate mode in the
noninteracting case. To this aim, we write the Bose-
Hubbard Hamiltonian (3) in the momentum representa-

tion, âi = 1√
M

∑

q e
−iqxi âq and b̂i = 1√

M

∑

q e
−iqxi b̂q,

and we keep only the zero momentum terms [41]. We
obtain :

ĤBH, 0(N̂0,a, N̂0,b) = ǫ0,aN̂0,a + ǫ0,bN̂0,b

+
Uaa

2M
N̂2

0,a +
Ubb

2M
N̂2

0,b +
Uab

M
N̂0,aN̂0,b,

(19)

where N̂0,a = â†q=0âq=0, N̂0,b = b̂†q=0b̂q=0, ǫ0,a = −2J −
Uaa/(2M) and ǫ0,b = −2J − Ubb/(2M). The chemical

potentials are µa|N̄0,a,N̄0,b
= ǫ0,a + Uaa

M N̄0,a + Uab

M N̄0,b,

µb|N̄0,a,N̄0,b
= ǫ0,b + Ubb

M N̄0,a + Uab

M N̄0,a where all expres-
sions are derived assuming that all atoms are in the zero
momentum mode. One then obtains

χq=0 =
1

2M~
(Uaa + Ubb − 2Uab), (20)

Using (20), the parameter χq=0 can be calculated nu-
merically using the exact form of the Wannier function
to determine the interaction parameters Uσσ′ . Moreover,
analytical expressions for χq=0 can be obtained in the
limiting cases of a very shallow or a very deep lattice.
The first limit is that of a homogeneous system when
V0 → 0. The values of the interaction parameters are
then Uhomo

σ = gσN/Lx, where Lx = Md is the system
size along x, leading to

~χhomo
q=0 =

4

Mπ

∆a

d
ER (21)

where ∆a = aa + ab − 2aab. The second one is that of
localized Wannier functions that can be approximated by
Gaussians, see Appendix C. In this case one obtains

~χGauss
q=0 =

√

32

π

∆a

d

(

V0
ER

)1/4

ER (22)

The zero momentum part of the Bose-Hubbard Hamilto-
nian (19) can be viewed as bimodal: the atoms in q = 0
of the a state and those in q = 0 of the b state. The
evolution of such bimodal subsystem can be solved ana-
lytically in the Fock state basis:

|ψ0(t)〉 =

N
∑

N0,a=0

cN0,a
e−i

χq=0t

4~
(N−2N0,a)

2 |N0,a, N −N0,a〉,

(23)
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FIG. 3. Squeezing parameter (9) versus time for N = M = 6.
(a) V0 = 0.4ER and fc > 0.99. (b) V0 = 6ER and fc = 0.97.
The black solid lines show the exact numerical results while
the red dashed lines the prediction of 2MM with χq=0 from
(20). The agreement between the 2MM and exact results
degrades for larger V0.
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FIG. 4. Best squeezing time versus the static value of V0/ER

extracted from the exact numerical simulations (black solid
line), from the 2MM (orange dot-dashed line) and for a ho-
mogeneous system (green dashed line). The corresponding
condensed fraction (24) in state a before the π/2 pulse (red
solid line) is also shown, with the scale on the right axis. The
vertical black dotted line marks V0/ER = 0.4 where the pres-
ence of a lattice starts to accelerate the squeezing dynamics.

taking the spin coherent state as the initial state that de-

termines the values of cN0,a
= 2−N/2

√

(

N
N0,a

)

. In (23) we

omitted the constant global phase factor. Consistently,
for the two-mode model, the spin squeezing parameter (9)
is considered for the zero momentum mode, replacing the
collective spin operators Ŝx Ŝy and Ŝz by their zero mo-

mentum counterparts Ŝ0,x = (â†q=0b̂q=0 + b̂†q=0âq=0)/2,

Ŝ0,y = (â†q=0b̂q=0 − b̂†q=0âq=0)/2i and Ŝ0,z = (N̂0,a −
N̂0,b)/2. The evolution of such spin squeezing parameter
for zero-momentum-mode is solvable analytically [40, 42].
We will refer to it as the two-mode model (2MM) while
comparing it to the exact numerical results. We expect
agreement between the exact calculation and the 2MM as
long as 〈N̂0,a〉+〈N̂0,b〉 ≈ N in the initial state before π/2
pulse and as long as the system stays in the superfluid
regime.
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In Fig. 3 we show an example of the evolution of the
spin squeezing parameter (9) for two different static val-
ues of the lattice height V0/ER = 0.4 and V0/ER = 6,
both for N = 6. The maximum level of squeezing
achieved during the evolution is the same for the two
values of V0/ER while the time scales are different, as ex-
pected. The agreement between the 2MM and the exact
results degrades when V0 increases, because the approx-
imation of having all the atoms in the zero momentum
mode, that we used to calculate χq=0, becomes unjus-
tified. To be more specific on this point, in Fig. 4 we
collect the best squeezing times calculated exactly (black
solid line) and compare them to the 2MM results (orange
dot-dashed line) with χq=0 calculated from (20). The
condensed fraction defined as the average occupation of
the q = 0 momentum mode:

fσ
c =

1

N
〈σ̂†

q=0σ̂q=0〉 =
1

NM

∑

i,j

〈σ̂†
i σ̂j〉, (24)

where σ = a, b is shown on the same figure. The following
observations can be made: (i) the 2MM works well as
long as the condensed fraction is close to one, and (ii) the
best squeezing time is smaller than for an homogeneous
system with the same number of atoms in a specific range
of V0. The squeezing acceleration by the optical lattice
potential in the range 0.4ER < V0 < 7ER, is simply
explained in the following paragraph.

Lets us first consider the condition tbest < thomo
best . It

implies χhomo < χ and hence λ
2

∫

|w|4dx > 1. By ap-
proximating the Wannier function w by a Gaussian one
obtains the lower bound for the lattice height V0/ER >
( 2
π )2 ≈ 0.4. This number is in a good agreement with

what we observe in the numerical calculation, see vertical
dotted line in Fig. 4. The upper bound for V0 expresses
the fact that the lattice height should be low enough
for the system to remain in the superfluid phase with
a condensed fraction close to one. To obtain an esti-
mate of that for small atom numbers, we can use the ex-
plicit analytical expression of the condensed fraction for

N = 2, see Appendix D. It is fa
c =

64J2+16JΩaa++Ω2
aa+

2(64J2+Ω2
aa+)

with Ωaa+ = Uaa +
√

64J2 + U2
aa. It is obvious that

fa
c → 1 when Uaa/J → 0. In order to estimate the valid-

ity range of the 2MM we can fix the condensed fraction
to a value close to one. By taking for example fa

c ≈ 0.99,
the threshold point above which the 2MM fails is then
(Uaa/J)th ≈ 1.6 corresponding to (V0/ER)th ≈ 7, which
gives a fair estimate of what we see in the exact numerical
calculations in Fig. 4.

IV. SPIN-SQUEEZED AND GHZ STATES

STORED IN MOTT PHASE

In order to store the best squeezing in the Mott-
insulator phase, we linearly ramp the lattice potential
depth according to (4). We choose the initial value of the
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FIG. 5. (a) Squeezing parameter ξ2 and (b) condensed frac-
tion fa

c , for N = 6, are shown (i) across the lattice ramp
(4) with τER/~ = 4255 (black solid lines), and (ii) in a static
situation for V0/ER = 3 (green dashed lines). The same quan-
tities in the π/2 “Mott-insulator phase-state” (28), for which
ξ2MIπ/2 = 1 and fa

c MI π/2 = 1/N , are shown for comparison
(blue dot-dashed lines).

lattice depth V0 = 3ER as it corresponds to a condensed
fraction close to unity, and it generates the squeezing
faster than for a homogeneous system. An example of
spin squeezing parameter and condensed fraction evolu-
tion2 is shown in Fig. 5. The squeezing parameter stops
evolving around its minimum because the ramp is ad-
justed so that the system undergoes the Mott transition
at the best squeezing time. In the Mott-insulator phase
with one atom per site, atoms are isolated around lat-
tice sites and stop to interact. As we will show it in this
section, not only a squeezed state can be stored in the
Mott phase. By varying the ramp time τ one can store
other states dynamically produced by the interactions,
including macroscopic superpositions of phase states.

To gain understanding about the structure of state
stored in Mott phase, lets us first consider the simplest
case of N = 2 and then generalize the arguments for an
arbitrary number of atoms.

2 The values of the tunneling and interaction terms were calculated
exactly according to (A3a) and to (A3b). They are shown in
Fig. 2
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FIG. 6. Time evolution of the coefficients in the state (25),
for N = 2 and τER/~ = 4255. The moduli |cw(t)| are in
the main figure while the inset shows the relative phases of
the cw(t) that are nonzero in the long time limit. Here we
introduced the notation cw = |cw |e

iθw .

A. Case N = 2

In general, the state of the system can be considered
in the Fock state basis as we did numerically. For N = 2
it reads

|Ψ(t)〉 =

10
∑

w=1

cw(t)|w〉, (25)

where

|1〉 = |20, 00〉 , |2〉 = |11, 00〉 , |3〉 = |02, 00〉 ,
|4〉 = |10, 10〉 , |5〉 = |10, 01〉 , |6〉 = |01, 10〉 , |7〉 = |01, 01〉 ,
|8〉 = |00, 20〉 , |9〉 = |00, 11〉 , |10〉 = |00, 02〉 . (26)

The coefficients of the decomposition in the Fock basis
satisfy c6 = c5, c7 = c4, c8 = c3, c9 = c2, c10 = c1,
c3 = c1 and c8 = c10, as a consequence of the symme-
try a ↔ b with respect to the exchange of the internal
states and of the symmetry with respect to exchange of
the lattice sites. The evolution of the coefficients can be
found analytically when Uaa and J are time-independent
as discussed in Appendix D. In the time-dependent case,
the evolution of the cw can be treated numerically and
the result is shown in Fig.6.

It turns out that the state stored in the Mott-phase has
an interesting structure. The coefficients cw are nonzero
only for Fock states that have one atom per lattice site.
All the nonzero coefficients have identical absolute values
and the only difference among them is in the phase factor.
Referring to the states (26), we find numerically that the
state stored in the Mott phase at the end of the ramp for
N = 2 has the form

|Ψ〉MI,N=2 =
1

2

(

|2〉 + eiφ |5〉 + eiφ |6〉 + |9〉
)

(27)

up to a constant global phase factor. The only nonzero
coefficients in the long time limit are c2, c5, c6 and c9.

The very same Fock states appear in what we shall call
the ideal φ = 0 Mott-insulator phase-state,

|φ = 0〉MI =

(

a†1 + b†1

)

√
2

(

a†2 + b†2

)

√
2

|0〉 =
|2〉 + |9〉 + |5〉 + |6〉

2
(28)

obtained from a single component Mott state, by putting
each atom in the coherent-superposition (|a〉 + |b〉)/

√
2.

However, unlike in the φ = 0 Mott-insulator phase-state,
a nonzero relative phase appears between individual Fock
states. The value of the relative phase φ depends on the
state that is stored in the Mott phase. The above in-
troduced structure (27) in term of Fock states, is illus-
trated in Fig. 7 for different values of the ramp time,
corresponding to different quantum states stored in the
Mott-insulator phase.

The general form (27) of the stored state for N = 2
can be expressed in terms of two-site phase-states,

|φ1, φ2〉 =

(

a†1 + eiφ1b†1

)

√
2

(

a†2 + eiφ2b†2

)

√
2

|0〉. (29)

Indeed one has

|Ψ〉MI,N=2 = eiφ/2
(

cos
φ

2
|0, 0〉 + isin

φ

2
|π, π〉

)

. (30)

It is true for any value of the phase φ. In this sense,
the state stored in the Mott phase is a superposition of
two different Mott-insulator phase-states with different
phases, and it becomes an even superposition when φ =
π/2.

B. Case N = 6

The natural question arises how the discussed above
structure changes when the number of atoms increases.
One might expect that the state stored in the Mott phase
is a superposition of 2N Fock states with single occupa-
tion per lattice site and N/2 different phase factors. We
have checked numerically that this is the case for N = 4
and N = 6. In the latter case one has

|Ψ〉MI,N=6 =
1

23
[

S6,0 + S0,6 + eiφ51 (S5,1 + S1,5)

+eiφ42 (S4,2 + S2,4) + eiφ33S3,3 ] , (31)

were we introduced notation

SNa,Nb
=

∑

{nia}′
∑

i nia=Na

∑

{nib}
′

∑

i nib=Nb

|{nia}, {nib}〉 , (32)

in which summations run over all configurations {nia}
and {nib} of occupation numbers on the lattice in the
state a (b), under the conditions of a fixed number of
atoms in state a and b, and the restriction of single occu-
pation per lattice site indicated by the prime. The state
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FIG. 7. N = 2. (a) Squeezing parameter versus ramp time
τ , (b) corresponding amplitudes and (c) relative phases di-
vided by 2π of nonzero coefficients of the state decomposition
in the Fock basis, in the long time limit after stabilization in
the Mott phase. The value of the squeezing parameter stored
depends on the ramp time showing that an appropriate choice
of τ is crucial to efficiency of the protocol. The dashed black
vertical line marks the best squeezing. The only nonzero coef-
ficients are c2, c5, c6 and c9 and the nonzero relative phases :
θ5 − θ2 and θ6 − θ2 are equal, demonstrating validity of the
state (27). This relative phase, marked by φ in (27), linearly
depends on τ . The vertical dot-dashed orange line marks the
ramp time τ corresponding to φ = π/2 for storing the N = 2
even superposition state (30).

|{nia}, {nib}〉 denotes the multi-site Fock state. For ex-
ample S6,0 = |111111, 000000〉. The structure (31) of
the state for N = 6, is illustrated in Fig. 8 for differ-
ent values of the ramp times, corresponding to different
quantum states stored in the Mott-insulator phase.

As we did it previously, we can express the stored state
in terms of Mott-insulator multi-site phase-states. In
general, in the case of six atoms and six lattice sites, the
state (31) can be expressed in terms of six-site phase-
states

|φ1, φ2, φ3, φ4, φ5, φ6〉 =

6
∏

j=1

â†j + eiφj b̂†j√
2

|0〉

=
1

23

6
∑

Na=0

S̃Na,N−Na
, (33)

with

S̃Na,Nb
=

∑

{nia}′
∑

i nia=Na

∑

{nib}
′

∑

i nib=Nb

ei
∑

i φinbi |{nia}, {nib}〉 .

(34)
When considering a Mott-insulator phase-state |φ〉MI

(33) where the phase is the same for all lattice sites,

|φ〉MI ≡ |φ, φ, φ, φ, φ, φ〉 (35)
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FIG. 8. N = 6. (a) Squeezing parameter versus ramp time
τ , (b) corresponding amplitudes and (c) relative phases di-
vided by 2π of nonzero coefficients of the state decomposition
in the Fock basis, in the long time limit after stabilization in
the Mott phase. There are 64 nonzero coefficients cw whose
absolute values are close to 2−3. The three different relative
phases between nonzero coefficients, φ33, φ42, φ51 in (31), lin-
early depend on τ with individual slopes. The ramp times τ
for storing the best squeezed and the GHZ state are marked
by the vertical black dashed and orange dot-dashed lines, re-
spectively.

we can replace in (33) S̃Na,Nb
by eiφNbSNa,Nb

. The dif-
ferent terms in (31) can then be expressed with the help
of Mott-insulator phase-states as

3

4
(S60 + S06) = |0〉MI + |π〉MI

+ |π
3
〉MI + |2π

3
〉MI + |4π

3
〉MI + |5π

3
〉MI ,

1

2
(S51 + S15) = |0〉MI − |π〉MI

− i

(

|π
2
〉MI + |3π

2
〉MI

)

,

3

4
(S42 + S24) = 2|0〉MI + 2|π〉MI

−
(

|π
3
〉MI + |2π

3
〉MI + |4π

3
〉MI + |5π

3
〉MI

)

,

1

2
S33 = |0〉MI − |π〉MI

+ i

(

|π
2
〉MI + |3π

2
〉MI

)

. (36)

In the special case when eiφ42 = 1 and φ51 = φ33 = π/2,
one obtains the N = 6 Greenberger-Horne-Zeilinger state

|Ψ〉GHZ,N=6 =
eiπ/4√

2
[|0〉MI + i|π〉MI ] . (37)

As shown in Fig. 8, this occurs when the ramp time τ
equals half of period of the one-axis twisting dynamics,
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corresponding to freezing in the Mott state the corre-
lations of a Schrödinger cat, macroscopic superposition
of two phase-states. Note that (37) is equivalent to the
most common representation of the Greenberger-Horne-
Zeilinger state in the number operator basis. To see this,
one should change the basis by rotation of the state (37)
by π/2 around the y-axis.

C. On-site and inter-site correlation functions in

the Mott-squeezed state

The stored Mott-squeezed state is neither a φ =
0 Mott-insulator phase-state nor a two-mode squeezed
state. It is a multimode entangled state possessing
some of the properties the two. To have more insight
into the character of the Mott-squeezed state, we an-

alyze here the two correlation functions: 〈â†i b̂j〉 and

〈{Ŝy,i, Ŝz,j}〉−2〈Ŝy,i〉〈Ŝz,j〉, where Ŝy,i = (â†i b̂i− b̂†i âi)/2i
and Ŝz,i = (â†i âi − b̂†i b̂i)/2. The first one quantifies the
correlation between the internal states a and b of the
atoms, that is maximal for i = j in a φ = 0 Mott-
insulator phase-state. The second one characterizes spin-
spin correlations between different atoms, that is a prop-
erty of spin-squeezed states as can be seen by the defi-
nitions (9) and (15). The higher the value of the spin-
spin correlation function the higher the level of squeezing.
Note that 〈Ŝy,i〉 = 〈Ŝz,i〉 = 0 both for the initial state
and during evolution.

In Fig. 9 we show both correlation functions for dif-
ferent distances i− j between the sites, both in the case
of a linear ramp of the lattice (solid lines) and in the
case of a static lattice (dashed lines). In the case of a

ramp, in the long time limit when J → 0, the |〈â†i b̂j〉|2
correlation function is nonzero only on-site; the off-site

correlation function 〈â†i b̂j〉 tends to zero independently
of the value i − j as long as i 6= j. On the other hand,
the spin-spin correlation function is nonzero only between
different sites i 6= j.

The origin of such a behavior comes from the structure
of the Mott-squeezed state, and can be understood in
detail in the case N = 2. The correlation functions of
interest are in this case

〈â†1b̂1〉 = 2
√

2|c1c4|cos(θ1 − θ4) + 2|c2c5|cos(θ2 − θ5),
(38)

〈â†1b̂2〉 = 2
√

2|c1c5|cos(θ1 − θ5) + 2|c2c4|cos(θ2 − θ4),
(39)

and

〈{Ŝy,1, Ŝz,1}〉 = 2
√

2|c1c4|sin(θ4 − θ1), (40)

〈{Ŝy,1, Ŝz,2}〉 = 2|c2c5|sin(θ5 − θ2), (41)

where we used (25), the a ↔ b symmetry and the nota-
tion cw = |cw|eiθw . Since with one atom per site, only
the coefficients c2, c5, c6, c9 are nonzero, the analytical ex-

pressions (38)-(39) confirm that 〈â†i b̂j〉 is nonzero when
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FIG. 9. (a) Internal states correlation functions |〈â†
i b̂j〉|

2 and

(b) spin-spin correlation functions 〈{Ŝy,i, Ŝz,j}〉, for the lin-
ear ramp (solid lines). For comparison, the same correlation
functions are also shown for the static situation corresponding
to the initial value of V0/ER = 3 (dashed lines). Correlation
functions between different sites i− j are marked by different
colors as indicated in the legends.

i = j and zero for i 6= j. One can check that the prod-
uct of nonzero coefficients (those of Fock states with one
atom per lattice site) always contribute to the on-site

function 〈â†i b̂i〉, independently of the total atom number
as long as unit filling is considered. Similarly one can see
from (40) and (41) that the spin-spin correlation function
has the opposite behavior, displaying a nonzero product
of coefficients when i 6= j only 3.

V. EFFECT OF NONZERO TEMPERATURE

ON THE MOTT-SQUEEZED STATE

Two types of excitations exist in the Mott phase of our
two component system: gapped excitations correspond-
ing to double occupations of a site, for which the energy

3 From the mathematical point of view, it is because the two
nonzero terms in the anti-commutator in (40) and (41) com-
pensate each other for i = j. In opposite, for the j 6= j case they
both contribute to the function as they have the same sign.
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scale is the on-site interaction energy Uσσ or Uσσ′ , and
“soft” excitations within the single occupation manifold
that can be described by an effective spin model. In our
protocol it is important to maintain the system in the
single occupation manifold in order to keep the stored
squeezing and entanglement constant in time. Within
this manifold, it is not important to remain in the ground
state because the spin-dependent interaction energy is
strongly reduced, scaling as J2/Uσσ′ [34, 43–45].

We therefore concentrate on excitations out of the
low-energy manifold toward states with double occu-
pations. We show that thermal fluctuations cause the
squeezing parameter to oscillates in the Mott phase. Its
value nevertheless remains small in the low tempera-
ture limit. Residual interaction in the Mott phase due
to double occupation of a site, directly influences our
scheme because the squeezing dynamics is then imper-
fectly stopped. To give a rough estimate, we expect that
thermal effects become visible when the temperature is
comparable with the excitation energy for double site oc-
cupation kBT ≥ Uab ≃ Ubb = Uaa, where kB is the Boltz-
mann constant.

According to Fig.2 and Fig.5, we see that Uaa varies
between 0.065ER and 0.08ER in the critical region from
tER/~ = 1000 and tER/~ = 2000, after which the ther-
mally induced double occupations are frozen in the deep
Mott phase. We then expect notable thermal effects for
temperatures of this order. The finite temperature sim-
ulation results are shown in Fig. 10(a) for N = 4. We
observe that nonzero temperature not only increases the
value of the best squeezing stored in the Mott phase as it
was already understood for bimodal condensate [46]; in
addition, an evolution of the squeezing parameter stored
in the Mott phase takes place in the form of regular oscil-
lations. We expect the amplitude of oscillations of ξ2(t)
in the Mott phase to be proportional to the double occu-
pation probability, quantified by the second order correla-

tion function g
(2)
σ,σ′ = 〈σ̂†

i σ̂
′†
i σ̂iσ̂

′
i〉/

√

〈σ̂†
i σ̂i〉〈σ̂′†

i σ̂
′
i〉 with

σ, σ′ = a, b, illustrated in Fig.10(b). Indeed, while the
temperature changes from 0.06ER to 0.08ER, both the
stationary value of the second order correlation function
and the oscillation amplitude of the squeezing parame-
ters increase by approximately the same factor. On the
other hand, the period of the oscillations in ξ2(t) in the
Mott phase is determined by the periodicity of the dy-
namics for two atoms on the same site, similarly to [47],
corresponding here to ϕ = (Uaa − Uab)t/~ = 2π. Using
the value of Uaa at the end of ramp, for V0/ER = 40 one
finds a value of the period of approximately 1369~/ER

4

in agreement to what observed in Fig. 10.
Our results demonstrate the possibility to maintain

spin-squeezing in the Mott phase in our small system
even at finite temperature.

4 At the end of the ramp, Ubb = Uaa/ER ≈ 0.09, and Uab =
0.95Uaa. One then finds ∆t = 2π~/(Uaa−Uab) = 1369.22ER/~.
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FIG. 10. (a) Squeezing parameter versus time at nonzero
temperature and (b) second order correlation function. Here
N = 4. The values of the initial condensed fractions are fa

c =
0.997 (kBT/ER = 0.02), fa

c = 0.996 (kBT/ER = 0.04), fa
c =

0.989 (kBT/ER = 0.06) and fa
c = 0.973 (kBT/ER = 0.08). As

long as the initial condensed fraction is large, and the initial
temperature is week with respect to the value of Uab and Uaa

(as discussed in the text), the effect of the temperature is very
weak.

VI. SUMMARY

We investigated the dynamical generation and storage
of spin-squeezed and Greenberger-Horne-Zeilinger states
in the Mott phase of system of a cold atoms in an opti-
cal lattice. This is done by raising an optical the lattice
potential in an interacting bimodal Bose-Einstein con-
densate that is initially in the superfluid phase in the
lattice.

We introduced and explained a two-mode one-axis
twisting model which allows analytical estimates, and
used it to show that the presence of the optical lat-
tice can accelerate the entanglement dynamics as com-
pared to an homogeneous system. The careful analy-
sis of the stored entangled state in the Mott phase re-
vealed its structure: it is composed by the same Fock
states that are present in an ideal φ = 0 Mott-insulator
phase-state, but with additional relative phase factors
depending on the state that is stored. We show that by
a proper choice of the lattice ramp time, that would cor-
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respond to formation of a Schrödiger cat in a two-mode
one-axis twisting model, it is possible to store in the lat-
tice a Greenberger-Horne-Zeilinger state. The structure
of the Mott-squeezed states was used to explain the be-
havior of several correlation functions, on-site and be-
tween different sites, that we have calculated numerically.

The first-order internal state correlation functions 〈â†i b̂j〉
are nonzero only when i = j demonstrating one-body
coherence within each atom. The spin-spin correlation
functions 〈{Ŝy,i, Ŝz,j}〉, that characterize spin-squeezing
are nonzero only when i 6= j as a consequence of unit
filling. Finally, we discussed the effect on the squeez-
ing of nonzero temperature that allows particle-hole ex-
citations. We show that it is still possible to store a
squeezed state in the Mott phase, although oscillations
of the squeezing parameter appear at finite temperature
due to the nonzero probability of double occupation of a
single site.

From the experimental point of view, the system with a
few atoms is very interesting because of the large control
one has on the system, both for the preparation and for
the measurement. A step-by-step scaling up of the sys-
tem size, by increasing the number of lattice sites or the
spatial dimension, would allow to explore the boundary
between the microscopic and the macroscopic world.
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Appendix A: Bose-Hubbard model

The motion of a particle in a periodic potential formed
by an optical lattice is conveniently described by the band
theory, and the system Hamiltonian (1) can be consid-
ered in the basis of Bloch functions ψl,q(x, t) [2]. These
are eigenfunctions of the single-particle Hamiltonian (2)
and posses required transnational properties. The Bloch
functions can be constructed numerically in the plane
wave basis as described in Appendix B. As a next step,
the Hamiltonian is rewritten in the basis of Wannier func-
tions w(x− xi, t) localized around lattice sites, where xi
denotes position of the i-th site in the lowest energy band.
The Wannier functions are conveniently constructed from

the Bloch states ψl=1,q(x, t) in the following way

w(x−xi, t) =

(

d

2π

)1/2 ∫

q∈BZ

dq e−iqxiψl=1,q(x, t). (A1)

Summation in Eq. (A1) extends over wave vectors be-
longing to the 1st Brillouin zone (BZ), −k < q ≤ k. The
two-component Hamiltonian is then

Ĥ = −
∑

i,j

J(i− j)
(

â†i âj + b̂†i b̂j
)

+
1

2

∑

i,j,k,l

Uaa
i,j,k,lâ

†
i â

†
j âkâl +

1

2

∑

i,j,k,l

U bb
i,j,k,lb̂

†
i b̂

†
j b̂k b̂l

+
∑

i,j,k,l

Uab
i,j,k,lâ

†
i b̂

†
jâk b̂l, (A2)

where â†i (b̂
†
i ) creates a particle in the single-particle Wan-

nier state w(x − xi, t) of the lowest energy band (l = 1)
localized on the i-th site, in the internal state a (b). The
Bose-Hubbard model considers only states in the lowest
energy band, which is justified as long as the excitations
energies to the higher bands are much larger than en-
ergies involved in the system dynamics. In general, if
V0(t) is varied in time, the Wannier states, and hence
the hoping and interaction parameters depend on time

J(i− j) = − d

2π

∫

q∈BZ

dq Eqe
−i(i−j)dq (A3a)

Uσσ′

i,j,k,l = gσσ′

∫

dxw(i)w(j)w(k)w(l), (A3b)

were we introduced w(i) = w(x−xi). In Appendix C we
discuss how the different tunneling (A3a) and interaction
(A3b) terms depend on the lattice height V0.

In the tight-binding limit when the lattice height is
larger than the recoil energy ER = ~

2k2/(2m) and the
Wannier functions are well localized around each lattice
site, the tunneling and interactions terms fall-off rapidly
with the distance |xi − xj |. By keeping only the leading
terms, on obtains the Bose-Hubbard model

ĤBH = −J
∑

i,j=i±1

(

â†i âj + b̂†i b̂j
)

+
Uaa

2

∑

i

n̂a
i (n̂a

i − 1)

+
Ubb

2

∑

i

n̂b
i(n̂

b
i − 1) + Uab

∑

i

n̂a
i n̂

b
i , (A4)

where J = J(1), Uσσ′ = Uσσ′

0,0,0,0 and n̂a
i = â†i âi, n̂

b
i = b̂†i b̂i.

In the shallow lattice however, for V0 ≪ 1, all the terms
in (A2) have to be taken into account.
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Appendix B: Numerical calculation of the Bloch

functions

The eigenfunctions of the single-particle Hamilto-
nian (2),

ĥ(t) = − ~
2

2m

d2

dx2
+ V (x), (B1)

are Bloch functions ψl,q(x). They can be calculated nu-
merically in a quite straightforward way. One starts with
the representation

ψl,q(x) = eiqxul,q(x) (B2)

where q is the quasimomentum, here an integer multiple
of 2π/(Md), l denotes the energy band and x is a po-
sition. Since the functions uq(x) are periodic with the
same periodicity of the lattice, they can be written as a
discrete Fourier sum

ul,q(x) =
∑

j

aje
i2jkx, (B3)

while the potential V (x) = V0 sin2(kx) as

V (x) =
V0
2

(1 − cos(kx)) =
V0
2

− V0
4

(

eikx + e−ikx
)

.

(B4)

Then, the stationary Shrödinger equation ĥψl,q(x) =
Eψl,q(x), after multiplying both sides by eiqx and per-
forming the integral

∫

dx, gives the equation for coeffi-
cients of decomposition in the Fourier basis

[

(

2j +
q

k

)2

+
V0

2ER

]

aj −
V0

4ER
(aj+1 + aj−1) =

E

ER
aj.

(B5)
This is a standard eigenvalue problem and a numerical
solution of the polynomial equation det(M − E1) = 0
with

Mj,j′

ER
=







(

2j + q
k

)2
+ V0

2ER
, if j = j′;

− V0

4ER
, if |j − j′| = 1;

0, otherwise,

(B6)

provides (2jmax + 1) eigenvalues of the matrix M . These
eigenvalues are labeled by the index l = 1, 2, ..., 2jmax +1
(called band index) and denoted asEl,q. The components
of an eigenvector corresponding to given eigenvalue El,q

are the coefficients aj of (B3). Having them, one needs
to evaluate the sum in (B3) to extract the Bloch function
(B2).

Appendix C: Properties of tunneling and interaction

terms

In the limit V0/ER ≫ 1 the Wannier functions
can be approximated by Gaussian functions whose
width is set by the frequency associated to the
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FIG. 11. (a) Interaction terms Uaa
i,j,k,l/ [aσσ′d/(LxLy)] de-

fined in Eq. (A3b) calculated numerically using the Wannier
function for the values of i, j, k, l as indicated in legend (solid
lines). The black dashed line shows the result of Gaussian
approximation for U0000/ [aσσ′d/(LxLy)] (C1). (b) Tunnel-
ing terms in units of the recoil energy ER calculated exactly
from the energy spectrum of the single-particle Hamiltonian
in the case of different i− j sites distances as indicated in leg-
end. The approximated result for the nearest neighbor (C2)
is shown by the orange dot-dashed line.

each lattice site minimum [2]. Therefore, w(x) ≈
(

k2

π

)1/4 (
V0

ER

)1/8

e−
√
V0k

2x2/2. This is a fairly good ap-

proximation to obtain the interaction coefficient :

UGauss
σσ′ (t)

ER
≈

√

32

π

aσσ′d

LxLy

(

V0
ER

)1/4

. (C1)

In Fig. 11(a) we show the interacting terms calculated
exactly from (A3b) and compare them to the approxi-
mated formula (C1). One can easily see that the interac-
tion terms beyond the terms involving nearest neighbors
can be neglected as compared to the latter ones, when
V0/ER > 1 as expected [2].

In the case of the hopping parameters J(i − j), the
Gaussian approximation gives a relative error growing
with the lattice height [48]. The hopping matrix ele-
ment is rather conveniently approximated by the width
of the lowest band in the one-dimensional Mathieu equa-
tion [49], yielding to

Japp
ER

≈ 4√
π

(

V0,x
ER

)3/4

e
−2

√

V0,x

ER , (C2)

for nearest neighbors, i.e. i − j = 1. In Fig. 11(b) we
present the tunneling terms calculated exactly and using
the above formula. Indeed, as long as V0/ER > 1 the
leading nearest neighbor term dominates.

Appendix D: Evolution for N = 2: analytical results

In below we present the semi-analytical method used
to describe the dynamics of N = M = 2 system.

Let us consider the Bose-Hubbard Hamiltonian (3) in
the Fock state basis, which for N = M = 2 is ordered
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and named as follows

|1〉 = |20, 00〉 , |2〉 = |11, 00〉 , |3〉 = |02, 00〉 ,
|4〉 = |10, 10〉 , |5〉 = |10, 01〉 , |6〉 = |01, 10〉 , |7〉 = |01, 01〉 ,
|8〉 = |00, 20〉 , |9〉 = |00, 11〉 , |10〉 = |00, 02〉 . (D1)

For example â†2â1 |1〉 =
√

2 |2〉. The Hamiltonian
matrix in the above basis has block diagonal form
ĤBH = diag{Ĥaa, Ĥab, Ĥbb} where matrix repre-

sentation of Ĥaa and Ĥbb in states {|1〉, |2〉, |3〉} and
{|8〉, |9〉, |10〉}, respectively, has form

Ĥaa = Ĥbb =





Uσσ −2
√

2J 0

−2
√

2J 0 −2
√

2J

0 −2
√

2J Uσσ



 , (D2)

and Ĥab representation in states {|4〉, |5〉, |6〉, |7〉} reads

Ĥab =







Uab −2J −2J 0
−2J 0 0 −2J
−2J 0 0 −2J

0 −2J −2J Uab






. (D3)

In order to calculate the initial spin-coherent state, let
us first consider the ground state when all atoms are in
the a state, and then rotate it through π/2 around the
y-axis of the Bloch sphere. When all atoms are in the
component a then it is enough to consider the 3×3 matrix
(D2). Eigenvalues of that matrix are E1 = Ωaa−/2, E2 =

Uaa, E3 = Ωaa+/2, where Ωaa± = Uaa ±
√

64J2 + U2
aa,

with the corresponding states:

|Ψ1〉 =
1

N1

(

|1〉 +
Ωaa+

4
√

2J
|2〉 + |3〉

)

(D4)

|Ψ2〉 =
1√
2

(−|1〉 + |3〉) (D5)

|Ψ3〉 =
1

N3

(

|1〉 +
Ωaa−

4
√

2J
|2〉 + |3〉

)

, (D6)

where N 2
1 = 2+Ω2

aa+/(32J2) and N 2
3 = 2+Ω2

aa−/(32J2).
The ground state before rotation is therefore

∣

∣GS−〉 = |Ψ1〉 =

10
∑

w=1

c−w |w〉 (D7)

with ~c− = (1, Ωaa=

4
√
2J
, 1, 0, 0, 0, 0, 0, 0, 0)T/N1, as E1 has

the lowest value.

The π/2 pulse e−iŜyπ/2 in the basis we consider is






































1

2
0 0 − 1√

2
0 0 0 1

2
0 0

0 1

2
0 0 − 1

2
− 1

2
0 0 1

2
0

0 0 1

2
0 0 0 − 1√

2
0 0 1

2

1√
2

0 0 0 0 0 0 − 1√
2

0 0

0 1

2
0 0 1

2
− 1

2
0 0 − 1

2
0

0 1

2
0 0 − 1

2

1

2
0 0 − 1

2
0

0 0 1√
2

0 0 0 0 0 0 − 1√
2

1

2
0 0 1√

2
0 0 0 1

2
0 0

0 1

2
0 0 1

2

1

2
0 0 1

2
0

0 0 1

2
0 0 0 1√

2
0 0 1

2







































,

(D8)

leading to the spin coherent state

|Ψ(0)〉 = e−iŜyπ/2
∣

∣GS−〉 =
∑

w

cw(0) |w〉 , (D9)

with

~cw(0) = (2
√

2,
a

2
, 2
√

2, 4,
a

2
,
a

2
, 4, 2

√
2,
a

2
, 2
√

2)T
1√

82 + a2

(D10)

and a = Ωaa+

J . A solution of the Schrödinger equation
i~∂t |Ψ(t)〉 = H |Ψ(t)〉 reads

|Ψ(t)〉 = e−itH/~ |Ψ(0)〉 , (D11)

when the coefficients in the Bose-Hubbard Hamiltonian
are time-independent, or has to be calculated numerically
in the time-dependent case.

The time-independent case (D11) can be solved ana-
lytically, however the general expressions are quite com-
plex. Here, we give a result for the symmetric case when
Uaa = Ubb, which is

|Ψ(t)〉 =
∑

w

cw(t)|w〉, (D12)

with

c1(t) =
2Je−itΩaa−/2

√

64J2 + UaaΩaa+

,

c2(t) =

√

Ωaa+e
−itΩaa−/2

2
√

2ωaa
,

c4(t) =
2Je−itΩab+/2

[

Ωab+ − Ωaa+ + eitωab(Ωaa+ − Ωab−)
]

√

ω2
ab(64J2 + Ω2

aa+)
,

c5(t) =
e−itUab/2

2
√

2ω2
ab(64J2 + UaaΩaa+)

×

×
[

Ωaa+ωabcos(tωab/2) + i(64J2 + Ωaa+Uab)sin(tωab/2)
]

,

(D13)

and c3(t) = c8(t) = c10(t) = c1(t), c6(t) = c5(t), c7(t) =
c4(t), c9(t) = c2(t). In the above expressions ωσσ′ =√

64J2 + Uσσ′ and Ωσσ′± = Uσσ′ ± ωσσ′ . The reason
why coefficients c6 − c10 are expressed in terms of c1 −
c5 is the symmetry in respect to exchange of a and b,
forced by equality of interaction coefficients Uaa = Ubb.
Otherwise, they are different and have complex analytical
forms. Note, in the limit J → 0 coefficients c2, c5, c6, c9
are nonzero while the remaining ones c1, c3, c4, c7, c8, c10
tend to zero. Therefore, in the Mott phase only the Fock
states with one atom per lattice site contributes to the
nonzero values of an observable. The same holds in the
non symmetric case as well.
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