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Abstract—In this work, we present a novel attention
mechanism to refine the segmentation of the endocardium
and epicardium in 2D echocardiography. A combination of
two U-Nets is used to derive a region of interest in the
image before the segmentation. By relying on parameterised
sigmoids to perform thresholding operations, the full
pipeline is trainable end-to-end. The Refining U-Net
(RU-Net) architecture is evaluated on the CAMUS dataset,
comprising 2000 annotated images from the apical 2 and 4
chamber views of 500 patients. Although geometrical scores
are only marginally improved, the reduction in outlier
predictions (from 20% to 16%) supports the interest of such
approach.

Index Terms—2D Echocardiography, Multi-class segmenta-
tion, Deep learning, Robustness, Outlier reduction

I. INTRODUCTION

A. Context

The inherent properties of ultrasound imaging (real
time, low cost, good soft tissue contrast and high tem-
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poral and spatial resolutions) lead it to be the primary
imaging modality to evaluate the heart function. How-
ever, the poor image quality makes the delineation of
cardiac structures especially difficult. Recent studies in
2D [1] and 3D echocardiography [2] have demonstrated
the potential of fully-automatic solutions in producing
accurate reproducible segmentation results. Neverthe-
less, they also underlined their lack of robustness on
unusual cases and situations, and that they were not
ready for clinical application.

B. Motivation

Traditionally, the robustness of segmentation algo-
rithms is increased by integrating specifically-designed
pre-processing or prior information [2] that regular-
ize the input and/or output spaces of segmentation
pipelines. On apical 2- and 4- chamber views of the left
ventricle (LV), one strong prior is that the LV is fully
present in the image. In this work, we investigate the po-
tential of a segmentation-derived attention mechanism to
focus the image processing on a region of interest (ROI)
in order to refine the segmentation. The encoder-decoder
convolutional neural network (EDN) U-net [3] is used to
illustrate the interest of such approach.

C. Related work

In EDN frameworks, refining the segmentation has
been addressed by cascaded networks, either trained
end-to-end as Stacked Hourglasses (SHG) [4] or trained
separately to derive a shape constraint as Anatomically



Fig. 1. Illustration of the RU-Net pipeline.

Constrained Neural Networks (ACNN) [5]. Deep super-
vision as in U-Net ++ [6] is another solution to guide
the network towards learning refining steps. All three
augmentations have been used in conjunction with the
U-Net architecture, but none have improved the overall
geometric accuracy nor the number of distorted results
on the echocardiographic CAMUS dataset. [1].

Hard attention, which entails extracting a ROI from an
image, has the advantage of reducing the task complex-
ity but is often not differentiable [7], and therefore per-
formed by two independently trained networks, which
requires a lot of tuning to be efficient. Note there exists
ways to easily incorporate ”soft” learnable attention,
such as the attention layer proposed in [7], whose pa-
rameters are trained to reduce the feature response in
irrelevant background regions without isolating an ROI.

D. Contributions

We propose a differentiable hard attention mechanism
based on the selection and processing of a ROI in a
trainable end-to-end pipeline. RU-Net is the combination
of two U-Nets, one that pre-processes the image based
on a first segmentation, and an other that predicts the
final segmentation. By using the segmentation of the
first network as a way to simplify the ultrasound image
instead of providing a first segmentation as in SHG,
the refining network is less dependent on the original
segmentation, leading to an improved correction.

II. METHOD

The proposed method consists in two stacked U-Nets.
The segmentation of the first network is dilated and

multiplied with the image to isolate a region containing
the structures of interest. The sigmoid functions sig(x)
applied before and after the convolution-based dilation
are parametrized sigmoids in order to make the full
pipeline trainable end-to-end :

sig(x) =
1

1 + exp (−slope ∗ (x − shi f t))
(1)

where the slope coefficient is set to 100 to have a quasi-
instant transition and the shift left as a hyper-parameter.
Please note that since we use a high slope value for
the sigmoid, this function can be seen as a binarizing
function which justifies the hard attention learning des-
ignation of our method

The shift of the second sigmoid is fixed at 0.01 in order
to retrieve the energy lost through the convolution (Fig
1). Therefore, RU-Net has 2 additional hyper-parameters:

1) the dilation rate, dil;
2) the shift for the first binarization.
Both segmentation outputs are optimized using the

same multi-class dice loss function. The full pipeline is
illustrated on Fig. 1.

III. EXPERIMENTS

A. Dataset

The three methods are evaluated on the publicly
available CAMUS dataset [1], which contains 500 apical
2- and 4- chamber views with expert annotations at
end-diastole and end-systole. This study focuses on the
segmentation of the LV internal and external borders
(the endocardium LVendo and the epicardium LVepi) to



TABLE I
OUTLIER CRITERIA

GEOMETRICAL ANATOMICAL
Instant MAD (mm) HD (mm) Structure Sp Cx

ED 3.5 8.2 LV 0.741 0.529

ES 4.0 8.8 Myo 0.960 0.694

observe the impact of ROI information. In the evaluation,
we do not differentiate the images either on view, time
instant or image quality in order to assess the overall
robustness of the algorithms.

B. Evaluation
To thoroughly gauge the performance of the algo-

rithms, three standard geometrical metrics are computed
on algorithm predictions: the Dice (D), Mean Absolute
Distance (MAD), and Hausdorff Distance (HD). The Dice
is a global overlap indice between the ground truth
GT and the prediction P, while the MAD and HD
respectively give information on the average contour
distance and the maximal error committed between the
prediction and the ground truth :

The shape correctness is assessed using the anatomical
metrics proposed in [8], namely the convexity (Cx) and
simplicity (Sp) of shapes:

Convexity : Cx(P) =
Area(P)

Area(ConvHull(P))
(2)

Simplicity : Sp(P) =
√

4π ∗ Area(P)
Perimeter(P)

(3)

The robustness of an algorithm may be gauged by
its number of outlier predictions. We propose, as in [1]
and [8], to represent outlier predictions by setting upper
limit values established from the inter-variability for the
HD and MAD, and lower limit values for the simplicity
and convexity. The corresponding values are summa-
rized in Table I. Geometrical outliers show results above
the highest average inter-variability, while anatomical
outliers are characterized by a simplicity or convexity
lower than the lowest value observed on the 200 images
that were annotated by the three experts. Note that the
anatomical criteria is totally unsupervised, i.e does not
require a ground truth to be evaluated, and can therefore
be used as a risk of segmentation failure detector even
for unnanotated images.

C. Evaluated methods
Three algorithms are compared in this study, building

on the same baseline in order to analyze two different
refinement strategies.

• U-Net 1, the baseline, as described in [1]. U-Net 1
shows a similar performance when compared to the
original U-Net with a lot less parameters (2M);

TABLE II
GEOMETRICAL PERFORMANCE AND OUTLIERS. RU-NET :

dil = 11, shi f t = 0.5
CROSS VALIDATION ON 10 SUBFOLDS OF 200 IMAGES

Model Prms LV-endo LV-epi Outliers # %

# MAD HD MAD HD geo ana

U-net 1 2.0M
1.8 5.8 2.0 6.2 396 95
±1.2 ±3.4 ±1.1 ±3.8 20% 4.8%

SHG 4.5M
1.8 5.9 2.0 6.2 425 47
±1.1 ±3.5 ±1.1 ±3.9 21% 2.4%

RU-net 3.9M
1.8 5.7 1.9 6.1 320 23
±1.1 ±3.6 ±1.2 ±4.4 16% 1.2%

• SHG, as described in [1]. SHG corresponds to 3
cascaded light U-Nets 1 (1.5M). The inputs of the
second and last U-Nets are the concatenation of the
image and the previous segmentation;

• Our proposed RU-Net, defined in the previous sec-
tion, which is built from U-Net 1.

D. Results

Table II summarizes the results obtained on a 10-fold
cross-validation for U-Net 1, SHG and RU-Net. From
this table, one can see that RU-Net outperforms the
other two networks in terms of geometrical (-4%) and
anatomical outliers (down to 1.2%), while maintaining
high geometrical accuracy. Such two-step architecture
therefore improves the robustness of the segmentation.

On classic geometrical metrics, the SHG architecture
does not bring improvement compared to the scores of
U-Net 1, however, a decrease of the anatomical outlier
rate can be noted. RU-Net in turn does increase the ge-
ometrical performance consistently, though marginally,
and induces a significant drop in anatomical outliers
which only represent 1% of the dataset.

Furthermore, it is interesting to see that most anatom-
ical outliers are also geometrical outliers for all methods,
which means that shape irregularities are a strong indica-
tor that the segmentation is at least partially inaccurate.

To observe the refinement at work in RU-Net, and its
sensitivity to hyper-parameter changes, Table III shows
the comparison between the two outputs of a RU-Net
with different dilation rate and shift than the one in
Table II. We can first observe that the scores produced by
RU-Net are quite stable when changing the two hyper-
parameters. Furthermore, the scores of the first output
are very close to what is obtained by U-Net 1, which
explicitly shows that the refinement occurring along RU-
Net is not at the cost of the quality of the first output.

IV. DISCUSSION

The proposed attention mechanism relies on the strong
assumption that the first segmentation was already quite



TABLE III
REFINEMENT EFFECT ON RU-NET WIH dil = 30 AND shi f t = 0.7

CROSS VALIDATION ON 10 SUBFOLDS OF 200 IMAGES

LV-endo LV-epi Outliers # %

MAD HD MAD HD geo ana

RU-net- o1 1.8 5.9 2.0 6.5 403 116
±1.2 ±3.6 ±1.1 ±3.9 20% 5.8%

RU-net - o2 1.7 5.6 1.9 6.0 306 33
±1.0 ±3.3 ±1.1 ±4.1 15% 1.7%

successful. Therefore, it cannot correct degenerated re-
sults, but instead allows to refine the segmentation re-
sults, leading to a significant reduction in the amount
of geometrical and anatomical outliers. The comparison
with SHG further shows that in cascaded frameworks,
using a network to transform the input image is better
than transmitting a segmentation mask.

In an attempt to further improve results, we imple-
mented the following alternatives :

1) replace the dilation by an inception layer, which
allows for three dilation rates for the ROI;

2) weigh more strongly the second output than the
first;

3) use two cascaded RU-Net;
4) pre-train the weights of the first network;
5) apply RU-Net with a lighter U-Net.

Interestingly, neither replacing the single dilation by
an inception layer nor applying a larger weight on
the second loss allowed to improve the scores, slightly
deteriorating the performance instead. Pre-training the
first part of the network or using cascaded RU-Nets lead
to similar performances to the baseline RU-Net, with
outlier rates of 16% (geometrical) and 2% (anatomical) in
both cases. Finally, we noted that with a original network
with less parameters the refinement observed between
the two outputs, as in Table III, was more pronounced,
showing significant improvement on both outlier rates,
and also on geometrical scores.

V. CONCLUSION

The obtained results show the possibility to further
improve the robustness of EDN segmentations using a
two-steps pipeline. The attention mechanism, as sup-
ported by RU-Net scores, appears to be a strong lead
to improve results on the 2D echocardiography multi-
structure segmentation dataset CAMUS. In the future,
the investigation of better ROI selection, possibly com-
pleted with the incorporation of shape and temporal
priors, should enable EDNs to reach the intra-variability
observed on the CAMUS dataset.
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