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ARTICLE

Internet users engage more with phatic posts than
with health misinformation on Facebook
Manon Berriche 1 & Sacha Altay 2✉

ABSTRACT Social media like Facebook are harshly criticized for the propagation of health

misinformation. Yet, little research has provided in-depth analysis of real-world data to

measure the extent to which Internet users engage with it. This article examines 6.5 million

interactions generated by 500 posts on an emblematic case of online health misinformation:

the Facebook page Santé+Mag, which generates five times more interactions than the

combination of the five best-established French media outlets. Based on the literature on

cultural evolution, we tested whether the presence of cognitive factors of attraction, that tap

into evolved cognitive preferences, such as information related to sexuality, social relations,

threat, disgust or negative emotions, could explain the success of Santé+Mag’s posts.

Drawing from media studies findings, we hypothesized that their popularity could be driven

by Internet users’ desire to interact with their friends and family by sharing phatic posts (i.e.

statements with no practical information fulfilling a social function such as “hello” or “sister, I

love you”). We found that phatic posts were the strongest predictor of interactions, followed

by posts with a positive emotional valence. While 50% of the posts were related to social

relations, only 28% consisted of health misinformation. Despite its cognitive appeal, health

misinformation was a negative predictor of interactions. Sexual content negatively predicted

interactions and other factors of attraction such as disgust, threat or negative emotions did

not predict interactions. These results strengthen the idea that Facebook is first and foremost

a social network used by people to foster their social relations, not to spread online mis-

information. We encourage researchers working on misinformation to conduct finer-grained

analysis of online content and to adopt interdisciplinary approach to study the phatic

dimension of communication, together with positive content, to better understand the cul-

tural evolution dynamics of social media.
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Introduction

S ince the American presidential election and the Brexit vote
of 2016, concerns about the issue of fake news have gained
in importance, and social media like Facebook have been

harshly criticized for the propagation of misleading content (e.g.,
Bennet et al., 2016; Silverman, 2016; Tapper, 2016). So far,
however, most of the research on the phenomenon has focused
on political fake news. By contrast, health and scientific mis-
information have received little attention (Wardle and Derakh-
shan, 2017) while raising important concerns for society (Swire-
Thompson and Lazer, 2019). Still, different types of health-related
information disorders have to be distinguished. While disin-
formation includes false information intentionally designed to
cause public harm and spread through coordinated tactics, mis-
information encompasses false or inaccurate information not
created with malevolent intention (Wardle and Derakhshan,
2017, p. 20; European Commission, 2018; Benkler et al., 2018). In
the present article, we remain agnostic about senders’ intentions
and therefore preferred the broader concept of misinformation to
disinformation. More specifically, we will use “health mis-
information” to refer to information “that is contrary to the
epistemic consensus of the scientific community regarding a
phenomenon” (Swire-Thompson and Lazer, 2019, p. 14.2).

A recent systematic literature review revealed that health-
related misinformation “is highly prevalent on social media and
tends to be more popular than accurate information” (Wang
et al., 2019, p. 8). Moreover, by shaping people’s beliefs, inten-
tions, and behaviors, exposure to inaccurate health statements has
the potential to lead to dramatic consequences on public health
issues (Tan et al., 2015). For instance, beliefs in antivaccine
conspiracy theories could reduce vaccination intentions (Jolley
and Douglas, 2014). But empirically very few cases of harm have
been associated with health misinformation consumption
(Crocco et al., 2002; Pew Research Center, 2015).

In France, this fear about the impact of health misinformation
crystallizes around the Facebook page Santé+Mag1, which has
been described by several press articles as an emblematic case of
health misinformation (Bafoil, 2018; Sénécat, 2018, 2019). In spite
of regularly posting health misinformation, including potentially
dangerous advice (e.g. “Use frozen lemons to fight diabetes,
cancer, obesity and many other diseases”), it attracts a con-
siderable audience: Santé+Mag has more than 8 million Face-
book followers, and, with an average of 11 million interactions
per month, it generates five times more interactions than the
combination of the five best-established French media outlets
(Fletcher et al., 2018). Yet, however worrisome these figures may
seem, it is not possible to conclude from them that Santé+Mag
is popular because it spreads health misinformation. No content
analysis has been conducted to capture (1) the extent to which
Santé+Mag publishes health misinformation, by contrast with
other content, and (2) the extent to which the health mis-
information posted on Santé+Mag is particularly successful.

To answer these questions, we conducted in-depth analyses of
500 posts that had generated, in 21 days, a total of 6,483,888
interactions: comments, shares, or reactions (i.e. “like”, “love”,
“wow”, “haha”, “sad”, or “angry”). On average, each post received
12,968 interactions. In line with previous findings (Fletcher et al.,
2018), these figures support the fact that Santé+Mag posts
generate impressive numbers of interactions in a short period of
time. However, this massive volume of interactions hides
important disparities that need to be further analyzed. For
instance, while the post that triggered the most interactions
generated 207,047 interactions, the one that triggered the least
interactions received merely 133 interactions. Our goal was to
identify the traits of posts that made them more or less likely to
generate interactions.

In order to formulate a series of hypotheses about what factors
could make some posts more successful than others on Santé+
Mag, we adopted an interdisciplinary approach, drawing on
findings coming both from the field of cultural evolution (section
“Cultural attraction theory”) and media studies (section “Phatic
communication and social media”). The former has shown that
information content, tapping into evolved cognitive preferences,
is a strong determinant of its cultural success (Sperber, 1996;
Claidière and Sperber, 2007; Scott-Phillips et al., 2018). The latter
has focused on studying the function of information consumption
(Katz et al., 1974), and has emphasized how content sharing on
social media is driven by Internet users’ desire to interact with
their relatives (Cardon, 2008; Bastard et al., 2017). By combining
these approaches, we explored the extent to which posts’ success
can be explained by both the cognitive attractiveness of their
content and the social function they fulfill.

Cultural attraction theory. Cultural attraction theory, an
important theory in the field of cultural evolution, posits that the
spread and stabilization of some cultural items (e.g. beliefs, nar-
ratives, rumors, etc.) in a population result from psychological or
ecological factors of attraction (i.e. properties that facilitate the
cognitive mechanisms of information processing, making them
more appealing, attention-grabbing and memorable for the
human mind; Sperber, 1996; Claidière and Sperber, 2007; Scott-
Phillips et al., 2018).

Recent research adopting this theoretical background to study
digital media and online misinformation has proven fruitful
(Acerbi, 2016, 2019, 2020). For example, Acerbi (2019) recently
suggested that false information thrives not because it is low-
quality information but due to its high psychological attractive-
ness. Being false per se does not increase the chances of
information to become culturally successful, but having proper-
ties particularly appealing to the human mind does so (e.g.
eliciting threat, disgust or related to social relations, see infra).
Since false information is not constrained by reality, it can more
easily be designed to recruit cognitive factors of attraction likely
to appeal to the human mind and increase interactions (Acerbi,
2019). For example, in the current digital environment, informa-
tion producers are encouraged to design clickbait-content with
catchy titles to spur Internet users to react on them and to
generate profit from their clicks.

This led us to formulate the following hypotheses:

(H1) Health misinformation is a positive predictor of
interactions only if it contains cognitive factors of attraction.

More broadly, cognitive factors of attraction should not only
predict the success of health misinformation, but also of other
types of content posted by Santé+Mag. In the section below, we
formulated a series of predictions for each major cognitive factors
of attraction which have been found to increase content
transmission.

First, if it is broadly admitted in the literature on cultural
evolution that negative information is more easily transmitted
than positive information (Heath, 1996; Fessler et al., 2014;
Bebbington et al., 2017; Boyer, 2018), even though some research
brings these findings into question (Berger and Milkman, 2012;
van Leeuwen et al., 2018; Stubbersfield et al., 2017; Altay and
Mercier, 2020). For instance, it has been found that positive
content is more viral than negative one (Berger and Milkman,
2012) and that morally good content is transmitted with greater
fidelity compared to neutral or morally bad content (Stubbersfield
et al., 2019). Besides, statistics and surveys on web use indicate
that Internet users exchange more compliments on social
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networks than hate speech (Cardon, 2019, p. 178). Despite these
contradictory findings, we followed the predictions made by the
majority of studies and formulated the hypothesis that:

(H2) Negative content generate more interactions than neutral
content or positive content.

Second, human attentional resources may be more sensitive to
informational cues eliciting threat and danger because the costs of
overdetecting them is higher than the one of underdetecting them
(Blaine and Boyer, 2018; Boyer, 2018, pp. 78–79; for a general
account of these cost asymmetries, see Haselton and Nettle, 2006;
Haselton et al., 2015). Furthermore, it seems that this factor of
attraction is particularly prevalent in the content of fake news
(Vosoughi et al., 2018). For instance, Acerbi (2019) revealed that
28% of the 260 fake news articles he surveyed contained threat-
related information. Chua and Banerjee (2018) found that people
were more prone to trust and to share dread cancer-related
rumors rather than wish ones. This leads us to predict that:

(H3) Threat-related posts generate more interactions than
nonthreatening posts.

Third, content eliciting disgust seem to be particularly
culturally successful (Heath et al., 2001; Nichols, 2002; Eriksson
and Coultas, 2014): they are better memorized (Stubbersfield
et al., 2015), and people are more willing to transmit them (van
Leeuwen et al., 2018). Disgust-eliciting content is also more
prevalent among fake news (Vosoughi et al., 2018). We thus
predicted that:

(H4) Disgust-related posts generate more interactions that
nondisgusting-related posts.

Fourth, we took mentions of sexual themes into account. If sex-
related information has not been specifically studied in the fields
of cultural evolution (Acerbi, 2019), some research has suggested
that social information mentioning sexual affairs benefited from
an advantage in transmission over other type of social informa-
tion (Mesoudi et al., 2006). Besides, a meta-analysis showed that
sexual appeal in ads has a significant positive effect on ad
recognition and recall, though not on attitude towards ads or on
purchase intention (Wirtz et al., 2018). Sexually related informa-
tion is extremely popular among press articles and notably among
the most successful fake news. For instance, in 2017, the most
shared piece of fake news on Facebook was entitled “Babysitter
transported to hospital after inserting a baby in her vagina”
(Silverman, 2016). In the same register, in France, the most
diffused false news was: “Woman develops IQ of 220 after
drinking sperm every day for a year” (Sénécat, 2017). Thus, we
predicted that:

(H5) Sex-related posts generate more interactions than non
sex-related posts.

Fifth, we considered references to social relations. According to
the social brain hypothesis (Dunbar, 1998b, 2003), humans are
endowed with numerous cognitive systems that have been
selected through the course of evolution because they allowed
our ancestors to navigate a highly social world. For example,
language allows us to share information about our conspecifics,
facilitating partner choice and social coordination (Dunbar,
1998a, 2004; Boyer 2001). In support of this theoretical
perspective, experimental studies have shown that people recall
social stories better than nonsocial ones (Redhead and Dunbar,
2013), and are more willing to transmit social information than
nonsocial information (Messoudi et al., 2006; Stubbersfield et al.,
2015, 2017). Based on these findings, we predicted that:

(H6) Social content should generate more interactions than
non social content.

The literature reviewed above focuses on information content.
But content is not the only determinant of information transmis-
sion. For instance, a recent study showed that the willingness to
transmit content with different emotional valence could vary
according to the addressee (e.g. a stranger, a friend, or a not very
appreciated individual), with participants preferring to transmit
emotional content to their friends rather than to other addressees
(van Leeuwen et al., 2018), suggesting that people’s preferences for
certain types of content are modulated by particular social
considerations. Other studies in cultural evolution also pointed
out that the willingness to transmit threat-related information or
pseudoscientific beliefs could be motivated by a desire to look
competent (Boyer and Parren, 2015; Mercier et al., 2018).

This fits well with findings from media studies, highlighting
that people consume information not only for their content but
also for their function (i.e. how they could use it to satisfy specific
needs, such as to entertain or to enhance one’s social relations).

Phatic communication and social media. In line with a large
body of research in media studies looking at the purposes for
which media are used (e.g. Katz et al., 1974; Pasquier,
1994, 1995, 2014; Le Grignou, 2003; for a review see Maigret,
2003, 2015), we consider in the section below the function that
content shared on Facebook could fulfill and how it can inform
the interactions that Santé+Mag generates.

Facebook is mainly used to maintain existing offline relation-
ships (Ellison et al., 2007; 2011), for interpersonal conversation
with friends and family, and less to share information from
traditional outlets (Bastard et al., 2017). A recent analysis of the
Facebook accounts of working-class people also revealed that they
shared many posts containing proverbs about family or everyday
life that can be perceived as “relational resources to think of
collective moral conducts” (Pasquier, 2018, p. 90). In other words,
on Facebook, people seem to be driven by bonding strategies (i.e.
they seek to strengthen their links with their close relations but
not to meet strangers; Cardon, 2008). It has even been suggested
that the language used on this social network is flooded with
small talk and phatic communication (Manovich, 2001; Miller,
2008). The term “phatic” was first coined by Malinowski (1923,
p. 315), to define “language used in free, aimless, social
intercourse”. In linguistics, the notion of phatic function was
established by Roman Jakobson (1960) as one of the six main
functions of language in order to qualify statements that do not
convey factual information but which are used to engage,
maintain, or facilitate social interactions, such as “hello!”.

Traditionally, phatic statements might have been only
expressed by people in private conversational spaces, but with
the emergence of the Web 2.0., media outlets have also begun to
use new forms of expression and new registers of enunciation,
more relaxed and subjective, to interact with their audience
(Cardon, 2010, pp. 73–76). Regarding Santé+Mag, a first
exploratory analysis revealed that it contained many posts with
short sentences such as “Hi my sister, I just want you to know
that I love you more than anything in the world” or “A kisses for
each of you good weekend to all”, making them look more like
greeting cards than news (see Fig. 1). Based on these findings
from media studies, we predicted that how a post could be used—
i.e. its phatic function—should also be a determinant of a post
success. Hence our last hypothesis:

(H7) Phatic posts generate more interactions than
nonphatic posts.
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Methods
Data collection. Thanks to an access to the CrowdTangle API,
granted by the Social Science Research Council (SSRC), we col-
lected 500 posts from the Facebook page Santé+Mag, as well as
their 2,673,972 reactions, 183,730 comments and 3,626,186 shares
(CrowdTangle Team, 2019). These volumes represent all the
posts published by Santé+Mag, and all the interactions they
generated, over a period of 21 days from January 10 to January
31, 2019. Our access to the Facebook tool CrowdTangle enabled
us to observe that over a year—from September 1, 2018 to August
31, 2019—Santé+Mag published on average 709 posts per
month, containing 66.2% of articles, 27.9% of photos, 5.7% of
videos and 0.2% of native videos. With 66.6% of articles, 24.0% of
photos, and 9.4% of videos, the sample we collected contains
similar proportions—suggesting that it is a representative sample
of the Facebook page’s activity.

To measure the total interactions generated by each post, we
aggregated their numbers of reactions, comments and shares.
Overall, we obtained a total of 6,483,888 interactions. We manually
transcribed the texts present on visual content and on videos. This
approach allowed us to rely on real-world social media data, and on
metrics which are more accurate than self-report survey to measure
the true success of online health misinformation and to capture
people’s actual interest for different kinds of content (Houidi et al.,
2019). Studies relying on real-life social media data are drastically
lacking to understand (i) the spread and impact of health-related
information (Verelst et al., 2016; Swire-Thompson and Lazer, 2019)
and (ii) “the way audiences access, share and appropriate
information” on conversational spaces of communication such as
Facebook (Cardon et al., 2019, p. 3). The urgent need to conduct
finer-grained analysis of the content shared by lay people on social
media has been stressed in the literature, e.g. “because social media
platforms have been implicated as a key vector for the transmission
of fake news, it is critical to study what people saw and shared
directly on social media” (Grinberg et al., 2019, p. 1).

Coding. Each post was manually coded by the first author of the
article (see Table 1 of the supplementary material for a synthesis
of all our categories).

The first step to code our sample was to evaluate how many
posts could be classified as health misinformation. We did so by
verifying the validity of each health-related statement by
conducting research on the web; by checking if their content
had been debunked by a fact-checking website; and by assessing
the reliability of each scientific source mentioned. Then, to better
gauge the potential noxiousness of Santé+Mag’ posts, we also
evaluated whether each post classified as health misinformation
could be potentially harmful for its reader. As a result, we
distinguished two categories of health misinformation. (1) On the
one hand, harmful health misinformation that delivered
unfounded medical recommendations (e.g. “5 plants to help
you sleep better”, “The recipe for ginger tea that cleanses the liver
and reduces joint pain”), used scientific authority as a misleading
tactic (e.g. “According to a study, men with a big belly are the best
lovers”), or that conveyed a noxious false claim related to serious
disease (e.g.“Chocolate is a natural medicine that lowers blood
pressure, prevents cancer, strengthens the brain and much
more”), and that could, for all these reasons, wrongly influence
people’s behavior—if they were to be taken at face value. (2) On
the other hand, not harmful misinformation containing staments
that were not likely to cause harm such as “People who sings live
longer”.

All the posts that were not considered as health misinforma-
tion were classified as “non health misinformation”. In this
category the posts were not related to health and were very
similar to what can be found in “gossip”magazine, featuring news
items (e.g. “Woman organizes photo shoot to celebrate her
divorce and sets fire to her own wedding dress”); advices for love
and sexuality (e.g. “8 easy things to do to reach orgasm now!”);
recipes (e.g. “Here is Granny’s yogurt cake, sugar free and gluten
free, which makes food lovers crazy”) and pictures with phatic

Fig. 1 Examples of phatic posts published by Santé+Mag. On the left: “Hi my sister, I just want you to know that I love you more than anything in the
world”. On the right: “A kiss for each of you, good weekend to all”.
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statement (e.g. “Hello I offer you a good hot coffee and a big kiss.
Have a good day”).

A second step to better understand the types of content
published by Santé+Mag and the reasons of their success was to
assess their emotional valence and to track for the presence of the
different cognitive factors of attraction mentioned in our
introduction (see section “Cultural attraction theory”) within
each content of our sample: (1) negative emotion; (2) threat (e.g.
“Molds disease is spreade everywhere: here are 11 signs that you
have it”); (3) disgust (e.g. “Here is the best natural laxative to
eliminate all stools stuck in your intestines”); (4) sexuality (e.g. “7
things women want in bed”); (5) social relations (e.g. “She
anwsers her husband who cheats on her with her sister”).

As a first analysis of our sample revealed the important
prevalence of social information among the posts of Santé+Mag,
we decided to increase the level of granularity of this category by
creating different subcategories in order to identify more precisely
which type of social content are more prevalent on Santé+Mag.
We thus coded for the presence of different topics, depending on
the specific social relations mentioned on each post: (1) family;
(2) love; (3) friends; as well as relations with other members of the
(4) society or with (5) antisocial people (e.g. free riders, hypocrite,
liars), or depending on its emphasize on a specific event of life (6)
pregnancy; (7) mourning; (8) infidelity.

Lastly, we assessed the social function of each posts to
determine whether they contained an information (i.e. nonphatic
posts), or consisted only in stating sentences such as courtesy,
greeting, etc. (i.e. phatic post).

To sum up, each post was first classified as (1) health
misinformation or not and (2) potentially harmful or not. Then,
each post was coded according to (3) its emotional valence, (4)
the cognitive factors of attractions it contained and (5) the
specific social topics it was about. Lastly, each post was
categorized as phatic or not (6). Since each post could have up
to two cognitive factors of attraction and could be about up to
three social topics, it could have overall up to nine categories.

To ensure the validity of the coding, the second author of the
article, as well as three independent coders blind to our
hypotheses, coded 50 randomly selected posts each. The coders

had to classify each post according to all our categories (i.e.
emotional valence, phatic or not, etc., see Supplementary Table 1
for a summary). To measure the inter-rater reliability we
calculated Cohen’s Kappa coefficients. Agreement scores between
the coders and the first author ranged from 85.55 to 90.91%, and
the strength of agreement was considered to be “substantial” for
coders 2 and 4, and “almost perfect” for coders 1 and 3 (details
can be found in Table 2 of the supplementary material).

Results
What types of content are published by Santé+Mag?
28% of the posts can be considered as health misinformation.
Out of 500 posts analyzed, 28% (140/500) fit in the category
health misinformation, and 21% (105/500) were assessed as
potentially harmful. While these proportions are not negligible,
they suggest that Santé+Mag publishes a larger proportion of
other types of content than health misinformation to attract its
huge audience.

More than 50% of the posts are related to social relations.
Looking at the prevalence of cognitive factors of attraction in our
sample, we found that 50.4% of Santé+Mag posts were related to
social interactions, 27.8% to threat, 14.0% to sexuality, and 2.6% to
disgust. These results show that, on the whole, Santé+Mag pub-
lishes a high volume of posts containing cognitive factors of
attraction (82.0%) which could be attention-grabbing for
Internet users.

Social information is mainly related to family and affective
relations. Within social information, we distinguished between
eight subcategories depending on the specific social relations
mentioned on each post (e.g. family, romantic or friendly rela-
tionships, as well as relations with other members of the society
or with antisocial people—free riders, hypocrite, liars) or on a
specific life event (e.g. pregnancy, infidelity, mourning). Content
related to strong and affective relationships such as family
(34.9%) and love (31.8%) were the most prevalent (see Fig. 2).
This confirms that Santé+Mag Facebook posts are very similar
to the types of content that can be found in gossip magazines.

How does the type of content affect interactions?. First, we log-
transformed our dependent variable to have a normal distribution
of the residuals (Shapiro–Wilk normality test: W= 0.99,
p= 0.28). Next, we conducted statistical analyses to measure what
best predicted interactions. All statistical analyses in this paper
were conducted in R (v.3.6.0, R Core Team, 2017), using R Studio
(v.1.1.419, RStudio Team, 2015).

Despite its cognitive appeal, health misinformation negatively
predicts interactions. To test H1, we conducted a linear regression
with health misinformation containing factors of attraction as only
predictor. The model explained 0.03% of the variance in interac-
tions (adjusted R2= 0.03, F(1, 498)= 15.24, p < 0.001) and health
misinformation containing factors of attraction was a negative
predictor of interactions (β=−0.53, t(498)=−3.90, p < 0.001).

Then, we measured the proportion of cognitive factors of
attraction present among health misinformation and found that
79.3% of health misinformation contained at least one cognitive
factor of attraction. While health misinformation did not contain
significantly more factors of attraction than nonhealth misinfor-
mation (χ2 (1, N= 500)= 0.73, p= 0.39, φ= 0.04), it was more
likely to elicit threat (χ2 (1, N= 500)= 110.1, p < 0.001, φ= 0.50),
disgust (χ2 (1, N= 500)= 18.44, p < 0.001, φ= 0.19) and negative
emotions (χ2 (1, N= 500)= 34.01, p < 0.001, φ= 0.26), but less
likely to be related to social relations (χ2 (1, N= 500)= 127.94,

Fig. 2 Topics of social information. Proportions of social information in
wich each of the specific sub-category was coded.
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p < 0.001, φ= 0.51) than non health misinformation. There were
no significant differences for the presence of sex-related
information and the absence of cognitive factors of attraction.

These results do not support H1: even if health misinformation
published by Santé+Mag was largely appealing, by containing
an important proportion of cognitive factors of attraction,

particularly likely to elicit threat, disgust and negative emotions,
it was a negative predictor of interactions.

To sharpen our analysis, we also tested whether health
misinformation containing cognitive factors of attraction was
more successful than health misinformation without factors of
attraction by conducting a linear regression with the presence of
cognitive factors of attraction as a predictor of interactions,
among health misinformation. The presence of cognitive factors
of attraction was not a significant predictor of interactions
(β= 0.17, t(138)= 0.93, p= 0.35). To test whether the number of
cognitive factors of attraction was a predictor of interactions
among health misinformation, we then conducted a linear
regression with the number of cognitive factors of attraction as
a predictor of interactions. The number of cognitive factors of
attraction was a negative predictor of interactions (β=−0.28, t
(138)=−2.09 p= 0.04). Finally, we also conducted a linear
regression with health misinformation as only predictor to test
whether health misinformation had an effect on interaction. The
model explained only 3.1% of the variance in interactions
(adjusted R2= 0.03, F(1, 498)= 17.32, p < 0.0001) and health
misinformation was a negative predictor of interactions (β=
−0.52, t(498)=−4.16, p < 0.001).

To sum up, these different findings show that posts classified as
health misinformation were not successful on Santé+Mag, and
that among this category there was no significant difference for
posts containing cognitive factors of attraction and for those
without cognitive factors of attraction. In fact, only 14.3% of the
total of interactions came from health misinformation, and this
proportion can even be lowered to 10.7% if we only consider
health misinformation that could be potentially harmful. Con-
versely, most interactions came from information that were not
health misinformation (85.8%) and unlikely to cause harm to
their reader (89.3%) (see Fig. 3).

Health misinformation may be commented for fun or social
purposes. In an exploratory analysis of 4737 comments generated
by the five most commented posts of our sample classified as
potentially harmful health misinformation, we found that only
3% of the comments reflected an approval of the content, that
12% express a criticism, and that most comments (48%) were
jokes or had a content likely to fulfill social purposes (e.g. to share
a moment of complicity with a friend).

The most commented post (“7 reasons to pass wind more
often, it is good for your health”) received 1427 comments. A
large majority of them (74%) were jokes or expression revealing
that the post was found funny. The users also often tagged one of
their Facebook contacts in comments (64%).

The second most commented post (“According to a study, men
with a big belly are the best lovers”) received 1363 comments.
26% of the comments reflected a personal opinion on lover
preferences (with a belly or thin), 27% were jokes, and 27%
mentioned other contacts to ask for their point of view on the
topic or to joke with them. 17% commented it to criticize its lack
of reliability.

The third most commented post (“Cannabis causes desire to
make love and could even increase pleasure”) received 1358
comments. 27% of the comments criticized the scientific validity
of the statement or the lack of credibility of the source. Besides,
25% of comments on this post contained jokes and 24% tagged
another Facebook contact.

The fourth most commented post (“According to psycholo-
gists, friends who are the hardest with you are those who want the
most what is good for you”) received 1305 comments. A vast
majority of them (84%) tagged a friend and took advantage of the
post to talk about their friendship.

Fig. 3 Posts' success depending on the categories they belong to.
Proportion of interactions generated by each category that was coded.

Fig. 4 Correlation matrix for each of the coded variables and the total of
interactions. The color of each case indicates the strenght of the correlation
between the variables. The more dark blue the box is the more it indicates a
strong correlation. The more dark red the box is, the more it indicates an
absence of correlation. On the rightmost column, it can be seen for instance
that the total of interactions is positively correlated with positive, social and
phatic posts but not with the other coded variables.
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The fifth most commented post (“Chocolate is a natural
medicine that lowers blood pressure, prevents cancer, strengthens
the brain and much more”) received 707 comments. Again, an
important majority of the comments (45%) were made to discuss
with other Facebook contacts, mainly to express one’s favorite
chocolate flavor or habits of chocolate consumption (33%). By
contrast, very few comments were made either to approve the
post (5%) or either to criticize it (5%).

These observations suggest that interactions generated by
health misinformation are not necessarily a sign of Internet users’
gullibility and that they are not passive receivers of information,
taking information content at first value.

Interactions are mainly explained by phatic posts and positive
content. To test H2−7 we conducted a multiple regression with all
the categories coded (including health misinformation) as pre-
dictors of interactions. All the p values reported below have been
corrected for multiple comparisons using the Holm–Bonferroni
method.

The results of the regression indicated that the model with the
ten predictors explained 52.8% of the variance in interactions
(adjusted R2= .53, F(10, 489)= 56.9, p < 0.001).

The category phatic post was the strongest predictor of
interactions (β= 1.46, t(489)= 13.59, p < 0.001), followed by
post of positive valence (compared to neutral posts: β= 0.40, t
(489)= 3.28, p= 0.009; compared to negative posts: β= 0.48, t
(489)= 3.83, p= 0.03). Phatic posts and posts with a positive
emotional valence catalyzed each 66.09% and 55% of the total
number of interactions, respectively. On the other hand, sexual
content negatively predicted interactions (β=−1.14, t(489)=
−7.69, p < 0.001). We found no significant effect of social
information (β= 0.14, t(489)= 0.96, p= 1), threat-related infor-
mation (β=−0.12, t(489)=−0.80, p= 1), disgust-related infor-
mation (β=−0.54, t(489)=−2.08, p= 0.30), negative posts
(compared to neutral posts: β=−0.09, t(489)=−0.68, p= 1),
health misinformation (β= 0.32, t(489)= 1.94, p= 0.37), infor-
mation potentially harmful (β= 0.06, t(488)= 0.31, p= 1), and
posts that did not contain one of the specific factor of attraction
we looked for (β=−0.13, t(489)=−0.73, p= 1).

As a result, these findings support H7 but led us to reject H2−6
since phatic posts had a positive effect on interactions, but the
presence of cognitive factors of attraction had no significant effect.

The correlation matrix below offers a summary of the strength
of the correlation coefficients between our coded variables and
the total volume of interactions (see notably the column “Total
Interactions” in Fig. 4).

Discussion
While previous research (Fletcher et al., 2018) and media articles
(Bafoil, 2018; Sénécat, 2018, 2019) highlighted that Santé+Mag
Facebook page could be an important medium for the propaga-
tion of health misinformation, our results suggest that Internet
users do not engage that much with its health misinformation
posts and are rather attracted by other types of content.

First, we found that health misinformation did not constitute
the majority of the posts diffused by Santé+Mag, since it
represented 28% of its publishing activity, and despite its cogni-
tive appeal, it negatively predicted interactions, being responsible
for less than 15% of the total volume of interactions. These results
fit well with a large body of studies highlighting that false
information is consumed and shared by a very small minority of
people (Nelson and Taneja, 2018; Guess et al., 2019; Allen et al.,
2020; Grinberg et al., 2019) and that the negative impact of online
misinformation is probably overblown (Allcott and Gentzkow,

2017; Benkler et al., 2018; Pennycook et al., 2019; Altay et al.,
2019; Acerbi, 2020).

Second, positive content generated more interactions than
negative content, and negative content was not more successful
than emotionally neutral content. In line with some previous
studies (Berger and Milkman, 2012; van Leeuwen et al., 2018;
Stubbersfield et al., 2019; Altay and Mercier, 2020), these results
mitigate the widespread success attributed to negative content in
the field of cultural evolution.

Third, interactions were poorly explained by the presence of
identified cognitive factors of attraction: contrary to our predic-
tions, sex-related information was a negative predictor of inter-
actions, and threat, disgust, and social information did not predict
interactions.

Finally, the category phatic post was the strongest predictor of
interactions, suggesting that on Santé+Mag the social function of
a post was a better predictor of its success than its content.

On the whole, this study emphasizes the importance of con-
ducting finer-grained studies on the issue of health misinforma-
tion to measure precisely the importance of the phenomenon on
social media. Our results show that huge volume of interactions
on social media can hide important disparities and that con-
ducting in-depth content analyses is essential to determine what
causes these interactions. Researchers working on misinformation
should not stop at the interaction rates generated by posts on
social media, even when it concerns interactions on content
identified as misinformation. As our analysis of the five most
commented health misinformation posts showed, interaction
with misinformation does not necessarily reflect internet users’
passive approbation.

More broadly, our study suggests that adopting an inter-
disciplinary approach and relying on real-world social media
data can help to have a better grasp of the cultural dynamics
happening on social media. The literature in cultural evolution
might have paid too much attention to threat, disgust and
negative emotions, at the expense of positive emotions and the
context of information transmission—but recent research have
started filling this gap (for the context of information trans-
mission, see van Leeuwen et al., 2018; Boyer and Parren, 2015;
Mercier et al., 2018; for positive emotions, see Berger and
Milkman, 2012; van Leeuwen et al., 2018; Stubbersfield et al.,
2019; Altay and Mercier, 2020). It could also be relevant to pay
more attention to the diversity of contexts of communication
offered by social media. For instance, the “public–private”
character of information shared on Facebook (Cardon, 2008)
may explain why sex-related information was not very suc-
cessful on Santé+Mag, as Internet users could be inhibited to
share such information on their public profile but more prone
to do so on private conversations with one of their close
contact.

Although we focused on one French-speaking Facebook page,
other English-speaking Facebook pages publishing health mis-
information seem to share the same properties. For instance, the
Facebook page Bright Side2, that accumulates more than 42
million followers also publish very successful phatic posts with
positive messages. An exploratory analysis of the 197 posts
published in a week revealed that if only 5.6% of them could be
considered as phatic posts (35/197), they were responsible for
41% of the 1.17 million interactions! This echoes other studies
showing that posts containing proverbs on daily life or honoring
family ties are massively shared by people on Facebook (Pasquier,
2018, pp. 85–93 and pp. 145–146). Overall, our results strengthen
the idea that Facebook is first and foremost a social network used
by people to foster their social relations, not to spread online
misinformation.
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Data availability
The dataset analyzed during the present study is available in an
Open Science Framework repository: https://mfr.osf.io/render?
url=https://osf.io/8bz6n/?direct%26mode=render%
26action=download%26mode=render. It includes the list of
URLs of the 500 posts we examined, our coding and the number
of interactions they generated. We can’t share however the
messages published by Santé+Mag on Facebook with each of its
post, neither the text we manually transcribed from visual content
and from videos because these content are protected by copy-
rights. The dataset of our exploratory analysis of the 4737 com-
ments from the five most commented health misinformation is
not publicly available because it falls under a certain number of
restrictions for sharing.

Received: 5 December 2019; Accepted: 30 March 2020;

Notes
1 Santé + Mag Facebook page can be consulted at the following link: https://www.
facebook.com/santeplusmag/.

2 Bright Side Facebook page can be consulted at the following link: https://www.
facebook.com/brightside/.
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