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Abstract

This paper presents a thorough computational study of the flow around the Japan Bulk Carrier (JBC)
with or without an Energy Saving Device (ESD) in front of the propeller. This study conducted at
model scale was performed in the framework of the Tokyo 2015 Workshop on Numerical Ship Hydro-
dynamics. Configurations with and without ESD, with and without propeller are compared and
analysed and conclusions about the efficiency of this specific ESD at model scale are drawn.

1. Introduction

The Japan Bulk Carrier (JBC) is a Capesize bulkisraequipped with a stern duct as an energy
saving device (ESD). National Maritime Researchitime (NMRI), Yokohama National University
and Ship Building Research Center of Japan (SREg yeently involved in the design of this ship
hull, duct and rudder. Its length between perpandis is L,;=280m. Its service speed is 14.5 knots,
leading to a Froude number Fn=0.142 and a Reymuider at model scale of Re=7-4®. Towing
tank experiments were performed at NMRI, SRC andk®dUniversity, including resistance tests,
self-propulsion tests and PIV measurements of dtem fields. Several test cases were considered,
all with free sinkage and trim; test cases 1.3gp(r&.4) are for towing test without (resp. witt§IE,
cases 1.7 (resp. 1.8) for self-propulsion testhaut (resp. with) ESD. Global force measurements
and local LDV velocity profiles at three sectioreamed S2, S4 and S7 before and after the propeller
and duct were also provided by the organizers.. Riggnd 2 show a view of the stern without and
with ESD with the location of the local measuremnmsstttions.
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Fig.1: Side view of the hull without ESD Fig.2: Sidiew of the hull with ESD

This paper presents a computational study of the #round this ship with or without these specific
appendages in order to analyze the physics ofdbmplex flow configuration. Comparison with

available experimental results will be shown. Atscareful verification exercise will be provided to
get access to an evaluation of the discretizatioor.e

It is well accepted now that CFD (ComputationaliéFlDynamics) is a mature tool for steady-state
ship hydrodynamic applications such as resistamoalim water. Accurate enough predictions can be
obtained with reasonable resources even for fudjyeaded hulls, both for model and full scale in a
routine design procedure. However, rigorous V&Vrifieation & validation) exercises are seldom
performed by CFD users. In most of the cases, odeagd one computation are adopted following
guidelines based on recommendations and experi&¢heerecommended setup (such as grid density,
turbulence model, etc.) may differ from one insitin to another. Comparison with measurement data
is often the only criterion when establishing tha@gedelines. The versatility of a guideline thus
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established can be questionable, since a smallaasop error can be the result of error canceltatio
between numerical discretization and physical miodekrrors. By performing a careful V&V
exercise, one attempts to quantify turbulence miogetrror and tries to answer questions such as
whether a non-linear turbulence model is more ateuthan a linear turbulence model for ship
resistance prediction, what is the impact on tloeiie@ry when a wall function is used, etc.

Compared with resistance computations, validatanpfopulsion computations is much more chal-
lenging. To our knowledge, the only approach capalblaccurately predicting ship propulsion power
is to simulate directly the rotating propeller wihding grid or overset approaches. Time-accurate
simulation with very small time steps is required $uch simulation even if time-averaged solut®n i
sufficient. Our experience with V&V exercises shtvat reliable numerical uncertainty estimations
are nearly impossible for this case due to the ltigtative error as well as the time discretization
error. Self-propulsion simulations may also mode effect of the propeller by body forces in the
RANSE solver. With such an approach, propellershoan be provided by the RANSE solver. But to
determine propeller revolution rate and propeltegte, a simplified model or a coupling approach
between RANSE solver and another specific solvewkiting the propeller such as RANSE/BEM
coupling approach must be used.

2. Numerical approach and case setup

Computations were performed with the ISIS-CFD flselver developed by our team, also available
in the commercial software FINE/Marine. It is an unstructured finite volume RANS@&ver using a
free-surface capturing approach. For technical ildetaf the solver, we refer t®ueutey and
Visonneau (2007) andWackers et al. (2012).

Except for the case when propeller motion is rembllsy the RANSE solver, only a half domain is
simulated. The inlet boundary is located at g,5tom FP (forward perpendicular), the outlet at
3.0L,, after AP (aft perpendicular). Bottom and top bcanes are located at 1.5land 0.5, from

the waterline, respectively. The lateral boundarjocated at 1.5}, from the mid plane. A pressure
boundary condition is applied at the bottom andliopndaries, while a far-field boundary condition
is applied at the inlet, outlet, as well as theerat boundary. One relies on the Richardson
extrapolation for the V&V exercise. The Richardssxtrapolation can be applied only when grid
similarity is ensured while the unstructured hextthke mesh generator Hexpr&$savailable in
FINE™/Marine is employed in the present study. With Hesg", it is hardly possible to generate a
set of rigorously similar grids. But with a specs&fup, it is possible to ensure grid similaritydoe

the insertion of viscous layer. Our experience shthat grids thus generated usually allow a suecess
ful Richardson extrapolation. This grid generatisetup is too specific to the grid generator
Hexpres8” and will not be described here. We refer inteceseaders talel Toro (2015) for details.
Table 1 gives the number of grid cells for theeati#int grid sets used here.

Table 1: Number of grid cells for different cases

Cases Grid 4 Grid 3 Grid 2 Grid 1
1.1a wm 405K 1.512M 3.143M 5.724M
1.1a wr 861K 2.632M 5.304M 9.197M
1.2a wm 725K 2.311M 4.806M 8.750M
1.2a wr 1.317M 4.269M 8.344M 14.077M
1.5a wm 2.442M 4.784M 10.247M 18.676M
1.6a_wm 2.513M 6.668M 13.913M 25.332M

In Table 1, case 1.1a (resp.1.2a) stands for tkednlull (resp. hull with ESD) while case 1.5a fres
1.6a) stands for hull with propeller (resp. hulltiwipropeller and ESD). "wm" stands for wall
modelled simulation for which wall function apprbais used, "wr" for wall resolved simulation for
which a near wall low-Reynolds turbulence modegnisployed. For the first case, the sameglue

of about 30 is applied for all grids, while for teecond case, thé yalue changes from about 0.4 for
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the coarsest grid to about 0.16 for the finest.dvidshes for different configurations have simgad
density. The difference in number of cells is dog¢hte presence of the energy saving device (ESD)
and the propeller, additional cells in the visctayer when using wall resolved approach, and whole
domain simulation rather than half domain simulatiMesh density is not too fine. Mesh size near
the free-surface is about 0.0008Lpp for the finsm&rids 1 and 2 represent meshes commonly used
for resistance computation for engineering appbcatUnless otherwise stated, all computations were
performed with the non-linear EASM turbulence modesecond-order upwind blended scheme was
employed for spatial discretization except for tlase with propeller resolved simulation for which a
more stable ALVSMART scheme is used.

4, Results and discussions
4.1 Resistance Resultsfor the JBC test cases

Tables 2 and 3 give main results for total resisafior case 1.1a (without ESD) and 1.2a (with ESD)
respectively. We give only the finest grid solutitil, the observed order of convergence p,
Richardson extrapolation error RE% defined &g 1)/ d:¢*100, and the comparison error E%D
defined as (D-S)/D*100 where D is the measuremard.dS=U1 is the simulation resude is the
result of Richardson extrapolation. The least segiapproach proposed bipekstra and Eca (2008)

is used for Richardson extrapolation. When the feskorder of convergence is higher than 2.1,
Richardson extrapolation is obtained with assunestsd-order accuracy. For both cases, the EASM
model gives better prediction than the SST modearddver, the numerical discretization error is
smaller than the difference due to turbulence mdaethe fine grid. Hence, when the grid is fine
enough, the EASM model should give better predicfior ship resistance for this test case. The
reason for the better performance with the EASM eh@sldue to the existence of a relatively strong
aft-body vortex for this geometry. When the aft-padrtex is not so strong, the SST model should
also be capable to give an accurate predictionsfgp resistance as well. Even with a fine grid
containing more than 6M cells, numerical discréttwaerror for resistance computation is still abou
2% at least. Hence, when the grid is further refithe EASM model is expected to under-estimate
the resistance by about 4% for the case without ,E81 3% for the case with ESD. This is
confirmed by computations with adaptive grid refirent which give a comparison error of 3.1% for
the case without ESD, and 2.2% for the case with.B®r both cases, the use of wall function does
not deteriorate too much the predicted result. firieelicted resistance differs only by 0.1% and 0.45%
respectively, which is much smaller that the disza¢ion error. This observation justifies the oée
wall function for engineering applications due toah lower computation cost. Flow separation is
observed on the ESD, Fig. 4. This might explain whg comparison error, the Richardson
extrapolation error, and the observed order of eagence are higher for the case 1.4 when the wall
function is used.

Table 2: Total resistance for case without duct@nogheller (case 1.1a)

Simulation Ul p RE% E%D
easm_wm 4.209 2.07 -2.3 1.87
easm_wr 4,213 1.94 -2.0 1.77

sstwr 4.087 1.59 -3.2 471

Predicting pressure resistance with good accura@y ¢hallenging task for CFD. Fig. 3 shows the
Richardson extrapolation error for pressure resegdor the case without ESD. Even with the finest
grid, the error is still about 10% for the EASM nehd

Table 3: Total resistance for case with duct buheut propeller (case 1.2a)

Simulation Ul p RE% E%D
easm_wm 4.200 2.93 -4.3 1.48
easm_wr 4.219 2.06 -2.3 1.03

sst_wr 4.093 1.67 -3.2 3.99
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Pressure resistance RE error for case 1.1a

6M 3Mm 1.5M 400K

Fig.3: Richardson extrapolation error for pressessstance

EASM wall resolved EASM wall modeled

Fig.4 : Local view of the recirculation region dretduct with the EASM turbulence closure without
or with wall function

Much higher uncertainty is observed for the SST ehoBlut such high level of numerical uncertainty
might be due to observed low order of convergericg3]. As pressure resistance represents only
about 25% of the total resistance, the numerigak exbserved in total resistance comes maostly from
pressure resistance error. For applications whereantribution of pressure resistance becomes more
important, e.g. vessels with smaller L/B ratio, &g grid resolution might be needed to achieve
acceptable accuracy.

4.2 Self-Propulsion Resultsfor JBC test cases

The most obvious approach to perform a self-propailsomputation is to simulate the rotating pro-
peller with the RANSE solver using sliding gridarerset grid approaches. A sliding grid approach is
employed in our computations. With such an apprp#ame-accurate simulation is required even
when only time-averaged results are needed. Aoigo &V study with such a procedure requires
numerical uncertainty estimation on space and tibwge to high computational cost, we did not
attempt to assess the time discretization erratead, the time step and the non-linear iteration
number per time step were chosen according to w@der computations using the same grid for the
propeller. A sliding grid approach gives almost flagne result for the propeller thrust compared with
a computation performed in rotating frame. Thidikzation" yields 150 time steps per revolution and
15 non-linear iterations per time step. One perfoanfirst computation with a large time step to
accelerate the ship to target speed until conversyehhe rotating-frame approach is applied to the
propeller domain. Ship trim and sinkage are congbutering this computation. Then, in a restart
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computation, one switches to a small time step (kB8 steps per revolution). Ship motion is frozen
during this computation and therefore, during tl@start, ship dynamic position is not computed
accurately. In our propeller-resolved simulatioomputations were performed with the EASM model
using wall function only. Computations were perfedron 4 grids with different grid density as the
cases for resistance computation. Figs. 5 and &vghe evolution of force imbalance in our
simulation for case 1.5a and 1.6a, respectivebNOmbalance represents about 1.2% ship resistance.
The force imbalance is expected to vanish undéspsepulsion condition. The raw data are highly
fluctuating due to rotating propeller. Results shoave smoothed by applying 1000 passes with the
smoothing operation available in the Tecplot pasepssor. The force imbalance obtained on the
coarsest mesh is not shown. It was very high (~ 8N)
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Fig.5: Force imbalance for case 1.5a (with Fig.6: Force imbalance for case 1.6a (with
propeller, without ESD) propeller, with ESD)

Such high force imbalance is due to the very stiftowg separation at the stern, resulting in a highl
asymmetric wake. In our simulation, the propell@valution rate was prescribed with the
measurement value. Propeller thrust is positive.th® case without ESD, the force imbalance has a
positive sign on the fine mesh (Gridl), i.e. prégrethrust is too high. We need to reduce propeller
revolution rate to satisfy the self-propulsion citied. For the case with ESD, we are close to @it s
propulsion condition. For case 1.6a, we performaali7 seconds physical time, namely more than
50 propeller revolutions. With 150 time steps maotution and 15 non-linear iterations per timeste
the CPU cost is equivalent to about 30 resistanogpatations. Yet, it is hardly possible to detemnin
a converged value for the force imbalance. Duéhi® ¢onvergence behaviour, we believe that the
iterative error in our simulation is much highearithe discretization error. Hence, it is impossibol
perform any reliable uncertainty estimation forigcdetization error.

Table 4: Comparison error for propeller resolvedwgation
Case 1.5a Case 1.6a
Value E%D Value E%D
Ct*1000 4.661 3.11 4.572 3.99
Kt 0.214 1.47 0.227 2.78
Kq 0.029 -5.55 0.031 -3.52

Table 4 presents the predicted results with thesfigrid for Ct, Kt and Kq as well as relative esro
compared with measurement data. In spite of thie hignerical uncertainty, the predicted results are
reasonable. High propeller torque is a typical ltdeu RANSE simulation when turbulence transition
is not simulated. But as shown in the followingts®t, the accuracy of the wake flow prediction can
be the cause of such an over-prediction as wedihduld be stressed that propeller thrust and ship
resistance are not clearly defined in a propeeplved RANSE simulation. They are evaluated
during post-processing using a procedure that isaltveays clearly defined. Concerning our results,
we consider the dynamic axial force acting on ttapeller domain as propeller thrust. This choice is
justified by the fact that propeller thrust thudasbed agrees with the simulation using actuatsk di
approach presented later in this paper. With thist-processing procedure, we underestimate
propeller thrust and ship resistance compared wigasurement data. If we consider axial force
acting on propeller blades as propeller thrust) floe case 1.6a, we will overestimate propelleushr
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by 1.2% and underestimate ship resistance by 2%s Tdsults in a better agreement with
measurement data, while it is exactly the samelatioa result.

We have also performed self-propulsion simulatioypsising a body-force approach with an actuator
disk model. Propeller thrust can be determinedctirefrom the RANSE computation. But to
determine other quantities related to propellefguerance, such as propeller torque and propeller
revolution rate, a special coupling procedure guieed. The RANSE solver can be coupled with a
BEM code or another type of simplified code to dimbel the action of the propeller. In the present
study, we employed a simpler approach without using other simplified code. We only used the
open-water Kt-Kg results obtained from the measer@mto determine the missing quantities in post-
processing. The procedure is as follows. First,pggform a usual RANSE computation with an
actuator disk approach to simulate the effect efghopeller. Propeller thrust is adjusted during th
computation such that a self-propulsion conditisrsatisfied. After having obtained the converged
solution with the RANSE solver, we compute the ltatelocity at the propeller plane. The total
velocity is computed on a disk with the same sigettee propeller diameter. This gives us two
conditions: propeller thrust and total velocity. Werform an additional open-water computation
using an actuator disk approach based on the op&erWt-Kq result. In this open-water actuator
disk computation, propeller revolution rate andpelter advancing speed are adjusted such that the
propeller thrust determined from the Kt-Kq resuidahe total velocity computed at the propeller
plane are the same as the values obtained witiRANSE computation with the hull. With two
conditions and two unknowns, the problem is wefirggl and can be solved iteratively. Compared
with more complex coupling procedures such a RAERA coupling approach, there is no need to
compute the propeller induced velocity.

Table 5: Propeller modeled simulation for case 1.5a

Wall resolved Wall modeled
Value E%D | Value E%D
Ct*1000 4.625 3.87 4.620 3.97
Kt 0.214 1.24 0.213 1.84
Kq 0.0291 | -4.41| 0.0291| -4.19
n(rps) 7.60 2.56 7.62 2.31

Table 6: Propeller modeled simulation for case 1.6a

Wall resolved Wall modeled
Value E%D Value E%D
Ct*1000 4.660 2.14 4.617 3.04
Kt 0.2385 | -2.36 0.2327| 0.13
Kq 0.0306 | -3.66 0.0305| -3.25
n(rps) 7.31 2.53 7.33 2.27

Unlike for resistance computations, it is hardlysgible to obtain a result with a good convergence
behavior with respect to the requirement for Ridsan extrapolation. Therefore, only the predicted
Ct, Kt, Kg and propeller revolution rate n obtaingith the finest grid as well as the relative esror
compared with measurement data are shown in T&béasl 6 for the cases without and with ESD,
respectively, both for wall resolved simulation d@od wall modeled simulation using wall function.
Unlike for propeller-resolved simulations, propeltarust and ship resistance are clearly defined in
the propeller-modeled RANSE computation. Comparét measurement data, predicted results are
slightly better than what we obtained with the munbre expensive propeller-resolved simulation
presented in Table 4. As the computations are pedd with half domain, propeller tangential forces
are not taken into account. Errors due to this @gpration need to be investigated in a future study
In our simulation, the measured Kt-Kqg are employedetermine propeller torque coefficient Kg and
propeller revolution rate n. Propeller torque i®epredicted in the propeller-resolved simulatitm.
spite of the uncertainty about the accuracy of sschplified approach, we believe that such
overprediction of propeller thrust can be attriloutie the accuracy of the predicted wake. As shawn i
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the following sub-section, the predicted axial withp at propeller plane is smaller than the
measurement result, especially for the case witk8D. This explains why the estimated propeller
revolution rate is lower and the propeller torqughkr. In both cases, wall-resolved simulations and
wall-modeled simulations give about the same aoguréhis justifies once again the use of wall
functions for engineering applications.

4.3 Local Flow Resultsfor JBC
4.3.1 Mesh influence on the flow around the naked hull without ESD or propeller

The mesh set employed in the present study is meditp ensure an accurate enough accuracy for
ship resistance and propulsion prediction basedwnexperiences. Spatial resolution in the wake
near the propeller plane is about 0.00086kith the finest grid. With such a grid resoluticghg
difference of the predicted axial velocity contooistained with the two finest grids is still clearl
visible as shown in Fig. 4. Thus a grid independehation for the local flow field has not yet been
reached. Therefore, we attempted to obtain a moearate solution with adaptive grid refinement,
first without taking into account the free-surfaBemsults obtained with a double model computation
using wall resolved EASM are shown in Fig. 7. Ttdamtive mesh contains about 35M cells.
Comparison with measurement data is shown in Fig. 8
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Fig.7: Predicted U velocity contours at section 5.8: U velocity contours obtained with double
model at section S2 with automatic grid refine-
ment

In the core of the aft-body vortex, the predicteébvelocity is higher than measured, while faref
surface computations, the predicted value is lowhis indicates a non-negligible influence of the
free-surface deformation on the flow field, despite low Froude number Fn=0.142. To clarify this
situation, we have performed another adaptive gefthement computation with free-surface. The
minimum cell size was refined to about 0.000Q9But with such a fine grid, a flow instability
develops leading to an unsteady behavior of thgelarortex structure. Due to this unexpected
unsteadiness, the predicted wake flow is quiteetfit from what we obtained when the numerical
solution converged to a steady solution. Such adstess is also observed when the mesh is refined
manually in the wake with similar grid resoluti@ithough in that case, the amplitude of the unstead
fluctuation is not exactly the same. The flow ambuhe naked JBC hull appears therefore to be
difficult to be predicted accurately because akely unsteady behavior of the main vortex struetur

Additional computations based on hybrid LES turbake models which are essentially unsteady are

currently performed and will be presented at thefe@nce. They will hopefully shed some light on
this flow with complex physics.
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4.3.2 Local flow comparisonswith experimentsfor hull without ESD or propeller

Fig. 9 compares computed and measured longitug#latity contours. The computed longitudinal

vorticity is slightly weaker than measured. As ulsuabserved, the turbulence anisotropy present in
the EASM model contributes to the increase of tmgitudinal vorticity (see Fig. 10 which compares
at section S2 the isotropic SST and the anisotlBpiSM turbulence closures).

Level 1

2345 678 91011 ‘
EFD CFD U/g, 0010203040.50.60.70809 1

Fig.9: Comparison of U velocity contours at  Fig.10: Comparison between SST and EASM
section S2 model

Figs. 11 and 12 show the wall streamlines on theataBC hull without duct or propeller. We can
notice a slightly longer line of convergence indiicg that the longitudinal bilge vortex is more
pronounced with EASM than with SST closures. Moszp® relatively large zone of recirculation is
visible at the stern below the propeller hub, whieim be related with the unsteadiness noticed on
very fine grids.

Wall resolved EASM model

Wall resolved SST model

Fig.1alMgtreamlines with EASM closure

4.3.3 Local flow comparisonswith experimentsfor hull with ESD and without propeller

Figs. 13 and 14 show the wall streamlines arouredhihil with the presence of the duct for two
different turbulence closures. The main effecthaf tluct is a suction effect which removes the bpira
vortex which was detected by both turbulence clesyust above the recirculation region located at
the stern of the hull.

Wall resolved EASM model with duct

1l resolved SST model with duct

Fig.13: Wall streamlines with SST closure Fig.14lMgtreamlines with EASM closure
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Figs. 15 and 16 show the experimental and compigteglake distributions at section S2. We can
observe that the presence of the duct increasesaimputed longitudinal vorticity, leading to an
excellent visual agreement between the computatiormds the measurements at section S2. This
agreement is confirmed at section S4 shown in Figsand 18 although the zone with negative
longitudinal velocity seems to be slightly oversstted in the computations.

U_EFD / NMRI U_ECN/ISISCFD

i 1 i 1 ol 1 T
-0.03 -0.02 -0.01 0 001 002 003
YiL,,

0.01 0.02 0.03

ECN_CNRS-ISISCFD-LRN_EASM
EFD(NMRI)

Fig.15: Section S2 — Experimental isowake Fig.16: Section S2 — Computed isowake
distribution distribution with EASM closure

5. Propulsive efficiency improvements due to the ESD

In order to conclude on the influence of the ESDtloam ship'spropulsion system, self-propulsion
parameters are computed for both experiments amilaiions and compared between hull
configurations (see Figs. 19 and 20 for the ductpeller actual configuration). Two additional
modeling approaches for the propulsion system, hamaetuator disk (AD) and rotating propeller
(RP), used irdel Toro Llorens (2015), are compared along this assessment. Apart fremalieady
introduced dimensionless coefficients such asr,JKK and w, we introduce:

i T+ SFC — Ry Towing
b= T

JKT
T 2K ow

Mo

Kqow
Kq

MR =

] =
MH = T T

np =mno-MNR-NH

t, No, Nr, Nu @andnp are thrust deduction factor, propeller open-wakiciency, relative rotative
efficiency, hull efficiency and propeller quasi-prdsive coefficient, respectively. These coeffitgen
are summarized in Tables 7 and 8 which allow coingathe performance of each propulsion
modeling approach besides the efficiencies betwesng or not ESD. The coefficients for both
configurations without and with ESD were computesihg the simulations with the wall-function
modeling approach.
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Fig.17: Section S4 — Experimental isowake
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Fig.18: Section S4 — Computed isowake
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Table 7: Hull without duct and propeller - Summafypropulsive and efficiency coefficients

Parameter EFD ab L

51 E%D Sa E%D Sy E%D
Kt x10 2.170 2.130 1.84 2.154 0.74 2.144 1.20
Kgx 107 2.790 2907 -4.19 2.968 -6.38 2.977 -6.70
Kgow x 102 2.830 2058 -4.51 2,835 -0.17 2.826 0.15
n 7.800 T.620 231 7.800  0.00 7.800 0.00
T 22.589 20946 727 22219 164 22113 211
Ry moiing 36.363 35.668  1.91 35.668  1.91 35668 1.91
t 0.196 0.166  15.26 0.214 -9.13 0.210 -7.21
wy 0.448 0.488  -8.092 0.432 3.60 0.429 4.32
J 0.411 0.390 p.06 0.423 -2.93 0.425 -3.51
o 0.5013 0.4470 10.83 0.5113  -2.00 0.5134 -2.42
nr 1.0144 1.0175  -0.30 0.9552 5.84 0.9493  6.42
nH 1.4575 1.6298 -11.82 1.3845  5.00 1.3833 5.09
no 0.7411 0.7412 -0.02 0.6762 877 0.6742  9.03

Table 8: Hull with duct and propeller - Summarypobdpulsive and efficiency coefficients

Parameter EFD — il = EP -

5y E%D Sy E%D
Kr x 10 2.330 2327 013 2304 112
Ko x 10? 2.950 3046 -3.25 3.097  -4.98
Ko ow x 102 2.977 3.101  -4.18 2.871 3.53
n 7.500 7330 0 2.27 7.500  0.00
T 22,435 21.214 544 21.966  2.09
By Tousing 36.288 35,752 148 35752 148
t 0.189 0168  11.30 0.196  -3.75
we 0.522 0.558  -7.02 0.502  3.86
J 0.370 0.350  5.51 0.386  -4.21
"o 0.4615 0.4180  9.42 0.4929 -6.82
R 1.0090 1.0181  -0.90 09272 811
Ny 1.6949 1.8837 -11.14 1.6122  4.88
no 0.7892 0.8016  -1.58 0.7368  6.63
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Despite the fact that the uncertainty related te thevious results is unknown and for both
configurations with and without dudhe self-propulsion point was not achieved, the matations
performed modeling the propulsion system with ating propeller seem to be slightly more accurate
than with actuator disk. The full rotating propelmmputation is about ten times more expensive
than the actuator disk approach. This is the pgddee paid if local flow predictions accounting toe
complete hull-ESD-propeller interactions are regghirFinally, both measurements and simulations
reveal an efficiency gain when the ESD is instalzk Tables 7 and 8; so it is working as expected.
However, discrepancies appear between EFD and @Hww much this gain is. EFD gives a gain in
propulsive efficiency of 6.5%, CFD around 8.2% 0%. depending on the propulsion modeling
approach.

6. Conclusions and per spectives

This paper has presented many computations perfoamghe Japan Bulk Carrier for the last Tokyo
2015 workshop on numerical ship hydrodynamics.id grfluence study was carried out to evaluate
the influence of the discretisation error. A prehary comparison with available experiments was
reported for the cases with and without ESD totdrguantify the influence of the duct on the local
flow and consequently, on the propulsive efficienepwever, only RANSE computations were
performed and the fine grid computations seem thicate that the flow is not fully steady every-
where. It would be interesting in the future to édaecourse to unsteady hybrid LES computations in
order to get more physically reliable results aed what the influence of this local unsteadiness on
the global flow is. Full-scale computations werd sloown due to a lack of time but future studies
will be devoted to evaluating the scale effectdtmpropulsive efficiency associated with the uke o
this particular Energy Saving Device.

Fig.19: Front view of the propeller + ESD Fig.2@dR view of the propeller + ESD
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