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Abstract: This paper proposes a new collaborative and inclusive model for Knowledge Organization
Systems (KOS) for sustaining cultural heritage and language diversity. It is based on contributions of
end-users as well as scientific and scholarly communities from across borders, languages, nations,
continents, and disciplines. It consists in collecting knowledge about all worldwide translations
of one original work and sharing that data through a digital and interactive global knowledge
map. Collected translations are processed in order to build multilingual parallel corpora for a
large number of under-resourced languages as well as to highlight the transnational circulation of
knowledge. Building such corpora is vital in preserving and expanding linguistic and traditional
diversity. Our first experiment was conducted on the world-famous and well-traveled American
novel Adventures of Huckleberry Finn by the American author Mark Twain. This paper reports
on 10 parallel corpora that are now sentence-aligned pairs of English with Basque (an European
under-resourced language), Bulgarian, Dutch, Finnish, German, Hungarian, Polish, Portuguese,
Russian, and Ukrainian, processed out of 30 collected translations.

Keywords: library and information science; knowledge organization systems; information flow;
knowledge diversity; under-resourced languages; parallel corpora; translated texts

1. Introduction

The impact of the digital revolution on the preservation, organization, and sharing of human
knowledge encoded by languages constitutes an extraordinarily rich phenomenon, characterized by
both productive opportunities and obstacles and threats.

In the first place, digital has created tremendous opportunities in terms of accessing knowledge.
Indeed, more people and especially persons belonging to minority communities can enjoy knowledge
more easily, quickly and cheaply. New technologies also constitute a step forward in terms of public
inclusion and awareness. In fact, the general public can be included and integrated, thanks to social
networks and collaborative platforms, to provide mass dissemination of human knowledge.

Nevertheless, there are numerous barriers that prevent the sustaining of knowledge diversity.
Language is the most important barrier; as language diversity is decreasing, the preservation and
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transmission of such knowledge is at risk. The ever growing scientific and political interests in
making knowledge open, accessible and sustainable has sparked major interest in many parts of the
scientific community. Some disciplines have been concerned with problems of knowledge preservation,
organization and dissemination for a long time. Library and Information Science (LIS) is such a
discipline [1]. As a gateway to knowledge and culture, the field of LIS holds a long history on collecting,
storing, organizing, and sharing access to knowledge. To this purpose, Knowledge Organization
Systems (KOS), Information Retrieval Systems (IRS) and metadata exchange standards, among others,
have been developed to meet the opportunities arising through the development of new technologies.
Collections of the world’s great libraries have been made available to the public through large-scale
digitization. The Online Computer Library Center (OCLC) dedicated to the public purposes of
furthering access to the world’s information produces and maintains WorldCat, the largest online
public access catalog (OPAC) in the world. WorldCat itemizes the collections of 72,000 libraries
in 170 countries and territories. Multilingual online digital libraries and archival projects collect
documents and make them available to a wide audience: the Wikisource project (https://wikisource.
org), an online digital library of free content textual sources, the Internet Archive project (https:
//archive.org) building a digital library of Internet sites and other cultural artifacts in digital form
such as books and audio records, or the Gutenberg project (https://www.gutenberg.org) offering over
56,000 free written and audio eBooks and especially older works for which copyright has expired in
more than 50 under-resourced languages. Those ongoing projects have made and continue to make
significant progress in the preservation of knowledge and language diversity.

A large but still modest number of languages, close to a hundred, have the so-called Basic
Language Resource Kit (BLARK): monolingual and bilingual corpora, machine-readable dictionaries,
thesauri, part-of-speech taggers, morphological analyzers, parsers, etc. [2,3]. This means that, as
mentioned by Scannell [4], over 98% of world languages lack most, and usually all, of these language
resources. Consequently, these languages and subsequently, knowledge encoded in these languages
are threatened and their preservation is at risk. Digital language resources can help prevent the
disappearance of diverse knowledge systems, ensure their preservation and transmission, and foster
their cross-fertilization.

Even for well-endowed languages, parallel corpora, a valuable resource for sustaining linguistic
diversity, are rare despite the great need there is for them. Such corpora are often used for testing new
tools and methods to develop under-resourced languages. Because translated texts are de facto parallel
corpora, and because we know for a fact that translated language materials do exist in under-resourced
languages, using these translations can help build cheap, efficient, and reliable corpora for the purpose
of preserving under-resourced languages. Those translations are mostly available in print and still
awaiting digitization. They are all the more precious because, when translation does occur, it is
currently into commercially dominant languages [5–9].

2. The Role of Library and Information Science in Building a Global, Shared Knowledge Community

More than a century ago, Paul Otlet, the pioneer of Documentation Studies (known today as
Library and Information Science or LIS), envisioned a universal compilation of knowledge and the
technology to make it globally available. He wrote numerous essays on how to collect and organize
the world’s knowledge, culminating in two books [1,10]. As described in [11],

for Otlet the main questions were: how best was order to be introduced into this proliferating,
disorderly mass in such a way that progress in the world of learning could continue efficiently
and effectively ? How could rapid developments in all areas of knowledge, so characteristic
of the modern period, be mobilised for the benefit of society ? How could the international
flow of information, then obstructed (as it still is) by political, social and linguistic barriers
on the one hand, and by cumbersome, unresponsive systems of publication, distribution and
bibliographic processing on the other, become more open and more effective? How could
accurate, up-to-date, ’integrated’ information tailored specifically and exactly to particular
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needs be derived from this mass and reworked to a form ensuring immediate and optimal
usefulness. How could this especially processed information be made available without
hindrance or delay, whatever such potentially infinite, unpredictable needs might be?

One of the most active vectors has been the emergence of digital tools as a new dissemination
model for knowledge in a global context. The ever growing number of digital documents and scientific
and political interests in making them openly available all over the world has led to the creation of
new digital collections in a broad range of fields and languages. Several Registries of Open Access
Repositories (ROAR) hosted by national and international Organization or universities have been
developed. For example, The Library of Congress’s American Memory collection (https://www.loc.
gov) features approximately 164 million items in virtually all formats, languages, subjects, and periods.
These collections are broad in scope, including research materials in more than 470 languages and
multiple media. The Europeana collection (https://www.europeana.eu/), launched in 2008 and
funded by the European Commission, contains over fifteen million digitized paintings, drawings, maps,
photos, books, newspapers, letters, diaries, films, newsreels, etc., from fifteen hundred institutions.

However, the language barrier is a key issue that Knowledge Organization Systems (KOS) have
to address. Indeed, over time, the gap between languages of dominant nations or civilizations and
other languages has been growing. Although KOS include knowledge encoded in under-resourced
languages, their use and exploration is still limited. Thus, in an increasingly globalized context,
multilingualism has become a major preoccupation for the field of LIS and in particular for
Knowledge Organization Systems which have to be as fair as possible [12–14] to ensure and sustain
knowledge diversity.

3. Related Work

Over the last few years, there has been a growing interest and awareness among the scientific
community and locally among advocates of minority languages in sustaining and expanding the
existing resources in under-resourced languages and digitizing them in order to preserve and promote
knowledge and language diversity. Sustaining knowledge encoded in under-resourced languages
first needs the development of digital language resources. Parallel corpora are one example of such
resources. Building such corpora to develop under-resourced languages is becoming the focus of many
Natural Language Processing (NLP) scientific groups. Unlike monolingual corpora, the number of
available multilingual parallel corpora is limited. Building these corpora presupposes the existence of
translated language materials in under-resourced languages, where such resources are mostly available
in print and are awaiting digitization. Some research focused on religious texts such as the Bible as
a relevant source to compile massively parallel corpora [15]. This line of research, which entails the
compilation of many parallel corpora, has broken new ground and allowed computational linguistics
to handle an important number of under-resourced languages. More recently a Bible corpus was
created based on freely available resources with over 900 translations in over 830 language varieties [16].
In [17], the authors built a massively parallel corpus based on 100 translations of the Bible, emphasizing
difficulties in acquiring and processing the raw material. In [4], web-crawled corpora for many minority
and under-resourced languages have been created and several open NLP tools have been developed
for these languages in collaboration with native speakers. In [18,19], the authors created parallel
aligned POS tagged corpora in 12 major Indian languages (including English) with Hindi as the source
language in the domains of health and tourism.

For European languages, there is the JRC-Acquis parallel corpus [20], the first of the
sentence-aligned and pre-processed corpora distributed by the European Commission. In its latest
version, it comprised 22 languages, that is to say all of the current 24 official EU languages except for
Irish and Croatian.

There are also parallel corpora related to translated literary works (e.g., “Harry Potter”,
“Le Petit Prince”, and “Master i Margarita”) or translations from the web, mostly available for a
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set of closely related languages [16,21]. Most of these texts mainly concern well-endowed largely
known languages.

While there already exist alignment visualization tools of parallel corpora, such as ANNIS [22],
SWIFT Aligner [23], Cario [24], VisualTCA [25] and MkAlign [26], most of them focus on word
alignment. Even if some of these tools provide sentence alignment visualization, they just serve as an
intermediate step before lexicon level. There is no existing knowledge organization system allowing
users to explore knowledge from coarse to fine analyses. Moreover, sustaining knowledge diversity is
also the main focus of other research fields that are interested in how knowledge is produced, translated,
adapted, circulated and received by local cultures. In [27], the authors examined how one data hub is
working to become a relevant and useful source in the Web of big data and cloud computing. They
focused on the OCLC’s WorldCat data and explained how OCLC has begun work on the knowledge
graph and its active involvement with Schema.org to make knowledge useful throughout the Web.
In a recent work [28], the authors collected, analyzed and visualized through an online platform
(https://routes-traductions.huma-num.fr) metadata of nine masterpieces considered as sources of
knowledge and technology, from philosophy and mathematics to geography and medicine. One such
author, Hergé, has had his books translated into many languages. In [29], the author introduced and
described a new model for data curation and sharing by inviting colleagues around the world to
collaborate on Digital Palimpsest Mapping Projects (DPMPs), or “Deep Maps”. “Deep Maps”, curated
collaboratively by scholars in multiple locations, would put multilingual digital archives around the
globe in conversation with one another, using maps as the gateway.

4. New Paradigm for a Sustainable Knowledge Organization Model

We propose a new paradigm that will permit different types of volunteers and contributors to
take a part in the knowledge organization process in an efficient and dynamic way: while using
the knowledge system, volunteers and contributors who know the local culture and language can
participate by adding missed knowledge about a given translation of an original work. Volunteers and
contributors could be scholars or simply citizens interested in preserving knowledge diversity.

We define global knowledge GK about an original work ow as a set of knowledge k about different
translations of ow:

GKow = {Kt1
ow, Kt2

ow, . . . , Ktn
ow} (1)

where a knowledge Kti
ow about a given translation ti is a set of key properties as:

Kti
ow = {title, target_language, source_language, translator_name, publication_date, editor, f ull_text, comments} (2)

Figure 1 shows our model of representing some translations of Adventures of Huckleberry Finn,
along with a set key properties. Each translation has a relationship isTranslationOfWork to the original
work or to another translation from which it was translated. There can be multiple translations into
the same language.
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Figure 1. The global knowledge diagram representing a subset of existing translations of Adventures of
Huckleberry Finn in four languages.

4.1. Why Focus on Translations?

The World’s cultural and knowledge heritage is shared by being translated—it is how we learn
about other cultures and how other cultures learn about us. Our model is created with the aim to
recognize the fact that every body of knowledge is impacted locally as it is both written and read in
a specific context and culture. According to the UNESCO Index Translationum (http://www.unesco.
org/xtrans/) Figure 2 shows the world’s twenty most translated authors. The mystery writer Agatha
Christie has the distinction of being the world’s most-translated author with 7233 translations—almost
3000 more than the next most popular, Jules Verne.

Figure 2. The world’s twenty most translated authors.

4.2. Static Versus Interactive Knowledge Sharing Process

Unlike existing knowledge sharing models used by most digital libraries and collections,
we propose a new interactive model allowing end-users and volunteer scholars to contribute and to
share their knowledge about an original work through an interactive and online global knowledge
map (Figure 3) (called Deep Maps in [29]). The global knowledge map displays all knowledge about
all existing translations of a given original work. Each translation is represented by a node on the
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world map, which could be considered as “completed” when all required knowledge is provided and
“partially completed” when it lacks some knowledge such as the translator name or the full text. Nodes
are updated incrementally by end-users and scholars through the map.

Figure 3. The global knowledge Map representing existing translations of Adventures of Huckleberry
Finn. In this map, the bubble over Iceland is highlighted, displaying the relevant information for the
Icelandic translation.

4.3. Non-Collaborative and Exclusive Versus Collaborative and Inclusive Knowledge Curation Processes

As described above, digital libraries projects have taken up the role of data curation facing a range
of highly challenging issues considering the diversity of knowledge encoded in different languages
and in particular those encoded in under-resourced ones. Unlike the existing curation model where
knowledge is collected only by professional librarians or researchers, our model is based on a new
paradigm that includes transnational volunteers in the data curation process. Indeed, during the map
exploration, the end-user could edit any node to add missing knowledge. Content added by users are
then evaluated and validated by experts before being shared.

5. Experiments and Results

We conducted a first experiment of our model on Mark Twain texts. Mark Twain’s books
are some of the most well-travelled texts on the planet. As the UNESCO Index Translationum
(http://www.unesco.org/xtrans/) shows (Figure 2), the American writer is ranked 15th in the Top-20
of the most translated authors worldwide. His works have been translated into many languages [30]
including under-resourced languages. The novel Adventures of Huckleberry Finn [31] is one of the most
commonly translated of his books. Table 1 shows the scores of languages into which the book has
been translated. The list includes 22 under-resourced languages: Assamese, Basque, Bengali, Burmese,
Catalan, Chuvash, Farsi, Hindi, Indonesian, Kazakh, Kirghiz, Malayalam, Marathi, Moldovan, Oriya,
Sinhalese, Tamil, Tatar, Telugu, Turkmen, Uzbek and Yiddish. In many of these languages, there have
been multiple translations over time, reflecting different moments in history, and different ideological
perspectives on the part of the translators or publishers, as well as different attitudes towards the US,
childhood, minorities and minority dialects, race and racism, etc. Usually parallel corpora focus on
very specific and specialized domains which can be efficient but also show limitations for machine
translation. The advantage of using a work of fiction such as Adventures of Huckleberry Finn is that
it uses a very broad vocabulary linked to every day life, which makes it a valuable asset for those
languages that are currently lacking such computational resources.
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Table 1. List of languages Adventures of Huckleberry Finn was translated into.

Languages

1. Afrikans 17. Estonian 33. Korean 49. Slovak
2. Albanian 18. Farsi 34. Latvian 50. Slovenian
3. Arabic 19. Finnish 35. Lithuanian 51. Spanish
4. Armenian 20. French 36. Macedonian 52. Swedish
5. Assamese 21. Georgian 37. Malay 53. Tamil
6. Basque 22. German 38. Malayalam 54. Tatar
7. Bengali 23. Greek 39. Marathi 55. Telugu
8. Bulgarian 24. Hebrew 40. Moldovan 56. Thai
9. Burmese 25. Hindi 41. Norwegian 57. Turkish
10. Catalan 26. Hungarian 42. Oriya 58. Turkmen
11. Chinese 27. Icelandic 43. Polish 59. Ukrainian
12. Chuvash 28. Indonesian 44. Portuguese 60. Uzbech
13. Croatian 29. Italian 45. Romanian 61. Vietnamese
14. Czech 30. Japanese 46. Russian 62. Yiddish
15. Danish 31. Kazakh 47. Serbian
16. Dutch 32. Kirghiz 48. Sinhalese

5.1. Data Curation

We started out by calling on the international community of Mark Twain scholars as well
as Translation Studies scholars in order to identify existing translations in different languages.
A globalized and transnational approach to Mark Twain is currently trending within that community.
There is a growing interest in how Mark Twain’s ideas and texts were translated and interpreted in
different languages and especially the rarer ones.

In addition to the bibliographical survey carried out in [30], the Twain scholars and volunteers
community provided us with a compiled list of additional references through, for example,
field research at the UNESCO in Paris. In the compiled list resulting from those different inputs,
each item includes the title in the target language, the first year of publication, the name of the
translator and the publisher, when available. Using the title in the target languages, we crawled the
web and mined online digital libraries and national archives in order to find the full texts. In some
cases, we came across the full online version that was in the public domain (provided by public
institutions) in which case we downloaded them, whatever their format. When dealing with versions
in pdf or epub format, we converted them into text format that could later be processed. There
were other instances when we knew of an existing version but it was not readily available online.
In that case, we turned to the national libraries and archives and asked them if they were willing to
collaborate with us by digitizing their printed versions. Table 2 shows collected metadata (the title,
the language, the translator name, the year of publication, and the publisher house) as well as full text
files concerning Adventures of Huckleberry Finn translations. In total, we collected 62 metadata and 30
full text files concerning 22 under-resourced languages. Volunteer contributors and scholars provided
us with 34 metadata and 7 full-text files. The crowdsourcing provided us with 18 metadata and full
text files, and five translations were collected by crawling different digital libraries collections.
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Table 2. Collected knowledge about the Adventures of Huckleberry Finn translations.

Language Under Resourced
Metadata Collected by Full-Text Collected by

Web
Crawling

Volunteers/
Experts

Crowdsourcing Web
Crawling

Volunteers/
Experts

Crowdsourcing

1. Albanian *
2. Armenian *
3. Assamese * *
4. Burmese * *
5. Chuvash * *
6. Estonian *
7. Farsi * *
8. Greek *
9. Hindi * *
10. Icelandic *
11. Indonesian * *
12. Kazakh * *
13. Kirghiz * *
14. Korean *
15. Latvian *
16. Lithuanian *
17. Macedonian *
18. Malay *
19. Malayalam * *
20. Marathi * *
21. Moldovan * *
22. Oriya * *
23. Serbian *
24. Sinhalese * *
25. Slovak *
26. Slovenian *
27. Tamil * *
28. Tatar * *
29. Telugu * *
30. Thai *
31. Turkmen * *
32. Uzbech * *
33. Afrikans * *
34. Chinese * *
35. Georgian * *
36. Hebrew * *
37. Japanese * *
38. Vietnamese * *
39. Yiddish * * *
40. Arabic * *
41. Bengali * * *
42. Catalan * * *
43. Croatian * *
44. Czech * *
45. Danish * *
46. Dutch * *
47. Finnish * *
48. Hungarian * *
49. Norwegian * *
50. Polish * *
51. Portuguese * *
52. Romanian * *
53. Russian * *
54. Spanish * *
55. Swedish * *
56. Turkish * *
57. Ukrainian * *
58. Basque * * *
59. Bulgarian * *
60. French * *
61. German * *
62. Italian * *

5.2. A Crowdsourcing Approach for Text Collection and Transcription

Due to the significant number of existing translations and the growing number of digital versions
made available online, the crowdsourcing allowed us to gather data that would have otherwise been
beyond our reach. Crowdsourcing helped reduce the amount of time spent on the task, increase the
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variety and the range of the data covered (such as identifying translations which are not indexed in
public databases). We used the figure-eight (https://www.figure-eight.com/) crowdsourcing platform.
The parameterization of the experiment was as follows: as we are looking for translations over the
world, we have not limited the geographic location of the contributors. Each task consisted of a
set of nine questions (i.e., units in the figure-eight terminology) and completing the task will earn
$0.25 (instead of $0.15 recommended by figure-eight). First, we asked people to use search engines
or online catalogs to look for existing translations in their native language. Then, we asked them if
they could find the translator’s name, the first year of publication, the publishing house, the URL of
the cover, the bibliographic record, and available public digital versions. Because of the complexity
of the task, the crowdsourcing approach did not appear to be the best option. We assumed that the
cultural background of crowdsourcing workers would not allow them to complete the task efficiently
but it turned out that they managed to provide us with valuable and reliable information. One week
after launching the job on the figure-eight platform, we received 710 judgments covering 31 different
languages. After data cleaning, we collected 29 translations in 22 languages of different formats
(html, text, pdf, and epub).

In a second step, we used the figure-eight platform to transcribe digital versions that came as
images, whether from local institutions or collected from the web. The task asked workers to transcribe
the text of one page as is, including misspellings and abbreviations. Figure 4 shows the example of the
transcription task for the Bengali text.

Figure 4. Example of the Bengali transcription task. The digitized image is at the top. Below it is the
task instruction.

5.3. Data Alignment for Building Parallel Corpora

In a previous work [32], we collected a corpus containing Adventures of Huckleberry Finn
translations in 22 different languages as a basis for developing parallel corpora for under-resourced
languages. In this study, we focused on the Basque translation as it is an under-resourced language.
The paragraph and word alignment algorithms are modest compared to the current cutting-edge
of NLP, but the tool is nonetheless significant as an example of how to apply “just enough” NLP in
the service of research priorities shaped by another field such us Library and Information Science or
Translation Studies.

To get paragraph alignments in each chapter, we divided chapters into three major categories
based on the differences in their paragraph counts compared to the original English version: exact-match,
large-difference, and small-difference. Different paragraph aligners may apply to different categories.

For exact-match chapters, our hypothesis is that their paragraphs were translated one to one.
No further paragraph alignment methods are needed. This hypothesis has been confirmed for most of
the exact-match cases by the human validation experiment.

Large-difference cases are normally caused by different ways of splitting quotations. Thus, we
provide a text pre-processing option before paragraph alignment when long quotations have been
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found under large-difference cases. This pre-processing option splits quotations into paragraphs
according to the same standard in all translations. Experiments have shown that it can significantly
reduce differences in paragraph counts and sometimes move a chapter from the large-difference category
to the small-difference category.

For the majority small-difference cases, we started with applying the frequently used Gale–Church
Aligner [33]. Here, we treated paragraphs as sentences so as to feed them into sentence aligners.

We applied IBM word-alignment models (of which there are five iterations) [34] to our
aligned paragraphs. For each word in the original English corpus, the IBM models produce
a list of possible translations in the target language and calculate a probability score for each
English–Translation pairing.

To assess the reliability of these alignment pairs, we used a Top-5 accuracy score as our evaluation
metric. First, we selected the most frequent words from the original English text. We then extracted
the five translated words in the target language with the highest probability scores, produced by the
aforementioned IBM models. Next, we fed these five translations into a machine translation program
(Google Translate) in the target language and checked for an appearance of the original English word
in the resulting English translation.

With the goal of producing high accuracy word alignment pairs, we executed the process
above with varying parameters—different IBM Models (Models 1 and 2) and pre-processing setups
(i.e., removing punctuation marks, lower-casing tokens, and applying different tokenizers). After these
evaluations, we found that applying the most simple algorithm, IBM Model 1, to the text without any
of the aforementioned pre-processing steps produced the most accurate results, with an acceptable
Top-5 accuracy score of 40.0% for the 50 most frequently-appearing English words.

5.4. The Rosetta Dashboard for Fine-grained Knowledge Circulation Analysis

In addition to the online global knowledge map, we developed an online platform, the Rosetta
Dashboard, allowing scholars in different research fields to access knowledge through a parallel reading
environment and visualizations. The Rosetta Dashboard allows users to easily see patterns of structural
and cultural divergence between the source text and translations, at different levels of granularity.
In this section, we show an example for the user side of it. Starting with the main global knowledge
map page, as shown in Figure 5, each cell value corresponds to the number of paragraphs in its
chapter (row) and language version (column). A cell’s color varies with the difference in the paragraph
count, compared with the original English version. By referring to the legend below, we can have
immediate general impressions of the paragraph count, such as: the paragraph count for the Basque
and Hungarian translations are closer to the original English version compared to other languages
(columns), and the number of paragraphs of Chapter 1 and Chapter 10 are close for all ten translations.

By clicking any target language label at the top of the heat map, a user can jump to the
corresponding translation page, as shown in Figure 6. On this page, all 43 chapters are categorized
into several groups by their paragraph count difference. For instance, in the Basque translation, we see
that there are 36 chapters whose paragraph count difference is equal to or less than 2, including nine
chapters where the paragraph count is an exact match to the original version.

We may apply different prepossessing and paragraph alignment algorithms to different kinds of
chapters. This pie chart also provides useful information for algorithms selection.

A user can jump back to the main page by clicking the “43 chapters” label in center of the pie chart.
Selecting the chapter cell in the target language (column) takes the user to the paragraph alignment
page for the corresponding language and chapter, as shown in Figure 7. The paragraph alignment page
contains re-organized paragraphs from two languages. The aligned ones are shown close to each other
in horizontal position. Mousing over one paragraph will highlight the related aligned paragraphs.
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Figure 5. Paragraph counts from Chapter 1 to Chapter 10 in English, Basque, Bulgarian, Dutch, Finnish,
German, Hungarian, Polish, Portuguese, Russian and Ukrainian of the novel Adventures of Huckleberry
Finn. Heat map color varies with the difference of paragraph counts in the corresponding chapter.

Figure 6. Pie chart of the chapter distribution of Basque translation compared with the original
English version.
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Figure 7. Paragraph alignment of Chapter 36 between the original English (left) and Basque translation
(right) of the novel “Adventures of Huckleberry Finn”.

6. Materials and Methods

Our source code and the relevant corpora used are available online on GitHub at the URL:
https://github.com/zzcoolj/rosetta. The online Dashboard is available at the URL: https://rosetta.
univ-lille.fr/rosetta-translation-dashboard/.

7. Conclusions

We proposed and experimented a new collaborative and inclusive model for Knowledge
Organization Systems (KOS) for sustaining cultural heritage and language diversity. Our first
experiment was conducted on translated fictional texts and in particular the world-famous and
well-traveled American novel Adventures of Huckleberry Finn. This paper reports on 62 metadata and
30 full text collected files including 22 under-resourced languages. The data curation process was based
on contributions of end-users as well as scientific and scholarly communities from across borders,
languages, nations, continents, and disciplines. Collected translations were processed to build 10
parallel corpora that are sentence-aligned pairs of English with Basque (a European under-resourced
language), Bulgarian, Dutch, Finnish, German, Hungarian, Polish, Portuguese, Russian, and Ukrainian,
processed out of 30 collected translations. More translations are being collected and processed
throughout the project’s duration.
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