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On the partial regularity theory for the MHD equations
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Abstract

We generalize here the celebrated Partial Regularity Theory of Caffarelli, Kohn and Nirenberg to the
MHD equations in the framework of parabolic Morrey spaces. This type of parabolic generalization using
Morrey spaces appears to be crucial when studying the role of the pressure in the regularity theory for
the classical Navier-Stokes equations as well as for the MHD equations.
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1 Introduction

In this article we study regularity results for the incompressible 3D magnetohydrodynamic (MHD) equations
which are given by the following system:

B =AB—(U-VYB+(B-V)U+G, div(B)=div(G)=0, (1.1)
U(0,2) = Up(z), div(Up) = 0 and B(0,z) = By(x),div(By) =0,  x € R3,

where U, B : [0,T] x R3 — R3 are two divergence-free vector fields which represent the velocity and the
magnetlc ﬁeld respectively, and the scalar functlon P :[0,T] xR® — R stands for the pressure. The initial
data Uy, By : RS — R3 and the external forces F, G : [0,T] x R —s R3 are given.

Of course, when the magnetic field B becomes the zero vector, the MHD equations (1.1)) are reduced to
the 3D classical Navier-Stokes equations

U =AU —(U-VYU-VP+F,  divl) = div(F)=0. (1.2)

It is worth noting here that for the Navier-Stokes equations there are two different regularity theories. The
first one, known as the Serrin local theory [19], is essentially based on a control of the velocity vector field
of the type U € (LFL%)joe with 2 —|— < 1 (the case 5 + 2 = 1 was proved by Struwe [20] and Takahashi
[21]) and with this assumption 1t is poss1ble to obtain a Iocal gain of regularity of the solutions of (1.2)).
One very important feature of this theory is the fact that no particular restrictions are asked to the pressure
P which can be a very general object (for example we can ask P € D’). However, this generality implies
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paradoxically some constraints and the gain of regularity is only obtained in the spatial variable as the tempo-
ral regularity is linked to some information on the pressure (see Section 13.1 of [15] for this particular point).

The second regularity theory, known as the partial reqularity theory, is due to Caffarelli, Kohn and
Nirenberg and it was developed in [3]. In this case the local boundedness assumption is replaced by local
energy estimates and with some additional hypothesis on the pressure P (usually P € (Lf?m)loc for some
1 < go < 4+00) we can deduce a gain of regularity in both variables, space and time.

These two points of view are of course quite different since they rely on different techniques and require
different hypotheses. However it is important to point out that a common treatment of these two theories
can be performed by using the framework of parabolic Morrey spaces Mfg (see formula || below for a
precise definition of these functional spaces). Indeed, O’Leary [16] generalized Serrin’s theory by replacing
the local Lebesgue hypothesis with a local information expressed in terms of parabolic Morrey spaces, while
Kukavica [I1] proposed a generalization of Caffarelli-Kohn-Nirenberg’s theory using this parabolic frame-
work. An interesting point of this common framework appears clearly when studying the role of the pressure
in the Caffarelli-Kohn-Nirenberg theory for the classical Navier-Stokes equations, indeed, as it is shown in
[], the language of parabolic Morrey spaces is a powerful tool which allows to mix, in a very specific sense,
these two regularity theories.

In a recent article [5], we have generalized to the MHD equations the local regularity theory using
parabolic Morrey spaces. The aim of this article is now to generalize these techniques in order to study the
partial regularity theory for the MHD equations and we will deduce here parabolic Hélder regularity for the
solutions of theses equations in small neighborhoods (see Theorem (1| for a precise statement).

Note that the Caffarelli-Kohn-Nirenberg theory has been investigated for the MHD equations (see [9],
[10]), but to the best of our knowledge the generalization using parabolic Morrey spaces is new and we find
this approach interesting since this framework admits some important applications.

The plan of the article is as follows: in Section [2] we introduce some notation and we state the main
theorem. In Section [3| we present, under some particular assumptions, the general strategy for proving
Theorem [1] while in Sections and [6] we deduce these assumptions from the general hypothesis of the
partial regularity theory. Finally, in Appendix [A] we recall some useful properties of Morrey spaces and in
Appendix [B| we give the proof of a technical lemma.

2 Notation and presentation of the results

The starting point of this work relies on the use of the Elsasser formulation for the MHD equations (see [7])
which enables us to obtaln a more symmetrlc expressmn of the problem considered here E More precisely,
if we define @ = U + B b=U — B f F+G and § qg= F— G then the original system becomes

—

Hi=Ad—(b-V)i—VP+f, div(d)=div(f)=0,

— -,

=Ab— (@-V)b—VP+g, div(b)=div(7) =0, (2.1)

5
S

t
@(0, ) = @o(x), div(ip) =0, b(0,z) = bo(x), div(by) = 0,

where, since div(i@) = div(b) = 0, we have that P satisfies the equation

3
— ) 9:0;(uiby), (2.2)

1,j=1

!This approach is interesting since we will assume the same hypotheses on the variables U and B.



and from this equation, we remark that the pressure P is only determined by the couple (, 5) We will
see that in Sectlon [4] this equation is crucial when doing pressure estlmates Remark in particular that the
solution (#,b) to ( (2-1) has the same regularity as the solution (U, B) to (L)), so all the rest of the article
will be devoted to study the regularity of the couple (, b)

Now, let © be a bounded domain of ]0, +oo[xR3, we assume the following (local) hypotheses:
@,be LPL2 N LZHLQ),
P e L{,(Q) with 1 < go < 3, (2.3)

10

f.€ L, (Q).

3
Remark 2.1 Without loss of generality, we can assume that P € L, (Q), as this sole condition implies the
hypotheses P € th(Q) in the whole range 1 < qp < %

We will say that the couple (, b) € L°L2 N L2H() satisfies the MHD equations (2.1) in the weak sense
if for all @, ¢ € D(Q) such that div(@) = dw(qﬁ) 0, we have

(8yit — AT+ (b- V)T — fl@)prxp =0,

(06 — Ab + (i - V)b — @) prxp = 0,

note that if (4, I;) are solutions of the previous system, then due to the expression 1' there exists a pressure
P such that (2.1) is fulfilled in D'.

The class of weak solutions is too wide for our purposes and we need to reduce the set of admissible
solutions and actually we will only work with a very specific subset given by the following definition.

Definition 2.1 (Suitable solution) Let (@, P,b) be a weak solution over Q of equations . We will
say that the (i, P,b) is a suitable solution if the distribution p given by the expression

po= =o(|af + o) + A + b]*) = 2(V @ d* + |V @ )
~div ((1@\2 +2P)b+ (|2 + 2P)ﬁ) +AFT+G D),
is a non-negative locally finite measure on Q.

It is worth noting here that from the set of hypotheses (2.3) we can deduce that u is well defined as a
distribution but we will need to assume its positivity, which is the whole point of suitable solutions.

We still need to introduce one more ingredient which is related to the parabolic structure of the functional
spaces we are going to work with. We consider the homogeneous space (R x R3, d, \) where d is the parabolic
quasi-distance given by

d((t,x), (s,)) = |t — |7 + | —y, (2.4)

and where A is the usual Lebesgue measure d\ = dtdx. Remark that the homogeneous dimension is now
N = 5. See [§] for more details concerning the general theory of homogeneous spaces. Associated to
this distance, we can define homogeneous (parabolic) Hélder spaces C*(R x R?, R?) where o €]0,1[ by the
following condition:

Pt z) — B(s,9)| < +oo, (2.5)

[Allga = sup
(ta)#(5.) (|t —s[E 4o — y|)

3



as we can see this quantity captures Holder regularity in both time and space variables.
Now, for 1 < p < q < 400, we define the parabolic Morrey spaces ./\/lf:g as the set of measurable functions
@: R x R* — R3 that belong to the space (L{,)ioc such that |8l pgpea < 400 where

1
- 1 S ?
Gl = s (e [ [ Jetapdsar ) (26)
" (to,x0)ERXR3,r>0 \ 1 q [t—to|<r2 J B(zo,r)

Remark in particular that we have M{?? = L{ , and we will list some useful properties of these spaces in
Appendix [A]

These parabolic spaces are very useful in the analysis of the properties of the solutions of the Navier-
Stokes equations, hence of the MHD equations and their properties appears to be more and more useful in
the study of some PDEs. See for example [4], [5], [6], [I1], [16], [I7] and the book [15].

We can now state our main theorem which studies the Holder regularity of suitable solutions of the MHD

equations ([2.1)).

Theorem 1 Let Q be a bounded domain of |0, +oo[xR3. Let (i, P,b) be a weak solution on Q of the MHD
equations (2.1)). Assume that

1) (4, l_;, P, ﬁg) satisfies the conditions ,
2) (i, P, 5) is suitable in the sense of Deﬁnition

o o 10 10
3) we have the following local information on f and §: lof € ./\/lt,m’Ta and 1ag € Mt’m’Tb for some
Tay Tp > % with 0 < a < %

There exists a positive constant €* which depends only on 14 and T, such that, if for some (tg,xo) € §2, we
have 1
limsup// IV @ a@? + |V @ b2deds < €, (2.7)
r—0 T Jto—r2,to+r2[x B(zo,r)

-,

then (i, b) is Holderian of exponent a in a neighborhood of (to,zo) (in the sense of ) for some small o
in the interval 0 < a < %

Some remarks are in order here. First, since we are assuming some control in the pressure (see Remark
above) we can obtain regularity results in time and space variables which is expressed here in terms of
parabolic Holder spaces. Remark also that the parameters 7, and 7, that define the Morrey spaces for the
forces f and ¢ are linked to the exponent « of the expected Holderian regularity and this is somehow natural
as the information given by the external forces is not involved in the nonlinear terms and must be taken into

R 10
account. Note now that since % < % < T4, Tp, then by Lemma |A.2[ the local conditions 1o f € Mtfx’ﬂl

10 o 10
and 1qog € ./\/ltfx’ﬂ’ are stronger than the conditions f,g € L;7,(Q) given in l' and this fact explains the
third hypothesis above. Finally, we note that the regularity obtained is only valid on small neighborhoods of
points for which we have (2.7)), and this justifies the designation of partial reqularity associated to this theory.

To end this section, let us remark that the set ¥g of points for which we have

1 . L.
limsup// IV @il + |V @ b|*dzds > 0,
T Jto—r2,to+r2[x B(xo,r)

r—0

is called the set of large gradients and from Theorem [I| and a standard Vitali covering Lemma it can be
deduced (see Section 13.10 of the book [I5]) that the parabolic Hausdorff measure of the set 3¢ is null,
which means that this set is actually very small.



3 Proof of the main Theorem

The strategy of the proof of Theorem [I] is based on regularity results of solutions of parabolic equations.
Indeed, following a classical result given in the book [12] (see also the article [I3]) we have the following
lemma (stated using parabolic Morrey spaces and borrowed from Proposition 13.4 of the book [15]):

Lemma 3.1 (Holder regularity) For v, 3 : [0, +00[xR3 — R3 two vector fields, we consider the follow-
mg equation
Ay U(t, ) = AT(t, z) + B(t, x),
(3.1)
7(0,z) = 0.

Assume moreover that we have the information d e Mfﬁf;qo with 1 < pg < qo, % < qo < 3 and q% = 2—?@’

0<ax< % Then the function ¥ equal to O fort <0 and to

t
ﬁ(t,x):/ =98P (s, ) ds,
0

fort >0, is a solution of equation that is Holderian of exponent o with respect to the parabolic distance
:

Of course, as we only have local hypotheses, we can not apply directly this lemma to the MHD equations
and the first step is to localize our framework: we fix the point (tg,xo) considered in the hypotheses
of Theorem [1] and we construct two auxiliary non-negative functions ¢, : R x R3> — R by the conditions
©,7 € C(R x R3 R)

and such that

(3.2)
Yp=1lon]— T167 %6[><B(O, %)

Remark in particular that ¢» = 1 on the support of ¢ and thus we have the pointwise identity ¢ = ¢ in
R x R3. Now, for a small fixed Ry such that 0 < 4Ry < ty we define

N t—to T — X 7 . -,
o) = o (Gt ) = o+ (3.

as we can observe, we have the identity U =i+bon asmall neighborhood of the point (tg,xg) and the
support of the variable U is contained in the parabolic ball of the form

QRO (to, xo) :]to — R%, to + R%[XB(ZC(), Ro) (34)

When the context is clear, we will write Qg, instead of Qg,(to, o) and for usual (euclidean) balls we will
write Bpg, instead of B(zg, Ry). We will assume moreover that Ry is small enough to grant that

Qary(to, wo) C €. (3.5)

2 2 —
Note now that, since 0 < 4Ry < to and supp(¢p) Clto — If—g,to + If—g[xB(aco, %), we have U(0,x) = 0 and we
obtain the following equation
OU(t,z) = AU(t,z) + D(t, ),

—

U0,z) =0,

(3.6)



where

3
B = (96— A0)(i+5) -2 (09) D@+ 1)~ (G- V)i + (@ V)b) ~2(VP)+9(F+3).  (37)
@ = ) 5 @ ©

Thus, in order to apply Lemma we only need to proof that the function o belongs to the Morrey space
Mf};;qo with 1 < pg < qo, % < (o < 3 and q% = 2_?0‘, l<ac< %: then due to the formulas 1D and 1)
it is straightforward to deduce that the function « + b is Holder regular of order « on a small neighborhood
of (to,zp) contained in the parabolic ball Qg,.

Remark 3.1 Since the hypotheses on i and b are completely symmetric, it is possible to perform a separated
study of 4 and b in order to obtain the Hélder reqularity for each one of these variables. As the computations
are exactly the same, for the sake of simplicity, we prefer to study the function i + b.

The fact that ® € ./\/lf’om’qo will made possible as long as we have some interesting estimates of the
constitutive terms of (3.7). In this sense we have the following proposition:

Proposition 3.1 Let R, Ry, R3 be three real numbers such that
0< fﬁ)<if%1<:]%2<:1%3<< 2fﬁ)<ito

and consider (i, P, l_;) a suitable solution of MHD equations over () in the sense of Definition . In the
framework of the general assumptions of Theorem[d], assume moreover that on some parabolic neighborhood

Qr,(to, z0), Qr,(to, o) and Qr, (to,zo) of type we have the following information:
1) 1gp, 4, ]lQRSEE Mi’;o for some 79 > 2,

2) 1,V @i, 19, V®be MPT with £ =L +1

t,x T0 57

3) ]lQRzl_l:7 ﬂQRQBE M0 with % + T—lo < PTOL’

t,x

4) for all 1 <i,j <3 we have HQRI%(uibj) € Mf; with pg < p < 400 and qp < q < +00,

R 10 a — E)
5) Lgp, f € Mtﬂr’T and 1, g € M, " for some Tq, Ty > 52

2—a’

then we have that all the terms of , and therefore the function o itself, belong to the Morrey space
M’;’Oz’qo with 1 <po < ¢ and 5 < g9 < 3 whereqiozzf?a with 0 < o < &

Remark 3.2 Note that Theorem |1] follows at once if we have the conclusion of this proposition: we only
need to apply Lemma to obtain that the function U defined in 18 Holderian of exponent o and since
the information over @ and b is symmetric, it is easy to obtain that the couple (u,b) is itself Holderian of
exponent «.

Remark 3.3 The upper bound 1 < pg < g given in Proposition is technical and ensures the condition
po < qo. Note in particular that in Lemma the Holder reqularity exponent 0 < a < % s only related to
the parameter qo and not to pg.

Remark 3.4 [t is important to mention here that the term %(uibj) in the hypothesis 4) is related to the

pressure term VP in (3.7). Note however that in Proposition we do not state any particular assumption
on the pressure P but, as we will see later on, in order to obtain the hypotheses 1)-5) of this proposition we
will need the information P € Lg?x(Q) with 1 < qo < % as stated in the general framework .

6



Remark 3.5 The points 3) and 4) of the hypotheses will be deduced later on from the points 1), 2) and 5)
and this explains the fact that we need to reduce the support of the information as some extra localization
properties are needed here. See Section[f] for more details.

Proof of Proposition Assuming for the moment the information stated in the points 1)-5) we will
study each term (a)-(e) of (3.7) separately.

(a)

Since we have by the point 1) the information 1¢ Rs u, 1o Rgl; € M?;O for some 7y > 5, then it is easy to
obtain that (0,0 — A¢)(u +b) € Mf?x’qo. Indeed, since ¢ is a smooth function, then due to its support

properties (see (3.3)), from the first point of Lemma from Lemma and since 1 < pg < g,
% < o < 3, we have

|@0 - a0+ 5>HMPO o < Ol (@ 4+ B)| om0 < CllLop, (@+ ) 0 < +o0.

For the second term of (3.7 we use the information given by the point 3) of the hypotheses of Propo-
sition Thus, by the Holder inequalities in Morrey spaces (see Lemma [A.1]) we obtain

@)@+ 5| ey < I1M0m, Dl gz (L0, Osl 2 + L1 OBl 22 )
t,x ’ 5T ,T

where - + % <landl4+Lt=1 moreover, by Lemmam we have for 71 > qo:

1
p1 Po q1 q2 qo’

H@@x@w+ame%_ (I0k, ¥ @ @l 2 + L0, ¥ @ Bl 21 ) < +0x.

Note that since 1 < pg < %, the condition p; > 3 is enough to satisfy p% + % <
: 1 _ 2-a 1 1,1 1 _2«a 1 - 2=a 1
since ;- = =3 and T g T 5 we should have o= o < = =

T0 > %, this is possible as long as ¢; is big enough.

p%' On the other hand,
— 1l-a
=5

— L thus since
0

We study the term Hgf) ((6 V)i + (i - 6)5) HM”O"*O' Since 1 < po < 2 and 5 < g9 < 3, by Lemma |A.2
t,x

by the Holder inequalities in Morrey spaces and using the information of points 2)-3), we have:

o (-0 699 = i, (695 @98
< O (I11Qr, bl vz 1 10r, V @ Tl 2
1 Ln, 31T, V @ Bll 2 ) < +o,
Where we have 5 + 71 <L e but since qi ZfTO‘ and 711 = ;10 + %, the previous conditions is equivalent

to 5 + = TO < 5 , which is exactly the condition stated in the point 2).
The term that contains the pressure can be treated as follows: by the formula (2.2) we have

Z 0;0;(u;b;), so we need to study the quantity

’Lj 1
\Y
¢ ((_A)ﬁiaj(wbj)> '

but since we assumed in 4) that 1q, (_ﬁA) ;0;(uibj) € ./\/lf; with pg < p < +00 and qp < q < +o0,
then by Lemma [A.2] we obtain for all 1 <i,j < 3:

)

P0-490
M

3
69 Py < 3

ij=1

\%) V8;0;
H¢ < (—A) (uz ) || ]lQRl ?A;(ulb]) < +o00.
M7 My



e) For the last term of (3.7)), we need to stud F+ o:d0 but since 1 < po < L2 and since
y Dl pee p -

do = 575 < Ta, Ty, then from the first point of Lemma and from Lemma we have
1607+ Dl < O, (74, 18 iy < (MQR o e, ., ) < 4o
This completes the proof of Proposition |

As mentioned in the Remark Theorem [T] follows from the Proposition so it suffices to show the
five hypotheses stated in Proposition i.e. we will prove points 1)-5) from the general hypotheses of
Theorem To be more precise, the points 1) and 2) will be shown in Section |5 by using the estimates
given in Section [4] while the points 3) and 4) will be verified in Section [6] Note also that since R3 < 2Rq
and Q4gr, C 2 by , then hypothesis 5) of Proposition follows from the third hypothesis of Theorem
m

4 Local bounds

Remark that all the information assumed in the hypotheses of Proposition is presented in the framework
of Morrey spaces, thus to carry on our study it will be useful to fix some averaged quantities: for a point
(t,z) € QR,(to,z0) and for a general radius 0 < r < Rs, following the notation we consider the
parabolic ball

Qr(t,z) =]t — 12, t + r*[xB(z,r),

and when the context is clear, we will write @, and B, instead of Q,(t,x) and B(z,r).

We define now the following dimensionless quantities (in the sense that they are scale invariant):

1 _, 1 -
At,z)=  sup /( [@(s, y)[2dy, or(t,5) =  sup /( Py

t—r2<s<t4r2 T t—r2<s<t4+r2 T

// IV @ (s, y)|>dyds, // IV @ b(s, y)|>dyds,
r(t,z) r(t,x)
3 3
(L, ) =3 //T (s, y)|’dyds, (t,x) =3 //T b(s,y)[>dyds, (4.1)
- 10 . 10
Dotr) =5 [ (fs) Fayas, ita) =5 ([ sl Fayas,
r7 Qr(t,x) rT r(t,z)

1 .
Prlt,2) = 5 // oy [P (s dyds with L <3

The aim of this section is to obtain two inequalities (given in Proposition and in Proposition below)
that involves all the previous quantities. These inequalities are necessary to apply an inductive procedure
that will lead us to some of the controls assumed in Proposition This inductive argument will be dis-
played in the next section.

In the following lemma we exhibit a first relationship between some of the terms in (4.1)) that will be
used in Proposition [£.1]

Lemma 4.1 Under the general hypotheses of Theorem [1], for any 0 < r < Rg, there exists an absolutely
constant C, which does not depend on r, such that we have

1 1
C} < C(A +B)2, and 75 < Clay+B)2.



Proof. We only detail the proof of the first estimate as the second follows the same computations. Thus,
by the definition of C, given in (4.1) and Holder’s inequality, we have

1
¢ =— HUHLB Q) = ot T HUH 10
r3 r2 3. (Qr)

Now we remark that we have the interpolation inequality | (¢, ')HL%Q(BT) < ||u(t, )HLQ(B )H a(t, )HLG 5, and

applying the Holder inequality with respect to the time variable, we obtain
2 3
T g Ik
Il s o, = 1l 2o 1210 00
For the L? LS norm of @, we use the classical Gagliardo-Nirenberg inequality (see [2]) to obtain
il L2rs 0,y < C <||V ® Ul 2r2(,) + WHL;%L%(Q,.)) )

and using Young’s inequalities we have

2 — 3 3
bl s, = Clillizrzq, (”V @il et ”“”2?%3(@,«))

IN

C (Il 1200 + IV @ @l 212(0,)) - (4.2)

1 1
Noting that || r2(q,) = r2A? and ||V ® @l 213 (g,) = 7287, we finally obtain Ci < C(A, + B,)} and
Lemma [41] is proven. [ |

We give now the first general inequality that bounds all the term defined in formula (4.1)).

Proposition 4.1 (First Estimate) Under the hypotheses of Theorem for0<r<§< %, we have

2 2 1 1
A+ B, +Oé7«+67"§c 5 (Ap +ap)+0 <(Ap+ap+ﬁp)8p2+(ap+Ap+B,,)65>

)

Proof of Proposition To obtain this estimate we will use the local energy estimate satisfied by
solutions of equation (2.1). It is crucial to choose here a good test function and following Scheffer [I8] we
will consider the non-negative function w € C§°(R x R?) defined by the formula

ty—=x s—1 R
(Sy)_r¢<p 7yp >0<7”2 )g(4r2+ts)(x_y)a 0<7‘<g§737 (43)

+Cp—7>,;70 ((A +B,)z + (a,,+ﬁp)%)

‘;\ﬂ
N[

+cb <DIO(A JFB)% 65° (ap + Bp)

Where ¢ € C5° (R x R3) is a non-negative function supported on | — 1,1[xB(0,1) and is equal to 1 on
] —%,2[xB(0,3) and 6 : R — R is a non-negative smooth function such that # =1 on ] — oo, 1[ and § = 0
on ]2, +00] and g+(x) is the usual heat kernel.

We gather in the following lemma some properties of this test function:

Lemma 4.2 Recalling that 0 < r < & (and thus Q,(t,x) C Q,(t,x)), we have



1) the function w is a bounded non-negative smooth function and its support is contained in the parabolic
ball Q,(t,x) and for all (s,y) € Q,(t,x) we have the lower bound w(s,y) > %,

2) for all (s,y) € Q,(t,x) with 0 < s < t+r* we have w(s,y) < %,

3) for all (s,y) € Q,(t,x) with 0 < s <t + 12 we have |Vw(s,y)| < T%,

N

4) moreover, for all (s,y) € Q,(t,x) with 0 < s < t+1r? we have |(0s + A)w(s,y)| < C;—S.

See the Appendix [B] for a proof of this lemma. Now, with this particular test function w, we can construct
the following local energy inequality

7 24 b 2 V @ i 2L IV @b(s,y)?) wis s
L (el + B nR) sty +2 [ [ (19 i) + 19 @ 5e0)?) wls.g)dya
i(s,y)|2 + |b(s, y)|? " w(s, S
< [ () + s, )) @+ At )y
+/< /R (I(s,9)]* +2P(s,y)) (b- V)w(s, y)dyds (4.4)
(I, )P +2P(s,) ) (@ V)w(s, y)dyds

w2 [ [ (Fo o) + 5000 - B)) (o)

Now, we define the quantities (|i]?), and (162 p as the following averages:

1

i)t 7) =
(1%),(t, ) |B(z, )| JB(a.p)

- 1 .
At Py, b0 = o [ P @)
’ ’B(xalO)‘ B(z,p)
and since @ and b are divergence free, for any test function ¢ compactly supported within B(x, p), we have
[ @RG-Sty =0 and [ (5 (@ V(e dy=o.
B(z,p) B(z,p)

these facts will allow us to introduce the averages (]ii?), and (\5]2)p in inequality 1' in order to use
Poincaré’s inequality. Indeed, we can rewrite the previous local energy inequality in the following manner

/1R3 (I )+ b)) wiry)dy + 2 /s<'r /Rd (IV @ (s, )2 + IV @ Bs, y)|*) w(s, y)dyds
< [ (s + s, 0)) 0+ ), ) s

# [ il = (a2),) 6 9 )ots, s

[ (P = (2, @ Dty

o[ . [, Pl (- o) + (- Dhos.) s

w0 [ [ (Flo) - its.) +5.9) - Bs.w) ol s

10



Using the properties of the test function w stated in Lemma we have:

1 . 1 . Lo
» [ 1A P B Pay o [[ 9 0 s + 9 @ b Pdyds
By Qr

7"2 N '
<ol / / (s 9)? + [B(s, )| Pdyds
1Y Q,

C . , 4.6
= Hu(s,y | s s+ [ ol = Q52| s s (49)
P

(H) (IIT)
w1l (sl o)) duds+ 5[]l )]+ 1)l s,
(v) V)

We will study each one of the previous terms separately. The first term on the right-hand side above is easy
to bound: indeed, by definition of the quantities A, and «, given in (4.1f), we get directly

r? 1 R 1 - r?
mc (s S jasgPdr s S FsPd) <A e @)
p t—p2<s<t+p? P JB, t—p2<s<t+p? P JB, p

The terms (I7) and (I1]) can be treated in the same fashion since we have symmetric information on the
functions % and b, so we only study one of them: indeed, for (II) we have

1 0 Lot - 2 12 e
742//% |li(s, y)* = (|i]*) Hb s,y)|dyds < — / . (s, )* — (| )pHL%(BP)”b(S")HLS(Bp)dSv

t—p
thus, by the Poincaré inequality we obtain

C t+,02 - 5 .
(1 < = t IV (a(s, ) ) s,)lb(s, )3 s,)ds

2
r —p?

C t+p? . . - .
< o 1 Mo I9 © Tl [ Masio s

< 2||u||L6L2 @IV @l oIl o

where we used the Holder inequality in the time variable in the last estimate. Now we remark that we have
the following bounds for ||| zs12(q,), IV ®@Ullr2 (q,) and [[bllzs (q,) (recall the expressions given in ):

R 1, 5 1 R 2 5 1
lillzorz(q,) < Cr2llullLerz(q,) < Cps sup / |i@(s,y)Pdy | = Cps.AZ,
t—p2<s<t+p? P JB,
- 1 1 - 2 1
IVl g, =r,2B; and (bl @, =%,

we obtain then

NI

2
(I1) < CZ A2B2+5 < CP AZB2 (0, + B,)
=P = YA Pe \ QX T Pp

1
where we used Lemma to estimate the term «;. Since the same computations can be performed for
(IIT) we have

2 . s
0% (A ap + 8008} + (ap + 4, + 5,57 ). w9

N

11
a; B3 (Ap + By)

N

(IT) + (IIT)

IN

2
C'T—2 (Ap82 (ap+By)2 +

IN

11



We study now the term (IV') of 1) Using Hoélder’s inequality, we have with q% +41 =1

dp

C
V)= [ 1Pl (10,01 B l) s < 1Py ) (11,5, + 5 )

0

Since we have O <cgp<3 5 and 3 < q, < 1 we can write

(V) < 1Pl 5% (el 10y )
r e Lt,?)z (QP) 3 (Q/’)

5 oy L
Since by definition (see expression 1' we have p(qo 2)73,?0 = || P L (Q,) and since by lb we have the
1 - 1 oy
estimates [|@]| 1o < Cp2(A,+ B,)2 and ||b|| 10 < Cp2(a,+ B,)2, then we obtain
i, < CH(Ay+ B and By < Cpblap+ 5,)

t,x T t,x T

=

2 1 i
(IV) gc%wgo ((A +B,)% + (ap+ B,) ) (4.9)

Finally for the last term (V') of (4.6) we have by the Holder inequality

C// Bl L (A 1 . .
= — fu—i—gbddeSC(f 10 Ul| 10 + ||g]|| 1w b 10 )
. Qp\ ||l +|g0] — LAl (Qp)H HLE(QP) I ”LZC( | H o

Recalling the control Hﬁ'HL% o) <C <HﬁHL§°L§(Qp) +|Ve ﬁHL?,A%)) (see inequality |i and since by

t,x P

=

1

—

1 - 7
1; we have the identities |71 12(q,) = P2 AR, IV © @z (o) = 0383, p3DF = ||f] g
P
7
p251° =gl w0 , we obtain:
Ltm P
p 10 1 1770 1
(V) < CZ (D" (Ap+ Bp)2 + 6, (a + ) (4.10)

Gathering the estimates (4.7)),(4.8]),(4.9) and (4.10)), we have

1 . 1 . .
» [ 1P Py [[ 9 0 s + 19 @ s Pdyds
Qr

T

2 2

< C%(Ap""ap) +C% <(Ap+ap+BP)BPQ + (aP+AP+BP)ﬁ3>

Since this estimate is uniform with respect of the time variable of the left-hand side, we finally can write:

o=

2 1 1
+ 5P (<A +By)? + (ap + 6,)%)

1 e
+cf< 15 (A, + B,)Z + 039 (a, + B,)

N

2 1 1
A + B, +ar+5r§0 5 (Ap +O‘p)+cp <(Ap+o‘p+ﬁp)83+(0‘p+Ap+Bp)55>

)
)

7 7
0] <Dr%“ (Ap +B,)% + 61 (ap + )
and Proposition is proven. |

[N

n C%P;? ((Ap +B,)% + (a, + B,)

NI

The second estimate that we need relies on a detailed study of the properties of the pressure and following
Kukavica [I1] we have:

12



Proposition 4.2 (Second Estimate) With the quantities defined in , under the hypotheses of The-
oreml and for0<r << R5 we have the estimate:

P, <C ((ﬁ)g_% (A,8,)% + <;>2q027>p> . (4.11)

In order to obtain the previous inequality we will first study a general estimate stated in the lemma below
and then (4.11]) will follow by a scaling argument.

Lemma 4.3 For 0 < o < 1 and for a parabolic ball Q. , there is a constant C such that whenever P €

LE(Q1) for1 < qo < 35, AP = Z 0;0;(u;b;) in Qu, U € LPL2(Q1) and Vebe L +(Q1), then we have

1,j=1
the following control

lfl N =d g 3
1Pl g, < C <040 ]l 5o 2@ IV @ bllz2 (@) +o® HP”L;}?T(Q1)> , (4.12)
where Qs and Q1 are parabolic balls of radius o and 1 respectively.

Proof. To obtain this inequality we introduce i : R — [0,1] a smooth function supported in the ball By
such that 7 = 1 on the ball B; and 7 = 0 outside the ball B1. Note in particular that on ) we have the

identity P = nP. Now a stralghtforward calculation shows that we have the identity

3
~A@P) = AP+ (An)P —2) 3i((0m)P),
i=1
from which we deduce the inequality
(—nAP) (An)P
1Pl 0 0y = Pl o) < || | (413)
L2 Qo) Lea(Qo) A w0y 1A iz @, sz;(@(,)
0 (1) (111)

For the first term of (4.13)), since AP = — Z 0;0j(u;bj) on Qg, if we denote by N; ;j = u;(b;j — (bj)1) where
ij=1
(bj) is the average of b over the ball of radius 1 (recall the definition (4.5)) since 4 is divergence free we

have Z 0;0; (u;b; Z 0;0;N; ; and thus we can write

i,j=1 i,5=1
(I = ﬂ < o) L( 23: 9:0: N )
= (—A) . < —A) 77“ 1Uj4V4,5 ,
Li2(Qo) 43=1 L2,(Q0)
< oty
< CoMlw ¥y =) (0:9;(nNij) = 8;((95m)Nij) — 05 ((9im)Niz) + 2(9;05m) Niz) 3 (Q(% 14)
i,j=1 Liz(Qo

Denoting by R; = \/% i , by the boundedness of these operators in Lebesgue

spaces and using the support properties of the auxiliary function 7, we have for the first term above:

0,0,
N j(t,- < |IRiR; (nN;.i)(¢, - < C|nN;
| 2% v 5, S TRRSNDE Ny < Ol 3,
< COluilt, )l2sllos(t, ) — (0i)1llLs(sy)
< Clltt, Ml ¥ @5t Nas)

13



where we used Holder and Poincaré inequalities in the last line. Now taking the L-norm in the time variable
of the previous inequality we obtain

7:7j

|

1 —
, < COllerzan IV @iz - (115)
2
L. (Qo)

The remaining terms of (4.14)) can all be studied in a similar manner. Indeed, noting that 9;n vanishes on
B 8 U BS i and since B, C B1 CcB 8 using the integral representation for the operator (_&'A) we have for the

second term of (4 - the estlmate

0; O
= ((@m)Nij) (¢, < Co? || —=((9m)Nij)(t,-
H(_A) (( J ) J)( ) L%(Bo,) (—A) (( J ) J)( ) Lo (B.)
< Co? / DI (@m)Nig) (t,y) dy
{3<lyl<3} |95—3/‘3( ’ i) Lo (By)
< Co?||Nij(t, )l (4.16)
< Co?|luilt, Mz b5t ) — 0l zs)

IN

C|la(t, ) r2esy) IV @ b(t, ez

Where we used the same 1deas as previously and the fact that 0 < ¢ < 1, and with the same arguments as
in before, taking the L3-norm in the time variable, we obtain

0; 14 - o
H(—A) ((Om)N:) L2 (Qw) < Coslldll e rz@ullV @ bllrz (- (4.17)
t,x o
A symmetric argument gives
% _(@m)N < Coilii Vb 4.18
(—A)(( i) m) . @) 0’3||U”L;>°L§(Q1)|| ® HL%@(Ql)v (4.18)
t,x o

and observing that the convolution kernel associated to the operator ﬁ is %, following the same ideas
we have for the last term of (4.14]) the inequality

H (0:0jn)Ni;j
(—A)

1., _; -
3 < Cosllillpserz IV @bz (g)- (4.19)
L{4(Qo) ’

Therefore, combining the estimates (4.15[), (4.17)), (4.18) and (4.19) and getting back to (4.14)) we finally
have:

—nAP 5(L_2 1, -
(I) = '|((_A)) s S CO’ (QO 3) (0‘3”ZLHL?OL%(QI)”V(X)b”L?’m(Ql))
£2(Qo)
< ow” 1l e 200 IV @822 (@) (4.20)

We continue our study of expression (4.13) and for the term (I7) we first treat the space variable. Recalling
the support properties of the auxiliary function n and properties of the convolution kernel associated to the

operator ﬁ, we can write as before (see ):

H (An)P(t,-)

3 3
(—A) < Cow||P(t, ) r1(py) < Cow||P(t, )| Lao(By)s

L9 (Bo)
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and thus, taking the L%-norm in the time variable we obtain:

(An)P 2
(II) = H < Co ||P|| ;a0 . (4.21)
(=) Iz, @) £ea(Q0)
For the last term of expression (4.13)), following the same ideas developed in (4.16)) we can write
ai 3 3
— (0m)P(t, ) < Cow||P(t, )|z (sy) < Coo||P(t, )| Lao(s),
(—4) L490(By)
and we obtain
9i((9im) P) 3
Il = | ——=—= < Cow||P . 4.22
i o < 7Pl (1.22)
Now, gathering the estimates (4.20)), (4.21)) and (4.22)) we obtain the inequality
i_g N - d 3
HPHLZOE(QJ) <C (qu 4l ooz () lIV @ b”Lf’m(Ql) +ow ”PHLZ?Z(Q1)> ;
recalling at this point that since 1 < ¢y < %, we have q% -1< q% — 3 and since 0 < ¢ < % we have
5 _ 2 _
XTI < g ! and we finally obtain the estimate
l_l N - fd 3
1Pll0, @,y < € (0% Ml 2(00 IV @ Bllz2.gu) + 0% 1Pl 10,01y ) -
and the proof of Lemma [4.3] is finished. [

Proof of Proposition Once we have established the estimate (4.12)) it is quite simple to deduce
inequality (4.11). Indeed, if we fix o = 7 < 3 and if we introduce the functions P,(t,z) = P(p%t, px),

a,(t, ) = d(p?t, px) and gp(t,a:) = g(p2t,px) then from 1' we have

2
90

2 3
r . — — T 0
LAPREL ((p) Iz s200l¥ © 5lsz, o + (5 HPpungc(QlJ |

and by a convenient change of variable we obtain

2 _4 3
r

_5 @~ _3 3. .o - r\aw _5
||P||L§9I(QT)P w <O P p 2Nl g r2(@p 2 IV @Dl (q,) + P p qOHPHL;’?I(Qp) -

Now, recalling that by (4.1)) we have the identities
59 W P . T X
rao “Pp0 = ||P||LZPZ(QT)7 prA; = ||UHL;>°L§(Q,,) and  p2pj = Hv®b”Lfyz(Qp)v
we obtain
L P\ 1 1 \2"w L
P <C((B)" (A8t + ) e,
and we finish the proof of Proposition [£.2] by taking all this inequality to the go-power. [
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5 Inductive argument

In Section [ we have proven the following relationships between the averaged quantities defined in the
expression (4.1)):

2 2 1 1
Ar + By + ar + 8 < C— (A, +ap) + C% <(Ap + o, + Bp)B; + (ap+ A, + B,,)/ﬁ,?)

<
) o
and

P\ 3~ a P 2002
Pr<C (;) (ApBp) 2 + <p> Py |-

In this section we will see how to use these relationships to obtain some of the local Morrey information
assumed in Proposition Indeed, we have:

p2 L 1 1
+C 5P ((Ap +B,)2 + (o + 5p)§>

[NIES

T L
0y (D;%“ (Ap + B,)2 + 857 (0 + 5y)

Proposition 5.1 Let (i, P, 5) be a suitable solution of MHD equations over ) in the sense of Defini-
tion[2-1] Recall that in the framework of the general assumptions of Theorem[1], we have the following local

S S 10
information on the pressure P € Lf?x(Q) with 1 < qp < % and on the external forces f and §: 1qf € Mtfx’m
10
and 1qg € Mtfxm’ for some 1. = min{7,, 7} > % > g with 0 < a < %

Define now a real parameter 1y such that % < 719 < Bgo and 2 — T% + % > 0. There exists a positive
constant € which depends only on T4,y and 19 such that, if (to, o) € Q and

1 . L
limsup// IV @i(s,y)|>+ |V @b(s,y)|’dyds < €, (5.2)
r Jto—r2,to+r2[x B(zo,r)

r—0

then there exists a (parabolic) neighborhood Qr, of (to,xo) with 0 < Ry < Ry < Re < R3 < 2Ry such that

- T
lgp i€ My, Ao be MPT and g, PeM{3?.

Note that the conclusion of this proposition gives exactly the information on # and b that was assumed in

the first point of Proposition [3.1] However, although we have some information on the pressure P, this is

not enough to obtain the fourth hypothesis of Proposition [3.1} This term will be studied in detail in Section

[6l below.

Proof of Proposition Recall that from the global hypothesis of Theorem [I, we have a local control
over the set () (see the set of hypotheses (2.3))), thus as we want to obtain a local information and since
we assumed Q4r, (to, xo) C 2, by the definition of Morrey spaces given in (2.6)), we only need to prove that

there exists a radius R3 small enough such that for all 0 < r < R3 and for all (¢,x) € Qpr,(to,zo) we have
the following controls

N _ 3 _ 290
// (s, 9)P + 15(s, ) Pdy ds < Cr* %) and // |P(s,y)|® dyds < O "), (5.3)
T(t7x) T(tvx)

indeed, for larger values of r theses quantities will be controlled by the information over the set €.
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In order to obtain these estimates, we will implement an inductive argument using the averaged quantities
defined in (4.1)) and the inequalities ([5.1]) obtained in the previous section. Indeed, in a first step, we remark
that by Lemma [£.1] we can write

// @(s,y)|° + [b(s,y) > dy ds < Cr?(A, + By —I—ozr—l-ﬁr)%( x),
moreover, since we have the identity 75 ~2%7P,(t,z) = | P ||(£)q0 (@) We see that in order to obtain 1) for all
t,x s

small 0 < r < R3 and all point (t,z) € QR,, it is enough to show the estimates
5

(Ar + By + oy + Br)(t,x) < "% and Pr(t,z) < ¢ 200 77g),

Let us now introduce the following quantities:

1 1
2(177-)(./4 +B +a7‘+/87”)( ) and Qr(t,m):m

r 0 70

At z) = P, z), (5.4)

again, to prove (5.3) we only need to show that there exists 0 < k < 1 and 0 < R3 < 2Ry such that for all
n € N and (t,2) € Qr,, we have
A"inRS (t,.’]}') S C al’ld QK”RS (t,fE) S 07 (55)

and the whole idea here is to use an inductive argument that ensures that we have these two previous esti-
mates for all radii of the type k™R3 > 0. This idea will be implemented in two steps by studying separately
each one of the quantities of (5.5)).

In order to simplify the arguments, we shall also need the quantities:

1 1 7 i
5 Pr(t, .'17), Dr(t,ﬂt) = ? <D7}0 + 57}0> (t,l') (56)

qu(l_%) r e

B, (t,x) = (B, + ;) (t,z), P.(t,x)=

With these new quantities, we can rewrite the two inequalities of expression (5.1)) as follows

r 0 4-10 1 4-—10 3-8, 5 _5
A, <C <<p> Ap+ (5) Y ABj A+ <£) ! PqOA2 (g) P D A2) (5.7)

P, <C ((f)3 g (A,B,)% (;)MH%)_Q Pp> : (5.8)

Observe that these two estimates essentially give us the estimate for ), b and P within the (small) parabolic
ball @, in terms of u, b and P within the (larger) parabolic ball Q.

and

We define now a new expression that will help us to set up the inductive argument:

2

O,(t,z) = A, (t,z) + (55‘10(%‘”&@,95)) ©  with k=_ <1, (5.9)
p

and we will see how to obtain from (5.7 and (5.8]) a recursive equation in terms of ®, from which we will
deduce (5.5)). Indeed, we have the following lemma:

Lemma 5.1 For all (t,x) € Qar,(to,x0), for all 0 < r < & and for p small enough we have the inequality
1
O,(t,z) < §®p(t,aﬁ) +e, (5.10)

where € is a small constant that depends on the information available on the external forces f and g through
the quantity D, given in (@)
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It is worth noting here that since 0 < r < p this inequality expresses a control of the quantities A,., B, a., By
and P, on small domains through the information on larger domains.

Proof of Lemma As announced, this inequality relies on the controls (5.7) and (5.8) obtained

2
previously. In order to construct @, we first multiply expression 1) by /@5(10(70 1), we take the q%—power
of it and then we sum the resulting inequality to 1} and we obtain (recall that kK = %):

2
a5 2
O = A+ (K" ”Pr(t,aﬂ)qo
10_y 10_y 1 10_g +i_7 1
< C TOA + K70 AB2+/<;TO Pq°A2+/<;T0 p eD,A}
2
+C< TS A B S e 0 2P,,) v

As it is clear from the definition of ©, given in (5.9) that we have A, < ©,, we can write

104i 1

10 10 a 1 10_3 9,5 5 B
O, < C|lrk0O,+K™ B2®p+/<afo P,YA; +Kk70 “p7 0 DA}
)] (11)
+c<

2
We now study the terms (I), (II) and (I1I). The first one is easy to handle since we have

(A,B,)? e a0 2Pp> “ (5.11)

(IIT)

1 1 1 2
n%_‘lPZO AZ - o ro—d < 5(L )qu « H5(;—£0)Ap2> < kol ( 10(3- m)A 4k (fo—é)quo>
) 2
< w <Ap + (n‘f’qO(%*”Pp) “°> < k®,. (5.12)
For the term (1) of (5.11]) we simply write
10 _ 5 5 _5 10 _ 5
K0 3p T TCD A2 < K7 3p2+70 e (Dz +A,) <k7 3p T (D2 +0,). (5.13)

The last term (I11) of (5.11]) is treated in the following way.

2 2
15 30 6 10 4
<H q0 (A B ) 2 ok 7_0 —4q0— 2Pp> q0 S C (/ﬁ;m_lo_‘ﬂ)Apo + K%+2—% ( 5q0( 0 I)P ( )> ‘10)

4

30 _19_6 10 49
< Crn " qOBp®p+C’/§TO+2 0 @,. (5.14)
Plugging estimates ((5.12)), (5.13)) and (5.14) in inequality (5.11]) we obtain
10 10 10_3 9435 _35 _ -3 S _5
O, < C(rk0O,+K0 B2@p—|—f€@p—|—/<fo p- 0 Dy +/<To 0 *c@
30 _10_ 6 10,9 4
+ K70 10 qon@p+/§To+2 q0®p>
10 10 4 1 10 5_5 30 1049 4
S C’ </{/7—0 _{_K/TO 4Bp2 +K+HTO 3p2 0 Te +HT0 —10- q0 Bp+,{170+2 lIo) ®P
+Ci€5_3p Jr7_7D2 (5.15)
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Now we want to fix a small x such that (5.10) can be deduced from this inequality: we thus want to prove

10 10 1 10 5 30 6 10 4 1
= —=—4 = — = —= —10—> == 42— =
C <K:7'0 + K70 Bg + K + K70 Sp + Tc + K70 0 q0 BP + K}T0+ ‘10) S 5 and

C',%To_gp2 70 TCD?) < e (5.16)

At this point we remark that due to the hypothesis (5.2)) and to the definition of quantities B, and 3, given

in (4.1) we have

limsup B, = lim Sup(B +B,) < 2¢€",

p—0 p—0

and thus, although we have 0 < kK < 1 and % —4 < 0 and % —10 — q% < 0, then the following terms of
(15.15))

10 1 30 []

ko B and K70 0B, (5.17)

can be made very small if p is small enough. Moreover, since by hypothesis we have 2 + é — 7—56 > 0, then

10_ 5_5
the fourth term of (5.15) k70 “p 2 can also be made small Finally we observe that ig +2— (;io >0
< qo, but since 1 < ¢y < 5 and m < 79 < 5qp, then this condition is fulfilled

which is equivalent to 10%:87_0
10,9 4 . . ey

and the term k7 2 can be small if x is small. We also observe that by |D and by the definition of

the averaged quantities D, and J,, given in we have that D, is bounded and controlled by the Morrey

norms of the external forces f and §. Thus since 2 + - 5 — T% > () the term

10 _3 945 5

kT “p T e D? (5.18)

can also be made very small if p is small enough. With all these observations we have the controls (|5.16))
and the inequality (5.15]) can thus be rewritten in the following form:

@T(t,l’) S ep(t7w) +6)

N

and Lemma is proven. |

Remark 5.1 The terms and can be made small if Ry is small enough and we can see here
that all the techniques displayed here will only be valid on a small neighborhood of the point (to,xo).

Now, we turn to the proof of Proposition With the inequality at hand we can obtain the first
estimate of . We first consider the estimates centered at the fixed point (¢p,zp). Indeed, notice that
for any radius p such that 0 < p < 2Ry and since we have Qur, (o, zo) C © (recall formula (3.5)), by the
hypotheses given in (2.3)) we have the bounds:

||77”L§°L§(Qp(to,xo)) < WHL;’OLg(Q) < +00, ”V ®U||L2 (@Qp(to,z0)) = ”V ®U||L2 ) < 109,

and [Pl a0 (g, t0.0y) < 1Pl oy < +oo.

Now, by the definition of the quantities A,(to,x0), By(to, o), ap(to, o), By(to, xo) and P,(to,zo) given in

(4.1) we have

PA(t0,70) = T 5 12y 10,00 PBo(tor0) = IV @ TTz g, 00,000

7112
pap(to, To) = HbHL;ng(Qp(to,:co))v PBy(to, w0) = HV ® b” 2(@p(to,0))’
and p5_2q073p(t0,x0) = HP”L;],OI(QP(to,xo))’
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and thus we have the following uniform bounds

sup {pAp(t07x0)7 po(t07x0)7 pap(t07x0)7 P/Bp(t075170)7 p5*2q07)p(t07x0)} < +OO,
0<p<2Rg

from which we can deduce, by the definition of the quantities A ,(t,z) given in (5.4) and P,(to, zo) given
in (5.6)), the uniform bounds

3-25 5—qo(1+)
sup  p~ 0 A,(tg, z0) < 00 and sup p 0P (to, zo) < 400. (5.19)
0<p<2Rop 0<p<2Ryp

Note now, that there exists a 0 < k < % and a fixed 0 < pg < 2R small such that, on one hand, by
the quantities A, (to,z0) and P, (%o, zo) are bounded (then the quantity ©,, defined by expression (5.9)) is
itself bounded) and, on the other hand, if py is small enough, then the inequality in Lemma holds
true and we can write

1
@fipo (to, xo) S 5@% (to, I()) + €.

We can iterate this process and we obtain for all n > 1:

1 (i
®n”p0(t07x0) < 27®p0(t0,$0) + 522 37
7=0

therefore, there exists N > 1 such that for all n > N we have
O on g (to, o) < 4e, (5.20)
from which we obtain (from formula (5.9))) that

1 1
Ao (to, z0) < O and - Py, (to, 20) < 0C. (5.21)

This information is centered at the point (¢g, xo), in order to treat the uncentered bound, we can let %/{N 00
to be the radius R3 we want to find, thus for all points (¢,2) € Qr, we have Qg,(t,z) C Qar,, which implies

_10
Ap,(t,x) < 2°770 Agp,(to, 20) < 8 Aop,(to, %0) < 8 Ay (to, 20) < C,

and
_ 5
Pr,(t,x) < 25 qo(lJrTO)PQRg(to,xo) < 32Pag,(to, z0) < 32 PHNp()(tO,.’IJO) < C,

by definition of @p,, we thus get O, (t,z) < C. Applying Lemma and iterating once more, we find
that the same will be true for kR3 and then for all kK" R3, n € Nii.e.

Anp,(t,z) <C, forall neN and (t,x)€ Qg
and the first inequality of (5.5)) is proven.

The second inequality of ([5.5)) requires a different treatment since from ([5.20) and by the definition of
the quantity Qnp, given in (5.4)), we can only deduce that for all n > N we have the bound

_5 2
010 (5 l)Qn”po(tmwO) <C,

which is not enough to ensure that the quantity Qunp,(to, o) is bounded (since go(1 — 2) < 0).

70

To overcome this issue, using the definition of the quantities A, and Q, given in (5.4} and using the estimate
(4-11)) we can write (recalling that r = ):

3+q0(1-12) N\ 2058 1)
C ((p) * AL (to, wo) + <p> ’ Q,(to; 7o)

IN

Q- (to, o)

r

590

C (5‘3“10(1‘%)&30 (to, o) + K- 70 ‘”Qp(to,xo)) . (5.22)

IN
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We need to impose a smallness condition on 0 < £ < 1 and we will assume that we have

~2(5‘10 -1y 1
Ck 5

which is possible since 2~ < 79 < 5go. Now, from we know that the quantity A ,(tp,zo) can be made
small enough if p is small enough, and thus the estlmate ) becomes

Q- (to, z0) < %Qp(to,xo) + &, (5.23)

where € is a small constant.

As before, for a small 0 < k < % and for a fixed small 0 < pg < 2Rg, we have by 1' that the quantity
Qg, (to, o) is bounded and if & and py are small enough then inequality (5.23)) holds true, i.e.,

1 .
Q5 (to, o) < §Qp*o (to,z0) + €,

Iterating the inequality above, we obtain that for all n > 1

n—1

1 ol
7Qp~0(t05I0) +€ZQ Ju

Qi (to, 20) < o
=0

and there exists N > 1 such that for all n > N we have

Qin o (to, o) < 46 < -C.

1
32
In order to treat the uncentered bound, we proceed as before: let % po be the radius R3, thus for all points
(t,z) € Qr, we have Qr,(t,z) C Q2r,, which implies

10q0

QR3 (t,.’E) S 2( 0 Q2R3(t07$0) < 32 Q2R3(t0,ﬂf0) < QI{"PO(tOVxO) < C

and the second inequality of ([5.5)) is now proved since the inequality above holds true for all k”R3, n € N.
We conclude the proof of Proposition by choosing R3 = max{Qﬁ 00, 2/{ Npot. |

From the proof of Proposition we can deduce a more specific result on V®iand Vb Indeed, we
can obtain the following result that gives the assumption 2) of Proposition

Corollary 5.1 Under all the assumptions of Proposition we have
Lo 0T M and 10, ¥ e M.
1 1 1

Proof. From the definition of A, in (5.4]) and from the first estimate of (5.5)), in the proof of Proposition
for all 0 < r small and for all (¢,2) € QR (to,xo), we have shown that we have

10

(B + Br)(t, ) // IV @ (s, y)|*dyds + = // IV ® sy)\dyds<0r( %)207“47;,
r(t,z) r(t,x)

where we used the relationship = o= T—O + 3. We obtain then, for all 0 < r small, the estimate

// IV @ i(s,y) 2dyds—|—// IV s y)]zdde<C7’( 31),
r(t,x) r(t,z)

and to conclude it is enough to recall the definition of the Morrey space Mt p glven in lb |

21



6 Further estimates

In the previous sections we have proven so far the points 1), 2) and 5) that were assumed in Proposition

(for a small R3 < 2Ry):
]l = 7 377—0 5
Qry U, 1gp,b € My, for some 79> T— o
1 1

1
I, V@i, 1o, Vobe M{T' with — ==+, (6.1)
T1 T0 5

10 5
1oy, fe /\/lt7’ . 1gn, g€ /\/lt;’n’ for some 74, T, > 7 o

Our current task consists in proving the remaining points 3) and /) using all the information available up
to now, i.e. we need to study the following assertions (with Ry < Ry < Ry < R3):

. 1
1, @ 1€ MY with st < (6.2)

for 1 <4,5 < 3 we have ]l@Rl (_af)j(uzb]) € Mfg with pg < p < 400, qo < q < 400, (6.3)

WherelSpoggandg<qo<3whereqi0:2_?awith0<a<%

These two points are actually related and in order to study them we need to recall some tools of harmonic
analysis in the setting of parabolic spaces. Let us now introduce, for 0 < a < 5, the parabolic Riesz potential
T, of a locally integrable function f : R x R? — R? which is given by the expression

tm s,y)dy ds. 6.4
//]1&3 ]t—s]2+|x—y|) ( W (04

As for the standard Riesz Potential in R, we have a corresponding boundedness property:

Lemma 6.1 (Adams-Hedberg’s inequality) If0 < a < 3,1 <p < ¢ < +00 and f € MPF(R x R3)
then for \=1— —, we have the inequality

— —

IZa(HI 2.g < ClFlaape-

Mt,z
See [I] for a proof of this fact.
We can state now the main proposition of this section which will focus on the information (6.2)):

Proposition 6.1 Let (i, p, 5) be a suitable solution of MHD equations over ) in the sense of Definition
. Assume the general hypotheses and assume moreover the local informations for a parabolic
ball Qr,. Then for some Ry such that Ry < Ry < Rz we have

lgn,@ €M) and 1g, be M,
with § + & < 152
Proof. For a point (tg, xg) that satisfies the hypothesis (2.7]), consider the following radii

0< Ry<Ry<R<R< R3<2Ry < to,
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and the corresponding parabolic balls (recall formula (3.4))

QR, (to, 7o) C Qg(to, o) C Qx(to, r0) C Qrs(to, r0) C Q2r,(to, To).

We introduce now two test functions ¢, : R x R® — R that belong to the space C°(R x R?) and such
that

¢p=1onQr, and supp(d) C Qg, (6.5)
p=1onQp and supp(p) C Qgs- (6.6)

Note that since R3 < 2Ry <ty we have #(0,-) = ¢(0,-) = 0 and remark that we have by construction the
identity ¢p = ¢. We define the variable V by the expression

V= @il +b),
and if we study the equation satisfied by V we obtain
OV (t,x) = AV(t,z) + N(t,z),
V(0,2) = 0,

where
= (6 — AG)(@ —22 i+5)— (- V)i + (@ V)B) —26(VP) +6(F+9).  (6.8)

Although this problem is very similar to the one studied with the variable U defined in 1} which satisfies
equation (3.6)), we will perform different computations in order to obtain the conclusion of Proposition

The main point is to express the pressure P in a very specific manner, indeed, since P = @P on the cylinder
Qg (see ), then over the parabolic ball Qr, we have the identity

3

—A(pP) = —pAP + (A@)P =2 9i((0ip) P),
=1

from which we deduce the formula

(6.9)

Recalling that we have the identity AP = Z 0;0;(u;bj), then the first term of can be rewritten in

the following manner:

V(- pAP) I A
Cea T temle Eoo)
3 —
_ Z¢_VA)(aa<wuzb> 0,((952)uiby) — 0, ((0:8)uiby) + (2,0,2) (uiby) ). (6.10)
ij=1

note that the first term of the right-hand side above satisfies the identity

=

\%

_ - V@@
Qbma a (pusb ) !¢’

(=4)

]«ouzb» (Vaa) (Guiby). (6.11)
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where in the last term above we used the identity ¢ = ¢@. Now, plugging the identity (6.11)) in (6.10) and
modifying accordingly expression , we obtain the following formula for the term N defined in 1@’

N = iﬁk — (816 — AG) (@ + ) — zi(a@)(ai(m b)) — & ((6- V)@ + (@ - 6)5)
-2 3 |6 T =2 3= Poani 42 3 ER0m,
+ 25231 f_ﬁg‘ (3ip)uibj — 25;1 q‘s_i)(aiaj@(uib)
- 2&6((%313 ) 42&“8}((_82?”3 D s+ 9)

Once we have obtained this expression for the term N , we study the solutions of the equation and we

obtain
t 11 t 11
Y= / eU=IAN (s, ) ds = Z/ eU=IAN (s, ) ds := ka’
0 =10 k=1

where we have

11 t 3 t
ka:/ =92 (9,5 — AG)(iT + )ds—ZZ/ (=92 (9,3)(D5( + B))ds
k=1 0 i=1"0
Vi 5;
t 3 + =
e o . - V0,05
_ (t—s)A N+ (- — (t—s)A il (Guib.
/0 e 0] ((b V)i + (u V)b) ds 2”2_:1/0 e o, A (Pusbj)ds
Vs 0
3 t \V X! 3 t Na
-2 / elt=s)A 2 27) oduib;)ds +2 / ell=s)A 0;p)uibids
Z-;l 0 (—A)( ]) Z-;l 0 (—A)( J ) J
Vs Vs (6.12)
3 t K 3 t =
_ ¢Va _ —3)A 7T V _
+2 / e=9)A 2 (9,5 usbids —2 / )26 (9;0:0)(usb;)ds
iJZ:1 0 (—A) ) J Z'JZ:1 0 (—A) J )( J
1_}7 ﬁ8
t Y SN Vo,
-2 / =92~ ((Ap)P)ds +4 / =986 22 ((8;0)P)ds
) —a (A0)P) Z i —aj(02)P)
Vo Vo

We will study each one of these terms with the following lemma.

Lemma 6.2 In addition to the general hypotheses of Theorem[1] let us further assume that we have all the
informations stated in (6.1). Then for all k =1,...,11 we have

3 3,0
]lQR2 Vi € Mt,mv
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where 15 < o < 10.

Remark 6.1 The upper bound o < 10 is given here to fix the possible values for this parameter. However
we will see later on that in fact o must be quite close to 79. See Remark[6.9 below for more details.

Proof.

e For the term 91, recalling that et=9)2 f = g,_, % f where g; is the usual 3D-heat kernel, we can write

Lo, Vit x>|—\nQR2 / [ o= )[006 6+ B ) s

and using the decay properties of the heat kernel as well as the properties of the test function ¢ (see

(6.5), we have

S 1 -
1o, Vi(t,x)| < C1 // 1o.(4+b)(s,y)| dyds.
on, Vi(t:0)] < Clag, | [ oo [l T+ D))

Now, recalling the definition of the Riesz potential given in (6.4 and since Qr, C @ we obtain the
pointwise estimate
’]IQRQV1(t>$)’ < C]IQRIQ(’]IQR(QZ"' b))(t, ),

thus, taking Morrey M?g norm in this inequality, we have
||11QR2v1<t,x>||Mg;; < O, Ta([qp (i + D))y

a

Now, for some 2 < q <5 weset A\=1— % and we define 3 = ¢ and 0 < 10 < { (remark that a < g).
Thus, by Lemma, [A and by Lemma, we can write:

1QAZo(1Los (@ +0) )l e < ClTa(Loy (i + b))
t,x

8.4
M

IN

Ol Ty +B)laags < Oy, @+ Bl oo < o0, (613)

where in the last estimate we applied Lemma again noting that ¢ < 3 and ¢ < 7.

e For the second term of we start writing (9;0)(8;(@ + b)) = 8;((8:9) (@ + b)) — (92¢) (@i + b), and

we have

3 t
Tgp, Valt, 2) Z Ton, / (=902, ((8,0) (@ + b)) ds| + ‘n% / 9D (O25) (i + B)ds| . (6.14)
i=1 0

For the first term above, by the properties of the heat kernel and by the definition of the Riesz potential

Z; (see (6.4)), we obtain
t
oy, [ <2000+ )as

0

_ 'n%// Oigh-o(x — y)(0:9)(@ + B)(s.y)dyds

1 +b
ta,, [ [ Lt D)l
e (= st + o = yl)?

< Ol (Tl (@+b)D)(t, ).

IN

The second term of |i can be treated as the term V) and we have the pointwise estimate

\1% /0t< 5023 (@ + B)ds

< Clg, (|1, (T + b)|)(t,z),

25



and gathering these two estimates we have

-, -,

[Lgp, Volt, )| < Clog, (Ti(|1g, (@ + b)))(8,2) + Clo, Ta(Lo, (i + b)) (¢, ),

and taking the Morrey M?; we obtain

@r, VzHMBcr < Cl[lgp, (Ti([lgg(u + )!))HMM + Mg Ta(gs (4 + )!)HMso

The second term of the right-hand above can be treated in the same manner as - thus we only
study now the quantity H]IQR2 (Zi(Mg, (u+ b)\))HMs,a For some 4 < g < 5 we define A = 1 — £, noting
t,x

that 3 < 3 5 and 0 < 10 < {, by Lemma we can write

-,

120n, (T1(1leq(@+ D))l g < ClTa(lLg, @+ B

< C|[qy, (@+b)

< Ol @+ 8)

3.4
M

, T

”M?;ZO < +OO,

from which we deduce that ||1¢,, ﬁg\\M3,a < +00.
t,x

For the term 1_)3 in | , in a similar manner we obtain the inequality

o0 Vatto) = [ton, [ [ acate—) [6(6- D+ (@ 90)] (s.0)duas

R3
6 (- V)i + (@ V)B)| (s,)
< Clg, // T dy ds
‘IR R (It = sz + [z —y])?
< COlo, T (’nQR ((6 V)i + (@ V)b D (t, ),

from which we deduce

1, Vallpgzr < CHnQR T (11gu (- ¥ u|)HMS’” +CH]1QR212 (11 (@ ¥)8)) (6.15)
t,x

HM3U'

As we have completely symmetric information on i and b it is enough the study one of these terms
and we will treat the first one. We set now 2= < ¢ < 3 and A =1— . Since 3 < 6 and 1) < 0 < 4 3
applying Lemma [A72] and Lemma [6.1] we have

H]lQR T, (g, (6 u|>H < CH]1QR222 (110, - ¥) u|)H 5g < CH]lQR(Bﬁ)ﬁH

6, -
54
M,

Recall that we have % < 79 < 0 < 10 and by the Holder inequality in Morrey spaces (see Lemma
A.1)) we obtain

o 9 ] o9l g <1
where % = i + = = ——{— . Note that the condltlon 2 <70 <o <10 and the relatlonshlp = = —|—é
are compa‘mble Wlth the fact that 322 < ¢ < 2 Applylng exactly the same ideas in the second term of

(6.15)) we finally obtain
H]IQRQV;gHMi,; < +o0.

Remark 6.2 The condition % < q < % required to apply the Holder inequality jointly with the

constraint 7o < o < § implies that o must be very close from 1o.
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e The quantity Vi in 1) is the most technical one and it will be treated as follows

-

V

) | Guiby)s,v)]
[Lop, Vit z)| < Z 1y, / / dyds
i,j=1 R3 ‘t_8|2+’$_y’)

_ Vo, 0;

< S oD ( 9% | (uiby) ) (t.).
5 L (-4)

and taking the Morrey M?Z norm we have
& - V90
||ILQR2V4HM§”U < Z ]IQRQIz (‘ ®, (_lA)] (@uibj) )H .
Tig= Mz

If we set + = 2 4 5 and A\=1—- = then we have 3 < )\ and o % = 1(?1070 and by Lemma and
Lemma ﬁ]_.] we obtaln

_ V8,8; _ V8,0;
]]‘QRQ‘,Z’—2 <| ¢’ (_ ) (SOUZ )H S C ]]‘QRQIQ <| qb? (—A) (QOUZ )H 3 g
M3<7 ix
_ V90 |,
< C||¢ (—A; (Puibj)|| .
M2

We will study this norm and by the definition of Morrey spaces (12.6]), if we introduce a threshold

t= REBQ, we have
3
_ V90, 2 1 V9,0, 2
¢, —| (puib; < sup / b, L\ (@uib;)| dxdt
|| (—4A) (uiby) b () 2030 Jona) (—4A) (uiby)
t,x r<rv
e . ; (6.16)
1 - VO0;0;
+ sup / , —L 1 (pusb;)| dxdt.
(47) P05 Jo, ) (=4) (pubs)

Now, we study the second term of the right-hand side above, which is easy to handle as we have v < r
and we can write

N

3
2

1 - Vs | = Voo; | _
sup 5(1_3)/ o, (puibj)| dxdt < Ci ||, ZAJ (puibj) ,
(t,Z)ERXR3 2q7 JQr(4,T) (—4) (—4A) L2

t<<r t,x

and since ¢ is a regular function and Y?f)j is a Calderén-Zydmund operator, by the Calderén commu-
_ 3
tator theorem (see [14]), we have that the operator [(Z), v? d) } is bounded in the space L;, and we can
write
- V80|, _ _
H [ (_5] (Puibs) 3 < C llwuz'ijLtgz < Cl\ﬂQﬁguibj|lM§;g
t,x

< C”]}‘QRgﬁHMi’gH]]'QR:),bHM?:g < CH]]'QR:;,JHM?’;'O H]lQRgb”MfazTo < 400,

where in the last line we used Holder inequalities in Morrey spaces and we applied Lemma
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The first term of the right-hand side of (6.16) requires some extra computations: indeed, as we are
interested to obtain information over the parabolic ball Q,(t,Z) we can write for some 0 < r < t:
- V,0; V30,
Ig, |6, 7—+
.|

V@@

(puibj)) = 1q, |¢, A (L, puibs) + g, |, v | (1= 1g,, )puib;), (6.17)

(=4)

3
and as before we will study the L7, norm of these two terms. For the first quantity in the right-hand
side of (6.17)), by the Calderén commutator theorem, by the definition of Morrey spaces and by the
Holder inequalities we have

- V@@
b, A

IN

1g,

2 5(1-3%) 2
CllLq,, Puib; || <O 0L, uibsll* 5 x
MQ’ 2

3
Lt2 t x t,x

< Cr5‘1‘%>||11 71”5 [5 EH%
— QR3 Mf:;‘(} QRS M?:;—O ?

for all 0 < r < t, from which we deduce that

1 - V@@
sup 3/ b, (]lerSOUzb)
tz) r°(172) r(ti‘)

o<r< <_ )

3
2

3 - 3
drdt < CH]IQRR)ﬁHjM?fo ||]1QR3b||/2Vl§v/‘fo < +o0.

We study now the second term of the right-hand side of (6.17)) and for this we consider the following
operator:

-~ V0,
T A

T:f— <1Qr (H—HQQMP) [

and by the properties of the convolution kernel of the operator ﬁ we obtain

T—1 1 o) — &
(@) < O, ) [ (1 10,) ) an, W W6 ~ W)

R3 \x—yH

Recalling that 0 < r < ¢t = R 2R2 support properties of the test function ¢ (see ), the
integral above is meaningful if |z — y| > r and thus we can write

‘ :

2
SC]IT/W]I—]lry]l y)|uib;|dy
, o, [ T2~ T )00, ()it
t,x

3
2
< C / 1 u;b; 3 dy
( el w5 )

Cr: H]lQRMbjIIE

V8;0;

ey

Qr (T = 1qs, )puib)

%
Lt,z

IN

% )
tz( T

with this estimate at hand and using the definition of Morrey spaces, we can write

3
_ V0 2 3 3
/ Lo, |9, v AJ (I = 1q,,)puibj)| dedt < cr-a’t TO)H]IQRguibjW 3 10
~(4,Z) (—4) M2 2
< P, uibil)?
Mt2z2
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5(1-2)

3
0 = ’[‘5(1_7)_

where in the last inequality we used the fact that % = % + 4 =, which implies r~ i
Thus we finally obtain

Njw

_ V0,0, , 3 .,
% oy | (= )puits)| dadt < Clau, 2 Ian B s, < +oo.

=)
sup ———=—
(tz) 202 Qr(t,a’:)

o<r<e

We have proven so far that all the term in (6.16]) are bounded and we can conclude that

Lz, Vil gy < +00.

e For the quantity Vs in l} we write

(duibs)(s, y)dyds

0;
1 Vt 1 \Y s(x —
Lan, Va(t:0) le 2, // el Ax

IRiR;(¢uibj) (s, )]
< CZ QRQ//RS |t—s’2—|—‘x—y‘)dd

,Jl

< C Z Lgp, T (IRiR; (duib;)]) (¢, @),

ij=1

where we used the decaying properties of the heat kernel (recall that R; = \/% are the Riesz trans-

forms). Now taking the Morrey ./\/lfg norm and by Lemma (with v = 4TO+5, p =3, ¢ = 79 such
that £ >3 and 1 > ¢ which is compatible with the condition 79 < o) we have

3
I1es, Vallape < C Y Ioe,T1 (IRiR;(Suib)) I, 2.2

i,j:l t,x

Then by Lemma ﬂ with A=1— TOT/Z (recall % < 19 < 10 so that v > 2)) and by the boundedness
of Riesz transforms in Morrey spaces we obtain:

Man T (RRsGub)) |y ps < T (RRsGuit) ) g g, < CIRR; Gt

i}
2

Shralee

, T

g < ||11QRSuHM3 o1, Bl 30 < +oc.

< HﬂQRSUiijMm

e The quantities 176 and ]77 in 1' can be treated in a very similar fashion since their inner structure
is essentially the same. We thus only treat here the term Vg and following the same ideas we have

) |

¢
j‘P uzb (5 y) ¢Va
|]lQR VG‘ <C Z ]IQR2 // ’ dyds = C Z ]lQR2IQ ( (—A) (0;p)u;b;

1,j=1 ]t—s\2—|—|x—y|) 3,7=1
For 2 < ¢ < 2, define A =1 — —, we thus have 3 < % and 0 < 10 < %. Then, by Lemmaand
Lemma [6.7] we can write
HV 0; N L,
]IQRQI2 ¢ A (63()0)?12 < C IQ (b A (ij)uibj 5
(_ ) M?o‘ ( ) Mz’%
550,
< ¢|2Y% @omn|
(_A) M%,q
t,x
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but since the operator ¢_V8" is bounded in Morrey spaces and since 2 < q < % < 7, one has by Lemma

and by the Holder inequalities
NOi o b
—A) (0;p)usb;

IN

CH]I ubH 5 an ubH _—
» QR3 ] Mt%;q QR3 (2] MZ;T

3
ME

IN

Ol 3 0 o, Pl o0 < +00,

from which we deduce ||1¢ Rq 96” e < +00. The same computations can be performed to obtain that
t,x

H]IQRQV7”M?;’ < +00.

e The quantity l_}g in lb is treated in the following manner: we first write
3

t )
. oa- V B

o Pata)] < Y |y, [ 6 s 0052) by )ds

ij=1

3 —
-V 3
< C) gy, (IZ ¢@(3i3j90)(wbj) ) (t,z),
ij—=1

from which we deduce the estimate

3 -
= v/ -
”]IQR2 VSHMf;’ <C Z m(&@j@)(uibj)

i.j=1

M3

t,x

5v

Weset1<1/<%, v <qg< ¥y and)\zl—g—g, thuswehave3§§anda<1()<%,then, by Lemma
and by Lemma [6.1] we can write

v _ Vv

1Qr, <I2 ¢m(8iaj@(“ibj) )H < C||Lgg, <I2 (b(_A)(az‘aj@)(uibj)) D
M M2

<ol @0;0)(wby)|| < v (9:0:3) (uib;)
R G R Sk (W LA CV N R S (e »

v, B
<C ¢(_A)(3i3j<ﬂ)(uz'bj) , (6.18)

LYLy®

5v
where in the last estimate we used the space inclusion LYL3° C Mty . Let us focus now in the L*>°

norm above (i.e. without considering the time variable). Remark that due to the support properties
of the auxiliary function ¢ given in we have supp(0;0;¢) = Qr; \ @ and recall by (6.5) we have

supp ¢ = Q & where R < R < R3, thus by the properties of the kernel of the operator % we can
write

v

‘(5(@'81'@)(%5;') < C

/R1HQR@)HQRS\QE(y)(@@j@)(uibj)(wy)dy’

(=4) s |z —y[?

IN

1 -
Tr— R—R _
O] [ = 10, (0110, 0)(0:059) sty () (6:19)

lz —y?

and the previous expression is nothing but the convolution between the function (9;0;¢)(u;b;) and a
L*-function, thus we have

<l

ém(aﬁj@)(uibﬂ(t, V| = CllGi0;@) (uibj)(t, )y < CllLgg, (wibs)(E, )| v, (6.20)

LOO
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and taking the L”-norm in the time variable we obtain

—

\%

&)

IN

(818]@) (uzb]) C||]1QR3 u;b; ”th’,z = O”]IQRs uiijMtV,’:

LYLge

IN

C||1QR3ﬁ||Mf’;0 ||]lQR3bHM?’;O < +o0,

where we used the fact that 1 < v < % < 7 and we applied Holder’s inequality. Gathering together
all these estimates we obtain [|1¢y, 178||M3,a < +o0.
t,x

The quantity Vy in can be treated in the same way as the term Vs. Indeed, by the same arguments
displayed to deduce (6.18]), we can write (recall that 1 < v < % and thus we can replace v by g9 without

=

7i((A¢)P) and if we study the L*-norm
(=4) L0 L

in the space variable of this term, by the same ideas used in ((6.19)-(6.20|) we obtain

loss of generality, see (2.3)): |1, ﬁgHMs,a <C
t,x

< ClAR) P, ) < ClLqga, P(E )| Lo

< CH]IQR?,PHLgol < +o00.
L Ly ’

The study of the quantity ]_}10 in 1' follows the same lines as the terms 178 and l_jg. However instead

of (6.19) we have

a_ﬁ <C (6.21)

1 ~
Sepp)| <c| [ 01, @)1g,,\0,0) @0 PW)

lx —y[3

A)

and thus we can write (again replacing v by qo)

M, Viollyoo < || (0:9)P) < Clqp, Pllm0, < +oo.

L{®Lg
The last term of (6.12)) is easy to handle, indeed, we have

< c1g // O(f +9)(s,y)] dyds
" S Jws (|t — sz 4 |z — y))?

t
Lo, Vi (t.2)] < ]n% [ 028+ s

< Clgg,Lo(Lgg,|f + 41)(t @),

. 3, . = T .
and taking the Morrey M;’7 norm we obtain |[1gy, VU”Mf;;’ < C|1gp, Zo(Igp, | f + g|)HM?g, then if
we set 11 <qg< 2 and A = 1 — & we thus have 3 < —g and 0 < 10 < {. Now by Lemmaand

Lemma m we have

‘|]]'QR212(]IQR3‘f+g|)||M3” < CHIQ(]}‘QR3|f+gDH

e

it S Clan 74l
t

*z-zy

but since q < < 525 < Ta, Tp, by Lemma we obtain

lgn [F+dll w,<C (HnQRgfu b+ 100,71, )<+oo,

T4
Mt,:c t x

thus, gathering all the estimates above we have [[1q, VllHMS,U < +00.
t,x
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Lemma [6.2] is now completely proven. [

End of the proof of Proposition With this Lemma we have proven so far that 1g R2ﬂ' € M?g
and ]lQRzg € Mi’g for 79 < o with o very close to 19, say 0 = 79 + € (see Remark ) But this is not
enough to ensure the hypothesis (6.2)), i.e. the condition % + % < 1—% stated in Proposition

In order to obtain this relatlonshlp, we will iterate the arguments above. Indeed, plugging the information
Lgg, i € ./\/l3 70+ and HQR b € ./\/l3 T0F€ in the set of hypotheses 1’ and reapplying Lemma m, we

will obtain 1g, u € /\/lt 91 and ILQR b e ./\/lt’ ! where Ry < Ry and 01 = 0 + € = 79 + 2¢. Repeating
these arguments until obtaining 1¢ . @ € M and Lo, b e MY where o, = 79 + (n + 1)e such that
2 ’ 2 ’

07 —|— L <1 =5+ with ﬁg < Ry. As we can see, at each iteration we have to consider smaller parabolic balls
and Wlthout fear of confusmn We can set § = o, with the corresponding radius to be Ro. We thus have

Lgg,u € ./\/lt woand 1o, be ./\/lt . with % + 710 < 122 and the proof of Proposition is finished. [

Remark 6.3 Note that the parameter § can be made big enough in order to satisfy § > 10.

We study now the information stated in (6.3)) and we have the following corollary.

Corollary 6.1 Let (i, p, 5) be a suitable solution of MHD equations over S in the sense of Definition
. Assume the general hypotheses and assume moreover the local informations for a parabolic
ball Qr, and for a parabolic ball Qr,. Then for some Ry such that Ry < Ry < Ry < R3 and for all
1 <i4,5 <3 we have
Vo0,
]lQRl (—A) ( ) Mt T

with po < p < 400, g0 < q < 400 andwherelgpogg and%<qo<3whereq%:2_T°‘ with0<a<%.
Proof. We consider here two auxiliary functions 5 and ¢ satisfying the same properties stated in and
where we replace R3 by Ry and Ry by Ry, respectively. Thus, by definition of the auxiliary funct1on

¢ we have the identity Loy, = qﬁ]lQR and then we can study the term ¢V P = (bz ( VA)@ 0;(u;bj), but
i,j=1
due to the computations performed in 1D we have the identity
3 —
V 5 ¢V€) 0j , o ~
VP = ibj — L (9;@)uibj
1,j=1 3,j=1 7,7=1
a b c
(a) (b) (o) (6.22)

2303 b= aaj@mibjnawgfgp) oy Y e@P)
W= N ——’ i=1
(@) © )

6
g3
and we only need to prove that each one of these terms belong to the Morrey space M ;.

e The term (a) is treated as follows: since the Riesz transforms are bounded in Morrey spaces we obtain

~Vo; 0;




now, for 1 < k < 3, by Remark [6.3] using all the information available and by Hoélder’s inequality in
Morrey spaces (recall that 0 < o < % and § + ?10 < 1_?0‘), we have

IN

1@k@)uibsll s

,T

c HHQRQUiijMtg,5 < Clgr, uill pgos 1@, bill 3.5 < +00

o~

IN

H@(akuz')ijMtg 3 Cllgr,V @ il y2m [Lgr,ujll pze < +00

IZu@ ), g0 < Ol ull s 1an,¥ @Bl om <+oo
thus we can deduce that we have the estimate

~V8;0;
¢ (—A; (Puibj)

< +00.

6

2,3

25
Mt,z

e The terms (b) and (c) of (6.22) can be treated in a similar fashion and we have:

PV,
(—4)

IN

(0j@)uibj

. CIIHQRQUz‘ijMtgj < CH]lQRQUiijM%f

37
M,

IN

ClllQp,uill pgz10l11Qr, bill 310 < CllLQg, uill .5 L@, bjll s < Ho00.

e The term (d) is treated as follows.

~ vV _ ~ vV _
¢m(aiaj90)(uibj) ¢@(3iaj<ﬂ)(uibj)

I v N
H¢(_A)(8iaj90)(uibj) <C

$5s
/\/lt’x

<c
3,09
M,

)

L7 L

3 3 15
where we used the space inclusion L7 Lg® C M, * . Following the same ideas displayed in formulas
(6.18)-(6.20)), due to the support properties of the auxiliary functions we obtain

< Mg, uibjl

< C”]lQRg,ﬁHva;O HHQR:;bHM?v;O < +o0.
L2L% ’ ’

(=4)

“5(6z’3j<5)(uz'bj)

3
2
t,x

e The term (e) of (6.22) follows the same ideas as previous one, and we have

~V((Ap)P)

5 -V ((Ap)P)
(-4)

3§C ¢ (—A)

’
T

< CH]IQRBPHL% < +00.
t,x

6 3
‘ij LZL®

e The last term of (6.22)) is estimated in a very similar manner (see also (6.21))):

~V(0;((0;0) P ~V(0;((0;0) P
B H , <o |pTeCADN  <oig,pl <o
Mgy L1z b
The proof of Corollary is finished. [

From the set of hypotheses of Theorem [l| we have now deduced the framework used to prove Proposition
and thus the proof of Theorem [I]is finished.
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A Useful Properties of Morrey spaces

Lemma A.1
1) If f,g :R x R? — R3 are two functions such that fe Mf;;f(R x R3) and g € LES (R x R3), then for
all 1 < p<q <400 we have B .
1 Glaps < Cllfllmpallgllzes, -

2) If ﬁﬁ : R x R? — R3 are two functions that belong to the space Mﬁ’g(R x R3) then we have the

inequality
If- 5HM§§ < Cllfll gzl gl aaps-
3) More generally, let 1 < pg < qo < 400, 1 <p; < q1 < 400 and 1 < ps < ga < +00. pr%—{—p% < pio
and q% + qiz = q%’ then for two measurable functions f,7: R x R® — R3 such that f € ML and

g€ ./\/lfi’%, we have the following version of the Holder inequality in Morrey spaces:

) )
1~ Gz < 17 o 1] s

Our next lemma (which is a particular case of the previous lemma) explains the behaviour of parabolic
Morrey spaces with respect to localization in time and space.

Lemma A.2 Let Q be a bounded set of R x R3. If we have 1 < py < p1, 1 < po < qo < q1 < +o0 and if
the function f : R x R3 — R3 belongs to the space Mﬁlz’ql (R x R3) then we have the following localization

property
Lofllppom < Cllaflpprn < Cllfllppro-

B A technical Lemma

Proof of Lemma [4.2]

1) This point holds true thanks to the properties of the test function ¢ (see (4.3])) and the properties of
the heat kernel g¢(z). Indeed, for all (s,y) € Qr(t,z) we have 3r? < 4r?+t—s<5r? and |z —y| <r
and thus we obtain:

(@) : e > O
Jar24t—s\T —Y) = e Alritt—s) >
(=) (Am(4r2 +1 — s))2 rd
Thus, estimate the estimate w(s,y) > % holds due to the definition of the auxiliary functions ¢ and 6.
2) For the second point, for s < t + 2, by the usual heat kernel estimates, we have

C C

I(r21t—s)( = y) < : < (B.1)
(=) (4r2+t—s)s 4|z —yp 7
hence, the estimate w(s,y) < % is valid for all (s,y) € Q,(t,x).
3) Note that we have
- C )
Vo2 qi—s(r —y)| < U E T a p—" <3 for s<t4r= (B.2)

Since V¢ is supported outside the cylinder @1, we shall only consider the case (s,y) € Q,(t, ZL’)\Q% (t, ).
2
Using (B.1)) again, we find the following estimate

9(4r2+4t—s) (33‘ - y) < 3 < — for (87 y) € Qp(t7x) \ Qg(t’x) (B3)
This estimate and (B.2)) imply by contruction (recall |D that |Vw(s,y)| < 7%
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4) Regarding the last estimate, we first note that (9s + Ay)g(4r244—s)(z —y) = 0, so it remains to treat the

term involving ﬁg and the case when time derivative and space derivative fall on the two test function
s—t

¢ and 6. For the time derivative, we see that O, (9 (T—Q)) is neglected for all s < t + r2. For space
derivative, we have

¢

’69(47’2-‘1-15—8) (l’ - y)‘ < 4 for (S, y) € Qp(t7 .%') \ Qg(ta x)

i

For the same reason as before, since V¢ vanishes on Q%, the estimate |(0s + A)w(s,y)| < C;—i follows

from the estimate above and (B.3]). [
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