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∗∗∗∗ CNRS, LAAS, Université de Toulouse, 31400 Toulouse, France
(e-mail: zaccarian@laas.fr).

Abstract: Using a hybrid framework, we propose a generalized version of the well-known
Kuramoto model for interconnected oscillators. The proposed model does not modify the
classical model close to the synchronization set, but avoids the typical non-uniform convergence
phenomenon. For the two-oscillators case, we prove the uniform global asymptotic stability
of the consensus set by using a hybrid Lyapunov function whose generality promises possible
extension of the result to higher order dynamics. We comparatively illustrate the achieved
uniform convergence properties by simulating both the case with two and multiple oscillators,
thus confirming the effectiveness of our approach.
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1. INTRODUCTION

Complex systems with oscillatory behavior are omnipresent
in nature and appear in various engineering applications.
Among various models proposed to describe dynamics of
such systems, perhaps the most popular one is due to
Kuramoto (1975) who suggested a simple model of globally
“all-to-all” coupled phase oscillators

θ̇i = ωi +
K

n

∑
j

sin(θj − θi), i ∈ {1, . . . , n}, (1)

where θi and ωi are respectively the phase and the natural
frequency of the i-th oscillator and K is the coupling
strength.

Model (1) is now widely known as “Kuramoto model”
and has been used in numerous applications in biology,
chemistry, physics and medicine. As examples we cite here
deep brain stimulation in Tass (2003) and synchronization
of coupled Josephson junctions in Wiesenfeld et al. (1998),
for more examples see e.g. Acebron et al. (2005) and
Strogatz (2000). More recently, it has also attracted the
attention from the automatic control community, see e.g.
Aeyels and Rogge (2004), Sepulchre et al. (2007), Chopra
and Spong (2009), Jadbabaie et al. (2004). The popularity
of this model probably stems from the fact that it offers a
benchmark description of oscillatory systems.

Stability properties of the Kuramoto model have been
explored extensively during the last 40 years, including
bounds on the interconnections terms, explicit expressions
for the asymptotic phase offset and stability issues, see
Strogatz (2000) and Dörfler and Bullo (2011) for detailed

1 This work is supported by HANDY project ANR-18-CE40-0010.

overviews. Generalizations of the Kuramoto model to the
networks where nodes have more complex dynamics was
proposed e.g. in Dörfler and Bullo (2010) for the stability
analysis of power networks, and the case of more complex
coupling gains was considered e.g. in Leonard et al. (2012)
for the analysis of collective decisions about the movement
direction in groups of animals as well as in Aoki (2015) to
describe neuronal networks with synaptic plasticity.

Since the coupling sine function in (1) vanishes when the
phase differences approach π, in the case of equal natural
frequencies ωi (i.e. ωi = ω for any i ∈ {1, . . . , n}) the
system possesses multiple synchronization sets, see e.g.
Sepulchre et al. (2007). As a result, slow convergence is
observed when simulating solutions starting close to the
unstable synchronization sets (e.g., two oscillators with
phase opposition). This is due to the uniqueness of solu-
tions of dynamics (1) combined with continuity properties
of solutions with respect to initial conditions on compact
time intervals. Roughly speaking, the closer solutions start
to the unstable synchronization set, the longer it will take
them to get move away from that set and finally converge
to the synchronized motion. As a result, the convergence
properties of solutions is not uniform over all initial condi-
tions. A similar non-uniform convergence behavior can be
observed in the example of synchronizing metronomes Oud
(2006) where the dynamics is of higher order but similar
phenomena occur. Even though such a behaviour can be
acceptable to describe certain natural phenomena, it is less
suitable for many engineering applications. For example
such a stickiness effect is well known in certain engineering
areas (e.g., control of unstable aircraft dynamics) wherein
solutions are kept at a safe distance from the boundaries of
the null controllability region Miller and Pachter (1997).



With this motivation in mind, we propose here a general-
ization of the Kuramoto model using a hybrid framework
similarly to what has been done for spiking interconnected
neurons in Phillips and Sanfelice (2014). Our model does
not modify dynamics (1) close to the stable synchroniza-
tion set and it guarantees uniform convergence even when
the initial synchronization errors are large. In particular,
by introducing some discrete jumps that exploit the peri-
odicity of the oscillators phases, we force variables θi to
evolve in a bounded region of the state space. Because of
this periodicity, we need to keep track of the unwinding
between the states, therefore we introduce a number of
discrete states kij whose role is to preserve continuity of
the argument of the (continuous-time) coupling functions
across jumps of the state variables θi.

We also formulate basic properties that our hybrid cou-
pling should satisfy to ensure uniform global asymptotic
stability (UGAS) of the synchronization set for our hybrid
Kuramoto model. In particular, UGAS comprises uniform
global attractivity, which is exactly the property that the
original Kuramoto model in (1) fails to satisfy.

The paper is organized as follows. In Section 2 we focus
on a simple network composed of two oscillators and carry
out detailed stability analysis for this model based on
a suitable hybrid Lyapnuov function. We generalize our
approach to the case of n oscillators in Section 3, where we
do not provide a parallel stability analysis, whose technical
details are left as future work. Numerical simulations are
then presented in Section 3.3 to illustrate the advantages
of the proposed hybrid model.

Notation: Rn denotes the n-dimensional Euclidean space.
R≥0 denotes the set of nonnegative real numbers. Z
denotes the set of all integers, while Z≥0 denotes the set
of nonnegative integers. Given two vectors x1 and x2, we
denote (x1, x2) = [xT1 xT2 ]T .

2. THE CASE OF TWO OSCILLATORS

2.1 Flow dynamics

Consider two coupled oscillators whose continuous (flow-
ing) evolution is ruled by the following generalization of (1)
(in this preliminary work we consider oscillators with ho-
mogeneous natural frequencies, namely ωi = ω, i ∈ {1, 2}):[
θ̇1
θ̇2

]
=

[
ω + γσ(θ2 − θ1 + 2k12π)
ω − γσ(θ2 − θ1 + 2k12π)

]
, (θ1, θ2, k12) ∈ C,

(2)
where γ is a positive gain, associated to the intensity of
the coupling action.

In (2), the state of the overall coupled system corresponds
to x := (θ1, θ2, k12), where θi, i ∈ {1, 2} are the two phases

and k12 ∈ {−2,−1, 0, 1, 2}, satisfying k̇12 = 0, is a logical
state whose jumps unwind the phase difference between
the two oscillators (dynamics (1) is recovered when k12 =
0). The reason for inserting k12 in the dynamics is that it
can constrain flowing to only happen when (θ1, θ2, k12) ∈
C, with C (to be precisely characterized later) satisfying
the next property, proven in Lemma 1 in Section 2.3 below,

C ⊂
{
x : |θ2 − θ1 + 2k12π| ≤ π + δ

}
. (3)

The scalar δ ∈ (0, 2π/3] in (3) is an arbitrary positive angle
ensuring space regularization to prevent Zeno solutions.
The value of δ has some marginal impact on the transient
responses from large initial conditions, but has no impact

on local solutions around the attractor. For example, in
our simulations we select δ = π

4 .
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Fig. 1. The graph of function σ in (4), of a ramp function
and of a sinusoid, typically used for couplings in
Kuramoto oscillators.

The advantage of (2) versus (1) is that property (3)
ensures that during the continuous evolution (flow) of the
solutions, function σ is only evaluated in the compact
set [−π − δ, π + δ] and therefore we may replace the
sine function of (1) by more advantageous functions not
suffering from the issue of vanishing at π. In particular,
the uniform synchronization results of this paper hold as
long as σ satisfies the following property.

Property 1. Function σ is continuous on domσ := [−π −
δ, π + δ] and satisfies

(i) σ(s) = −σ(−s), for any s ∈ domσ
(ii) σ(s)s > 0, for any s ∈ domσ \ {0}

Remark 1. Item (i) of Property 1 can be removed, at the
cost of making our proofs more convoluted in terms of
notation. Item (ii) with continuity implies σ(0) = 0 for
any σ satisfying Property 1. y

An example of function σ that satisfies Property 1 and that
perfectly matches the one in classical Kuramoto oscillators
like (1) near the synchronization set, corresponds to

σ : θ 7→

{
sin(θ), if |θ| ≤ π

2
sgn(θ) if |θ| ∈ [π/2, π + δ],

(4)

Once again, under condition (3), the argument of σ never
has norm larger than π + δ in places where solutions are
allowed to evolve continuously (flow), so there is no need
to define function σ outside domσ := [−π − δ, π + δ].

Figure 1 shows the shape of the function in (4) (red solid
line) as well as of the ramp function σ : θ 7→ θ (green
dashed line), both satisfying Property 1 as compared to
the sinusoidal coupling σ : θ 7→ sin(θ) (not satisfying
Property 1) typically used in Kuramoto oscillators, see e.g.
Acebron et al. (2005), Strogatz (2000), Dörfler and Bullo
(2011) (blue dash-dotted line).

We now precisely introduce the proposed flow dynamics.
The overall state evolves (continuously or discretely) in
the (bounded) state space defined as

X := [−2π, 2π]2 × {−2,−1, 0, 1, 2}. (5)

Based on (2), the continuous motion of x is ruled by



ẋ =

 θ̇1θ̇2
k̇12

 = f(x) :=

[
ω + γσ(θ2 − θ1 + 2k12π)
ω − γσ(θ2 − θ1 + 2k12π)

0

]
. (6)

2.2 Jump dynamics

A few jump rules are now introduced to ensure that
solutions are well defined, i.e. that complete solutions exist
from any initial condition, while ensuring (3). A graphical
representation of these sets is shown in Figure 2. First, we
consider the next jump dynamicsθ+1θ+2

k+12

 = g1(x) :=

[
gθ(θ1)
θ2

k12 − sgn(θ1)

]
, x ∈ D1 (7a)

θ+1θ+2
k+12

 = g2(x) :=

[
θ1

gθ(θ2)
k12 + sgn(θ2)

]
, x ∈ D2, (7b)

where the jump sets D1 and D2 and function gθ are defined
as follows, for i ∈ {1, 2},

Di :=
{
x ∈ X : |θi| ∈ [π + δ, 2π]

}
, (7c)

gθ(θi) := θi − sgn(θi)2π, (7d)

where X is defined in (5). Note that gθ, g1 and g2 are
continuous on their (not connected) domain, because Di

does not contain any point x = (θ1, θ2, k12) with θi = 0.

(a) Case with k12 = 0. (b) Case with k12 = 1.

Fig. 2. A visual example of the flow and jump sets, for
different values of k12.

The rationale behind the jump laws in (7) is that the
oscillators coordinates θi are forced to jump whenever they
point outside the set [−π − δ, π + δ], see the definition of
Di in (7c). Moreover, these jumps are multiples of 2π in
view of the definition of gθ in (7d), so that they do not
correspond to any angular jump. Finally, the jumps of k12
are enforced according to g1 and g2 in (7a) and (7b), in
such a way that the argument of σ in (6) remains constant
across such jumps. In other words, the right hand side in
(6) remains continuous across jumps.

State k12 is also subject to jumps ensuring that the
argument of function σ in (6) has norm no larger than
π + δ. These jumps are triggered on the set

D12 := {x ∈ X : min
h∈Z
|θ2 − θ1 + 2hπ|

≤ |θ2 − θ1 + 2k12π| − 2δ},
(8)

and correspond to the following jump map, essentially
induced by the above selection of D12, which does not
affect θ1 and θ2 but only k12

θ+1θ+2
k+12

 ∈ G12(x) :=

 θ1
θ2

argmin
h∈Z

|θ2 − θ1 + 2hπ|

 . (9)

Note that G12 in the above selection is a set-valued map
because there may be more than one minimizer of the
function |θ2 − θ1 + 2hπ|.

2.3 Overall model and its structural properties

The hybrid formulation of the two coupled oscillators is
completed by writing the data of the following general form{

ẋ = f(x), x ∈ C,
x+ ∈ G(x), x ∈ D, (10a)

where f is defined in (6), the flow and jump sets are defined
to prioritize jumps

D := D1 ∪D2 ∪D12, (10b)

C := X \D, (10c)

where X is defined in (5). Finally, the jump map G is a set-
valued map defined in terms of its graph, which is selected
as the union of the graphs of g1, g2, and G12

gph G = gph g1 ∪ gph g2 ∪ gph G12. (10d)

Figure 2 shows the state space X projected on the (θ1, θ2)
plane for two values of k12, highlighting the flow set and
the different jump sets.

We establish now a few useful properties of dynamics
(10a). First, we prove that the inclusion (3) holds when
defining C as in (10c), so that it is not necessary to define
σ outside domσ := [−π − δ, π + δ].

Lemma 1. Set C defined in (10c) satisfies (3).

Proof. To prove (3), it is enough to take any state x ∈ X
such that |θ2 − θ1 + 2k12π| > π + δ, being δ ∈ (0, 23π],
and prove that x is in the interior of D12. From (10c) (C
being the closed complement of D), this implies x /∈ C;
intuitively speaking, this is consistent with the graphical
representation of C in Figure 2. We split the analysis in
two sub-cases:

Case A: |θ2−θ1 +2k12π| > π+2δ. It is immediate to state
that the minimizer h∗ of the expression in (8) satisfies
|θ2 − θ1 + 2h∗π| ≤ π. Hence, one has

|θ2 − θ1 + 2h∗π| ≤ π + 2δ − 2δ < |θ2 − θ1 + 2k12π| − 2δ,

which shows that x ∈ int(D12), as to be proven.

Case B : π+ δ < |θ2− θ1 + 2k12π| ≤ π+ 2δ. For simplicity,

denote θ̃ := θ2 − θ1 + 2k12π and note that, with reference
to (8),

min
h∈Z
|θ2 − θ1 + 2hπ| = min

h̃∈Z
|θ̃ + 2h̃π|. (11)

Since δ ∈ (0, 23π], inequality π + 2δ ≤ 3π − δ is fulfilled.
Therefore, for this Case B we restrict the attention to

π + δ ≤ |θ̃| ≤ π + 2δ ≤ 3π − δ. (12)

Under condition (12), we obtain the explicit solution to the

right minimizer in (11) as h̃ = −sgn(θ̃) (note that θ̃ 6= 0
due to (12)). Indeed, subtracting 2π from the inequalities
in (12), we get:

−π + δ ≤ |θ̃| − 2π = |θ̃ − sgn(θ̃)2π| ≤ π − δ, (13)

which can be combined with (11) to establish that the
minimizer h∗ in expression (8) satisfies

|θ2 − θ1 + 2h∗π| ≤ π − δ. (14)



From inequality (14) we finally compute

|θ2 − θ1 + 2h∗π| ≤ π + δ − 2δ < |θ2 − θ1 + 2k12π| − 2δ,

showing once again that x ∈ int(D12), as to be proved. �

Hybrid system (10a) enjoys some mild regularity proper-
ties called hybrid basic conditions in (Goebel et al., 2012,
Chapter 6), ensuring well-posedness of the hybrid dynam-
ics. Well-posedness has important implications, such as se-
quential compactness of solutions, and intrinsic robustness
of asymptotic stability.

Lemma 2. Hybrid system (10) satisfies the hybrid basic
conditions of (Goebel et al., 2012, Assumption 6.5), there-
fore it is well-posed.

Proof. First, note that g1, g2 and G12 all have closed
graphs, and then the graph of G is closed too (it is the
union of closed sets). Then, according to (Goebel et al.,
2012, Lemma 5.10), function G is outer semicontinuous.
Finally, function f is clearly continuous and sets C and
D are closed. Therefore, the hybrid basic conditions in
(Goebel et al., 2012, Ass. 6.5) hold for our hybrid system
(10), which is consequently well-posed from (Goebel et al.,
2012, Theorem 6.30). �

The following lemma is a key step to be able to prove
Theorem 1 below.

Lemma 3. For each initial condition, there exists at least
one complete solution to hybrid system (10). Moreover, no
complete solution φ exists that never flows (it is discrete)
and only jumps according to (7a) or (7b).

Proof. We prove the first part of the lemma using (Goebel
et al., 2012, Prop 6.10). For every point in C\D the tangent
cone, as defined in (Goebel et al., 2012, Definition 5.12),
corresponds to R2×{0}, so we have f(x)∩TC(x) 6= ∅. On
the other hand, the state space in (5) is bounded, which
excludes option (b) of (Goebel et al., 2012, Proposition
6.10). This means that all maximal solutions φ to (10)
are either complete or φ(T, J) /∈ X defined in (5), where
(T, J) = sup domφ. The second happens only if a solution
jumps from a point ξ such that one of the following is true:

(i) ξ ∈ D1 and k12 = −2sgn(θ1),
(ii) ξ ∈ D2 and k12 = 2sgn(θ2).

We can see that, in case (i), ξ+ = g1(ξ) is such that
k+12 = ±3, hence x+ /∈ X, and the same goes for ξ+ = g2(ξ)
in case (ii). However, we notice that, if either (i) or (ii)
hold, we necessarily have

|θ2 − θ1 + 2k12π| ∈ [3π + δ, 8π],

and this, according to the proof of Lemma 1, means that
ξ ∈ D12. Therefore, for any solution to (10) jumping
outside X from ξ as in (i), (ii), there is another solution
jumping from ξ according to G12 in (9). Since G(D12) ⊂
C∪D, there exists a solution never jumping outside X. As
a consequence, this solution is complete, in view of (Goebel
et al., 2012, Prop 6.10).

Concerning the second part of Lemma 3, if such a complete
discrete solution exists, then it must belong to D1∪D2 for
all times, but according to the jump rules (7a) and (7b)
we either have

θi ∈ [π + δ, 2π] =⇒ θ+i ∈ [−π + δ, 0] (15)

or
θi ∈ [−2π,−π − δ] =⇒ θ+i ∈ [0, π − δ], (16)

therefore θi does not belong to Di after these jumps, see
(7c). This means that, after at most two jumps according

to (7a) or (7b), any solution will necessarily flow or jump
according to (9). �
Remark 2. Since some maximal solutions to hybrid system
(10) are not complete, from now on we add the prefix “pre”
when referring to the stability properties, i.e. uniform
global pre-asymptotic stability (UGpAS). Based on its
use in Goebel et al. (2012), the prefix “pre” highlights
that complete solutions asymptotically converge to the
attractor, but it is possible that some maximal solutions
are not complete. y

2.4 Uniform stability guarantees

We can now state the main uniform stability theorem for
dynamics (10). Its proof is provided in the sequel.

Theorem 1. The following synchronization set

A := {x ∈ X : θ1 = θ2 + 2k12π, k12 ∈ {−1, 0, 1}} (17)

is uniformly globally pre-asymptotically stable (UGpAS)
for dynamics (10).

Recall from (Goebel et al., 2012, Definition 3.6) that
UGpAS of a closed set is given by the combination of
uniform global stability (UGS) and uniform global pre-
attractivity (UGpA). While UGS ensures stability, or
boundedness, of the solutions starting from any initial
condition, UGpA guarantees uniform convergence to the
attractor for any complete solution. UGpA cannot be
ensured with the classical continuous description, and
represents the main advantage of the proposed hybrid
approach.

In addition, in view of (Goebel et al., 2012, Theorem 7.21),
the attractor A is robustly pre-asymptotically stable, see
(Goebel et al., 2012, Definition 7.15), since it is UGpAS
and compact, and system (10) is well-posed, see Lemma 2.

Theorem 1 does not impose any constraint on the coupling
gain γ > 0; this is because of the uniform ω for the two
oscillators, and the result is in line with the one obtained
with the classical approach in works like e.g. Dörfler and
Bullo (2011). Based on this work, we expect the value of γ
to be related to the convergence rate, and in a possible
extension with non-uniform values of ω we expect the
results to hold for a sufficiently large value of γ.

2.5 Proof of Theorem 1

For the first part of this proof consider the set

A′ := {x ∈ X : θ1 = θ2 + 2k12π} (18)

and the Lyapunov function candidate

V (x) :=

∫ satπ+δ(θ2−θ1+2k12π)

0

σ(s)ds, ∀x ∈ X, (19)

where X is given in (5) and satπ+δ(θ) is defined as follows,
for any θ ∈ [−2π, 2π],

satπ+δ(θ) := max
{

min{θ, π + δ},−π − δ
}
. (20)

The Lyapunov function V is well defined on X, because σ
is continuous according to Property 1 and the integration
domain is compact. Moreover, V is zero in A′ and strictly
positive elsewhere because of item (ii) of Property 1. In
addition, because of the symmetry of σ in item (i) of
Property 1, we have

V (x) =

∫ | satπ+δ(θ2−θ1+2k12π)|

0

σ(s)ds. (21)



Furthermore, V is vacuously radially unbounded, because
its domain is a compact set.

We now show UGpAS of A′ using (Seuret et al., 2019,
Theorem 1), by proving that the required conditions hold.
Along flowing solutions, due to (3) proved in Lemma 1, the
expression in the upper limit of the integral in (19) never
saturates, therefore we can replace satπ+δ(θ2−θ1 +2k12π)
by θ2−θ1 +2k12π in (19). We thus have, for all x ∈ C \A′,
in view of (6) and (19),

〈∇V (x), f(x)〉 = σ(θ2 − θ1 + 2k12π)(θ̇2 − θ̇1)

= −2γσ(θ2 − θ1 + 2k12π)2 < 0,
(22)

where negativity follows from item (ii) of Property 1,
because γ > 0, and x /∈ A′ implies that the argument
of σ is not zero. On the other hand, for all jumps we have
for all x ∈ Di, i ∈ {1, 2}

V (gi(x))− V (x) = 0. (23)

When x ∈ D12, from the definition of jump set and jump
map in (8) and (9), respectively, we obtain

0 ≤ |θ2 − θ1 + 2k+12π| ≤ |θ2 − θ1 + 2k12π| − 2δ, (24)

and because of item (ii) of Property 1, function σ satisfies∫ b

a

σ(s)ds > 0, ∀b > a ≥ 0, (25a)∫ c

a

σ(s)ds >

∫ b

a

σ(s)ds, ∀c > b ≥ a ≥ 0. (25b)

Given these facts, and using expression in (21), when
x ∈ D12 and |θ2 − θ1 + 2k12π| ≤ π + δ, for any g ∈ G(x),

V (g) =

∫ |θ2−θ1+2k+12π|

0

σ(s)ds

(24),(25b)

≤
∫ |θ2−θ1+2k12π|−2δ

0

σ(s)ds

=

∫ |θ2−θ1+2k12π|

0

σ(s)ds+

∫ |θ2−θ1+2k12π|−2δ

|θ2−θ1+2k12π|
σ(s)ds

= V (x)−
∫ |θ2−θ1+2k12π|

|θ2−θ1+2k12π|−2δ
σ(s)ds

(25a)
< V (x),

(26)

as δ > 0. When x ∈ D12 and |θ2 − θ1 + 2k12π| > π + δ we
have

V (x) =

∫ π+δ

0

σ(s)ds. (27)

Moreover, in view of the definition of the jump rule for k12
in (9), we have that, as δ > 0,

|θ2 − θ1 + 2k+12π| ≤ π < π + δ. (28)

Combining (27) and (28) with (25b), we derive, for any
g ∈ G(x),

V (g) =

∫ |θ2−θ1+2k+12π|

0

σ(s)ds

<

∫ π+δ

0

σ(s)ds = V (x).

(29)

Inequalities (26) and (29) prove a strict decrease across
jumps from D12.

To complete the proof using (Seuret et al., 2019, Theorem
1), we need to show that no complete solution ξbad exists
satisfying V (ξbad(t, j)) = V (ξbad(0, 0)) 6= 0, for all (t, j) ∈
dom ξbad. Such a solution would necessarily only jump ac-
cording to (7a) or (7b), because, from (22), (26) and (29),

the Lyapunov function is strictly decreasing when flowing
or jumping elsewhere. However, because of Lemma 3, no
maximal solution exists that only jumps according to (7a)
or (7b), so some decrease of V is inevitable: ξbad does not
exist. We deduce that set A′ is UGpAS by application of
(Seuret et al., 2019, Theorem 1).

As a last step, consider any point x ∈ A′ \ A. Given the
definition of X in (5), there are only two points in X such
that k12 ∈ {−2, 2}, and these are PA = (−2π, 2π,−2),
PB = (2π,−2π, 2), so we can write that A′ = A ∪
{PA, PB}. Moreover the following properties hold.

• A is strongly forward invariant because A′ is strongly
forward invariant from its stability established above,
and no solutions from A can reach {PA, PB} by
flowing or jumping. Indeed {PA, PB} 6⊂ C and
{PA, PB} 6⊂ G(D).

• A is uniformly attractive from A′ because solutions
starting in A′ \ A jump to A in at most 2 steps.

Due to the properties above, and using a global version of
(Goebel et al., 2012, Proposition 7.5), we conclude UGpAS
of A from A′.
Finally, UGpAS of A′ combined with UGpAS of A from
A′, together with boundedness of solutions from bounded-
ness of X, implies UGpAS of A due to (Maggiore et al.,
2019, Corollary 4.8).

2.6 Simulation results

We provide results of simulations carried out with the
Matlab add-on Hybrid Equations Toolbox, Sanfelice et al.
(2013).
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Fig. 3. Results of simulations: two oscillators, ω = 1,
γ = 0.2, initial phase difference of about π.

We first study the evolution of θ1 and θ2, using the
different coupling functions depicted in Figure 1 and
starting from a phase difference close to π. In Figure 3,
the blue dash-dotted curve corresponds to the typical
sinusoidal coupling function, the green dashed one to a
ramp and the red solid one to the coupling function in
(4) (the color codes are matched with the colors of the
functions in Figure 1).

The three graphs show the evolution of the oscillators
phases (top), the value of the angular error (middle)
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Fig. 4. Results of simulations: two oscillators, ω = 1,
γ = 0.2, initial phase difference of π/4.
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Fig. 5. Results of simulations: two oscillators, ω = 1 and
different values of γ.

and the value of the Lyapunov function defined in (19)
(bottom), normalized with the initial value so that the
numerical values are comparable for different functions σ.

We can see the slow initial error transient with sinusoidal
coupling: a visual evidence of the non-uniform attractiv-
ity of the synchronization set when σ does not satisfy
Property 1 and trajectories start close to the unstable
desynchronized evolution.

We now select the initial condition of these simulations
closer to the equilibrium, in particular the initial phase
difference is π/4. The results are shown in Figure 4.
Since the evolution of the Lyapunov function along the
solution is qualitatively similar to the evolution of the
angular error, we only show the angular error. In this case
the solutions behave very similarly for the three coupling
functions, which is in line with our idea of not modifying
the dynamics near the equilibrium.

Lastly, in Figure 5 we report the simulation results ob-
tained by using the coupling function in (4) and modifying
the value of the coupling gain γ: we can see that, as
expected, convergence is achieved for any value of γ, but
larger values result in a faster synchronization.

3. GENERALIZATION TO n OSCILLATORS

In this section, we consider the general case where n ∈
Z, n ≥ 2 oscillators are interconnected via hybrid coupling
over a directed graph. We first need to recall some back-
ground on graph theory for this purpose.

3.1 Background on graph theory

We denote an unweighted undirected graph G = (V, E),
where V is the set of vertices, or nodes, and E is the set of
edges, or arcs, composed by unordered couples of nodes.
If a couple of nodes belongs to E , we say that those nodes
are adjacent.

Moreover, we denote (unweighted) directed graphs Go =
(V, E), where E ⊆ V × V is composed of ordered couples,
so arcs have a specific direction. An arc going from node i
to node j is denoted by (i, j) ∈ E . If a directed graph Go is
obtained choosing an arbitrary direction for the edges of
an undirected graph G, we call it an oriented graph, and
we say that Go is obtained from an orientation of G.

Given a directed graph, if (i, j) ∈ E we say that i belongs
to the set of in-neighbors Ij of j, while j belongs to the
set of out-neighbors Oi of i. The union of Ii and Oi gives
the more generic set of neighbors Ni := Ii ∪Oi of node i,
containing all the nodes connected to it, in any direction.

Given two nodes x and y of an undirected graph G, we
define as path from x to y a set of vertices starting
with x and ending with y, such that consecutive vertices
are adjacent. If there is a path between any couple of
nodes, the graph is called connected, otherwise it is called
disconnected.

Given an unweighted directed graph G with n = |V| ver-
tices and m = |E| edges, B ∈ Rn×m is its incidence matrix,
where each column [B]`, ` ∈ {1, . . . ,m} is associated to an
edge (i, j) ∈ E , and all entries of [B]` are zero except for
bi` = −1 (the tail of edge `) and bj` = 1 (the head of edge
`), namely

[B]` = ej − ei, (30)
where ei is the i-th natural base of Rn.

3.2 Hybrid model

To generalize the two agents dynamics described in Sec-
tion 2 we use an undirected graph G = (V, Eu) and
arbitrarily choose an orientation for its edges, obtaining
the oriented graph Go = (V, E). We consider n oscillators,
each one associated to a state θi, i ∈ V = {1, . . . , n}, and
m discrete states kij , (i, j) ∈ E , associated to each one of
the m connections among the oscillators, representing the
unwinding between θi and θj . The state of this system can
be therefore represented as

x :=

[
θ
k

]
∈ X := [−2π, 2π]n × {−2,−1, 0, 1, 2}m, (31)

where θ := (θ1, . . . , θn) ∈ Rn, and k ∈ {−2,−1, 0, 1, 2}m
contains an ordered list of all the kijs, (i, j) ∈ E , with an
ordering that coincides with the ordering of the columns
of B in (30).

To simplify the notation, inspired by (6), given a function
σ satisfying Assumption 1, we introduce for any θ ∈ Rn
and k ∈ Rm

σij := σ(θj − θi + 2kijπ) (32)
and we arrange these functions in a vector σ ∈ Rm, with
an ordering that coincides with the ordering of the columns
of B in (30).

From the definitions above, we can write the following
generalization of (6), which covers as a special case the
model treated in Section 2 with V = {1, 2} and one edge
E = {(1, 2)}



θ̇i = fi(x) := ω + γ
∑
h∈Oi

σih − γ
∑
h∈Ii

σhi (33)

= ω − γ(B)iσ, ∀i ∈ V,
k̇ij = 0, ∀(i, j) ∈ E , (34)

where (B)i denotes the i-th row of matrix B and the
second line of (33) comes from (30) and the ordering of
σ. Equations (33) and (34) can be written compactly as{

θ̇ = ω1n − γBσ,

k̇ = 0,
(35)

where 1n ∈ Rn represents the column vector of ones.

The jump rules follow the same logic as the ones defined
in (7) and (8), which is generalized as

x+ = gi(x) :=

[
gi,θ(x)
gi,k(x)

]
, x ∈ Di (36a)

x+ ∈ Gij(x) :=

[
θ

Gij,k(x)

]
, x ∈ Dij (36b)

where the entries of gi,θ : X → [−2π, 2π]n and gi,k : X →
{−2,−1, 0, 1, 2}m are defined as

(gi,θ)j =

{
gθ(θi), if j = i,
θj , otherwise.

(36c)

(gi,k)(u,v) =


kuv + sgn(θi), if v = i,
kuv − sgn(θi), if u = i,
kuv, otherwise,

(36d)

where gθ is defined in (7d). On the other hand, the entries
of Gij,k : X ⇒ {−2,−1, 0, 1, 2}m are given by

(Gij,k)(u,v) =


argmin
h∈Z

|θj − θi + 2hπ|,

if (u, v) = (i, j),
kuv, otherwise.

(36e)

Finally sets Di, i ∈ {1, . . . , n} and Dij , (i, j) ∈ E
generalize (7c) and (8) as

Di :=
{
x ∈ X : |θi| ∈ [π + δ, 2π]

}
(36f)

Dij :=
{
x ∈ X : min

h∈Z
|θj − θi + 2hπ| (36g)

≤ |θj − θi + 2kijπ| − 2δ
}
.

To complete the hybrid formulation, we may write the
equations in the general form (10a), with

f(x) = (f1(x), . . . , fn(x), 0, . . . , 0), (37a)

G is defined in terms of its graph as in (10d), namely

gph G :=

( n⋃
i=1

gph gi

)
∪
( ⋃

(i,j)∈E

gph Gij

)
, (37b)

and the jump/flow sets, generalizing (10b) and (10c),

D :=

( n⋃
i=1

Di

)
∪
( ⋃

(i,j)∈E

Dij

)
, (37c)

C := X \D. (37d)

Remark 3. Similar to what we proved in Lemma 1, we
have that for the generalized flow set in (37d), it holds
that

C ⊂
{
x : |θj − θi + 2kijπ| ≤ π + δ

}
(38)

so that the flow map is only evaluated with the argument
of σ within domσ. y

3.3 Simulation examples

We consider five coupled oscillators, as an example of the
generalized system described above.
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(a) Connected graph.
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(b) Disconnected graph.

Fig. 6. The oriented graphs in the simulations with n = 5.
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Fig. 7. Simulation with five oscillators, ω = 1 and γ = 0.2,
connected graph, coupling function described in (4).
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Fig. 8. Simulation with five oscillators, ω = 1 and γ = 0.2,
connected graph, sinusoidal coupling function.

We first study the evolution of a system described by the
graph in Figure 6a, which is obtained as an orientation
of a connected undirected graph. Simulations have been
performed both for the coupling function in (4) and for
the typical sinusoidal coupling function. The results are
depicted in Figures 7-8, respectively. Comparing the two
figures, it is apparent that for this particular graph struc-
ture and initial conditions, the sinusoidal coupling results
in extremely slow convergence (due to the non-uniform
convergence properties emphasized in our introduction).
Instead, the proposed hybrid model appears to maintain
uniform convergence properties. It is emphasized that for
alternative initial conditions, also the sinusoidal couplings
provide comparable synchronization transients to the ones
of Figure 7. As a matter of fact, for not-so-large initial
conditions we find similar results to those of Figure 4
wherein the two systems provide the same evolution.
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Fig. 9. Simulation with five oscillators, ω = 1 and γ = 0.2,
disconnected graph.
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Fig. 10. Simulation with five oscillators, ω = 1 and γ = 1,
directed graph.

We also study some examples associated to natural exten-
sions of this work: the first one is a system described by the
graph in Figure 6b, obtained by orienting a disconnected
undirected graph. The corresponding results are shown in
Figure 9: the phase errors converge to zero for the con-
nected elements, but if we consider the difference between
states belonging to different connected components of the
graph (phases θ2 and θ5 in our case) the error does not
converge.

A second extension concerns the case of a system with
directed connections: the graph structure is again the one
in Figure 6a, but the coupling function is applied only
to the head of each edge. We can see from the results in
Figure 10 that synchronization is not achieved in this case.

4. CONCLUSIONS

Motivated by the lack of uniformity of the almost global
synchronization properties of the well-known Kuramoto
model, we proposed a generalization of the classical Ku-
ramoto dynamics using a hybrid coupling function replac-
ing the sinusoid used in the classical approach. Through
Lyapunov techniques, we proved uniform global asymp-
totic stability (therefore uniform attractivity) of the con-
sensus set for the simple case of two oscillators sharing
the same natural frequency. We extended the proposed
hybrid dynamics to the case of an arbitrary number of
interconnected oscillators, and numerical simulations con-
firmed the effectiveness of our approach, however an ex-
plicit theorem has not been yet developed for the general
case.

Future extensions of this work will focus on providing the
missing theorem for the multiple oscillators case, as well as

assessing the case of non-uniform natural frequencies and
interconnections associated to directed graphs.
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