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Jafar Al-Muhammada,b,⇤, Séverine Tomasa, Nassim Ait-Mouheba, Muriel Amielhb,
Fabien Anselmetb

a
G-EAU, AgroParisTech, Cirad, IRD, IRSTEA, MontpellierSupAgro, Univ Montpellier, Montpellier, France

361 rue Jean-François Breton, BP 5095, 34196 Montpellier, cedex 5, France

b
IRPHE UMR 7342, Aix Marseille Université - CNRS - École Centrale Marseille
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Abstract

The labyrinth-channel is largely used in dripper systems. The baffles play an important role to generate the head

losses and induce the flow regulation on the drip irrigation network. But they also develop vorticity regions where the

velocity is low or zero. These vorticity regions promote the deposition of particles or other biochemical development

causing dripper clogging. The flow in the dripper labyrinth-channel must be described to analyze dripper clogging

sensibility which drastically reduces its performance. This characterization is performed experimentally using the

micro-particle-image-velocimetry (Micro - PIV) method, and numerically using the RSM Simulation. In this study,

Micro-PIV experiments allow to analyze the flow in ten-pattern repeating baffles which reproduce the micro-irrigation

dripper. The cross section is equal to 1 mm
2 and the inlet Reynolds number varies from 345 to 690. The present study

first introduces a global analysis of the flow through the mean velocity modulus, the Reynolds stresses u02, v02 and

u0v0 and the turbulence Reynolds number. Then, results for the mean strain rate and the mean spanwise vorticity are

presented and discussed. Next, advanced methods of vortex detection are introduced and analyzed to better distinguish

the vortex zones and to determine the vortex sizes. Furthermore, the numerical model is used to validate and analyze

in a more detailed way the experimental results obtained by Micro-PIV.
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1. Introduction

Drip irrigation is a technique characterized by low-velocity water flows. Water drops near the plants through

drippers. This type of irrigation improves efficiency by reducing evaporation, drift, runoff and deep percolation

losses when compared with the other techniques such as sprinkler irrigation. In this technique, drippers are the most

important and critical components (Karmeli, 1977 [20]). Drippers generate low flow rates between 0.5 and 8 [l.h�1]

for pressure between 50 and 400 kPa (Goldberg et al., 1976 [15]). Dripper flow rate increases with static pressure in a

lateral pipe according to a power-law (Karmeli, 1977 [20]): q = kdP
x, where q is the dripper flow rate [l.h�1], kd the

proportionality coefficient that characterizes each dripper, P the working pressure head at the dripper [Pa] and x the

dripper discharge exponent. The value of this exponent depends on dripper conception. This relationship determines

the dripper performance. Indeed, manufacturers try to design drippers whose flow rate is not directly dependent on the

pressure head (x < 0.5). To reach this goal, they introduce some elements in the dripper such as a labyrinth-channel

which generates local pressure head losses. Drippers can be divided into two categories: pressure compensating and

non-pressure compensating drippers. Pressure compensating drippers are provided with a membrane by which the

flow control is achieved. This category provides the same amount of water all the way down the slope. Non-pressure

compensating drippers use long tortuous channels which provide greater durability and longevity along with clogging

resistance and low maintenance thanks to the absence of moving parts.

The labyrinth-channel section is in the order of 1 [mm
2], so baffles are likely to be clogged by physical particles

not captured by the filtering system. As a result, the irrigation uniformity is perturbed and the investigation cost is

increased (Pitts et al., 1990 [31]) due to maintenance needs and durability decrease.

Some studies have been performed to analyze the dripper clogging and performance. They indicate that clogging

occurs in low-velocity vortex regions as it was experimentally found (Zhang et al. 2007 [38]; Wei et al. 2012 [34];

Ait-Mouheb et al. 2019 [1]). When designing drippers, clogging can be prevented or at least significantly reduced

by decreasing, as much as possible, the vortex size. Thus, anti-clogging properties and consequently drip irrigation

efficiency are strongly related to hydraulic performance. The flow characterization inside the labyrinth-channel is

difficult to examine by experimental methods due to the small size and intricacy of drippers (Zhang et al., 2007 [38]).

Therefore, numerical modeling is also helpful to study the flow in the labyrinth-channel. Several numerical studies

emphasize that dripper performances are related to hydraulic conditions (Berkowitz, 2001 [6]; Li et al. 2008 [27];

Palau et al. 2004 [30]). From these studies, one can also infer that the choice of a numerical model is not fixed. Indeed,

the standard, RNG (Re-Normalisation Group) and realizable k�e models as well as the RSM model (Reynolds Stress

Model) were used without clear justifications.

A few experimental studies have been performed to analyze the labyrinth-channel and to compare with the modeling.

The particle image velocimetry (PIV) was used by Li et al. (2008 [27]) to assess flow characteristics in the labyrinth

flow path. Then, Li et al. (2008 [27]) compared experimental results with numerical ones obtained with the k� e

model as turbulence model. The Micro-PIV technique was also used by Wei et al. (2012 [34]) to visualize the
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water flow with suspended sand particles inside the labyrinth-channel under the pressure range 40-150 [kPa] on two

geometries. They used the RNG k�e model to perform simulations and conclude that Computational Fluid Dynamics

(CFD) simulation results show reasonable agreement with their experimental results on the basis of the curve for the

pressure-discharge relationship. Particle Tracking Velocimetry (PTV) was employed by Yu et al. (2017 [37]). Three

clay particle diameters were studied: 65, 100 and 150 [µm]. They employed CFD-DEM (Discrete Element Method)

to perform the numerical work. The unsteady Standard k�e model was used as turbulence model. Nevertheless, only

the velocity (of the liquid or the solid phase) and the position of sedimentation regions were analyzed.

However, a recent study performed by Al-Muhammad et al. (2018 [4]) has shown that the flow in the labyrinth-

channel is anisotropic (i.e the turbulence is different in the three spatial directions (Pope, 2000 [32]). Therefore,

models that assume isotropic turbulence should not be selected anymore to model such a flow. But, the standard k-e

model and its variants (k-e RNG, k-e realizable) do not take into account the flow anisotropy (Al-Muhammad et al.,

2016 [3]). That is why, in the present study, a more complex model such as RSM is considered to simulate properly

this flow as an equation is solved for each of the Reynolds stresses. Also, we propose to overcome the difficulty of

experimental measurements for a geometry such as the labyrinth-channel by an advanced optical technology. This

consists in performing Micro-PIV experiments (Al-Muhammad et al., 2018 [4]). As far as we know, it was the first

time that such a Micro-PIV technique was developed to determine with high accuracy, compared to the other studies

in the irrigation domain, the mean and fluctuating velocity fields inside the labyrinth-channel constituting irrigation

drippers. Herein, these experimental results will be compared with RSM simulations to analyze the flow within the

labyrinth-channel. Firstly, the velocity fields and profiles are presented along the labyrinth-channel, and then, the

turbulence properties of the flow are presented and discussed. Next, a detailed analysis based on the definition of the

vorticity is introduced. Finally, advanced methods such as the l2 and Q-criteria are used to detect and characterize

the vortex zones in the labyrinth-channel flow. Such an analysis is also important for passive micro-mixer subsystems

where mixing enhancement is a crucial issue (Capretto et al., 2011 [7]).

2. Materials and methods

2.1. Case study

The dripper chosen is an integrated one with non-uniform section which produces a turbulent flow. This dripper

is that most widespread in drip irrigation. It is displayed in Fig.1. The dripper is composed of 60 baffles (labyrinth-

channel units). Each three baffle pattern composes the basic unit which is repeated 20 times. This is the dripper least

sensitive to clogging (see Al-Muhammad 2016 [2] for more details). A detailed geometry in 2D, with all dimensions,

of the presently studied labyrinth-channel is shown in Fig.2. All the dimensions are presented in table 1. For Micro-

PIV, it is exactly the ten-pattern channel that is studied. For RSM simulations, only three baffles are considered, as

the flow is then developed (Al-Muhammad et al., 2018 [4]).

3



Al-Muhammad et al. / International Journal of Heat and Fluid Flow 00 (201�) 1–25 4

67 mmF=15mm

Figure 1. Industrial dripper geometry.

Figure 2. Ten baffle labyrinth-channel used in micro-PIV present experiments. Only the three first baffles are used to perform RSM modeling. The

inlet and outlet conditions are the same in the experimental and numerical studies. The blue-colored line and rectangles R2 and R3 represent the

zones where the results will be analyzed. The line 3 coordinates are x =�8.5 [mm], y = 0�2.80 [mm], and z = 0.575 [mm].

Experiments have been performed with three flow rates 24 [ml.min
�1] (1.44 [l.h�1]), 36 [ml.min

�1] (2.16 [l.h�1]),

and 48 [ml.min
�1] (2.88 [l.h�1]), where the minimum and maximum flow rates are chosen symmetrically around 2.16

Table 1. The presently studied labyrinth-channel dimensions.

Inlet width dinlet 1.20 mm

Outlet width doutlet 1.40 mm

Depth ddepth 1.15 mm

d1 1.35 mm

d2 2.80 mm

d3 1.35 mm

D1 10.00 mm

Unit length D2 3.24 mm

Hydraulic diameter Dh 1.17 mm

Angle a 33 o
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[l.h�1] which corresponds to the nominal flow rate of such a dripper. These flow rates correspond to Reynolds numbers

Re` of 345, 510 and 690. Re` is defined as

Re` =
r · |u|inlet ·Dh

µ
, (1)

where µ is the dynamic fluid viscosity [kg.m�1.s�1], r is the fluid density [kg.m�3], |u|inlet is the bulk velocity at the

inlet, defined by the equation: |u|inlet = q/(dinlet ⇥ddepth), with dinlet the inlet width and Dh the hydraulic diameter.

2.2. Experimental method

The 2D-2C Micro-PIV set-up is composed of a laser source (Litron Nd-YAG Laser of 135 mJ, doubled in fre-

quency (532 nm)) and a HiSense 4M camera. The Dantec Dynamics HiSense 4M camera offers high resolution

(2048⇥ 2048 pixels) combined with high sensitivity, with a pixel size of 7.4[µm]. This camera is equipped with a

Canon MP-E 65 mm f/2.8 lens. Three extension rings (extension tubes) of 12, 20 and 32 [mm] have been added to

increase magnification up to 6.9 and thus to visualize 1[µm] PIV particles.

Time delays between two laser pulses within a pair are 12 and 6[µs] for Re` = 345 and Re` = 690 respectively. In

other word, this is the time between two frames which provides one velocity field. The acquisition frequency, between

two pairs of images, is 1 [Hz]. Seeding particles of 1[µm] are selected to perform the Micro-PIV experiments. Fields

of view are 2.2⇥2.2 [mm] and the treatment is realized with 32⇥32 pixels as interrogation window. An overlapping

of 50% is applied. The final spatial resolution, thus, becomes 16⇥ 16 pixels. The experimental set-up settings are

explained, detailed and validated in Al-Muhammad (2016 [2]) and Al-Muhammad et al. (2018 [4]). All the technical

parameters and calibration of Micro-PIV experiments are described therein. The correlation depth has thus been esti-

mated to be 82[µm] which means that the velocities are averaged over this depth.

The measurement uncertainty strongly depends on both the particle-image diameter dt and the uncertainty in locating

the image centroid represented by c. dt is defined as:

dt =
q

(M.dp)2 +d
2
diff (2)

and

ddiff = 2.44 f#l (M+1) (3)

In the present experiments, f# =2.8, with wavelength l = 532 nm, the image magnification M = 7.7 and dp = 1µm.

When replacing in Eq.2, we find dt = 32.55µm. As it is found by Prasad et al. (1992 [33]) if a particle image

diameter is resolved by 3-4 pixels, the location of a particle-image correlation peak can be determined to within

1/10th the particle-image diameter. The measurement uncertainty is then of dx ⇡ dt/10M which gives an error of

about 0.42µm. Next, the effects of the local velocity gradients is studied by Westerweel (2008 [36]). In some study,

this effect can be ignored when the variation a of the local particle-image displacement is small with respect to dt . i.e.

a ⌧ dt , a = M Du Dt where Dt is the exposure time delay, and Du represents the local variation of the velocity field,
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i.e., |Du|⇠ |∂u/∂x| ·L where L is a typical dimension of the interrogation window size.

The random error sDx is proportional to the width dD of the displacement-correlation peak, and for a simple shear it

is approximately given by:

sDx � c dt

r
1+

2
3

a2/d2
t (4)

with c = 0.05� 7 (Westerweel, 2008 [36]). In the present study, dt = 32.55µm, L = 34.4µm, |∂u/∂x| = 3745 s
�1

for Re` = 690 which give : sDx = 1.46�205 µm. From the instantaneous velocity fields obtained by Micro-PIV, the

velocity modulus |u|, the velocity fluctuations about the mean (u0 and v
0) are derived and calculated.

|u|=
p

u2 + v2 (5)

This formulae can be applicable for the mean velocity (u) instead of instantaneous velocity (u) to find |u|, and

u
0 = u�u (6)

and

v
0 = v� v (7)

Several statistical quantities are calculated from ensembles of instantaneous velocity fields containing the mean x and

y velocity components (u and v), the second-order moments of the fluctuating velocities u02, v02 and u0v0 and the mean

velocity modulus |u|. These statistical quantities serve to calculate the convergence residues. While the final statistical

quantities which serve to plot and calculate the velocity fields and vectors are calculated from:

u j(x,y) =
1

Nv

Nv

Â
k=1

u jk
(x,y) (8)

j=1,2

|u(x,y)|= 1
Nv

Nv

Â
k=1

|uk(x,y)| (9)

where k is the running image number, Nv is the number of valid images (around 700 in our case) which is different

from the total number of images N (750).

The second-order moments of velocity fluctuations are defined as:

u
0
i
v
0
j
(x,y) =

1
Nv

Nv

Â
k=1

⇣
uik

(x,y)�ui(x,y)
⌘
⇥
⇣

u jk
(x,y)�u j(x,y)

⌘
(10)
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i and j=1,2.

The second-order moments of fluctuating velocities residues are calculated by the formula:

Ru
0
i
u
0
jNv

=


1

Nv

Nv

Â
k=1

u
0
ik

u
0
jk
� 1

Nv�1

Nv

Â
k=2

u
0
ik�1

u
0
jk�1

�2


1

Nv

Nv

Â
k=1

u
0
ik

u
0
jk

�2 , (11)

where : i, j = 1,2 and for (x,y).

These residue values are globally about 10�7 for the u and v velocities and 10�6 for the second-order moments of

fluctuating velocities u02 and v02. For u0v0, the residues can not decrease lower than 10�5 because the denominators of

the residue formula are generally closer to 0 (about 10�4) (see Al-Muhammad et al. (2018)[4] for more details).

2.3. Turbulence model for the fluid flow

In this study, incompressible steady-state flow is assumed. Buoyancy and gravity are not taken into account. For

a turbulent flow, the fluid motion can be described by the mean continuity equation, mean momentum equation, the

exact transport equation for the Reynolds stress tensor, the turbulent kinetic energy (k) equation and the turbulent

dissipation e equation. For the mean velocity field, the continuity and Navier-Stokes equations write:

∂ui

∂xi

= 0 , (12)

r ∂
∂x j

(ui u j) =� ∂ p

∂xi

+
∂

∂x j


µ
✓

∂ui

∂x j

+
∂u j

∂xi

◆�
+

∂
∂x j

h
�ru

0
i
u
0
j

i
, (13)

where i and j are indices denoting Cartesian coordinate directions, ui and u j are the mean velocities [m.s�1], p is

the mean pressure [Pa], and u
0
i

and u
0
j

are the velocity fluctuations [m.s�1]. The additional term, the Reynolds stress

tensor, Ri j = ru
0
i
u
0
j
, needs to be modeled. The Reynolds Stress Transport Model, (RSM-LRR) derived by Launder

et al. (1975 [25]), is chosen herein to simulate the flow in the labyrinth-channel. This model closes the Reynolds-

averaged Navier-Stokes equations by solving additional transport equations for the Reynolds stresses Ri j, together

with an equation for the dissipation rate e .

Since the RSM can account for the effects of streamline curvature, swirl, rotation and rapid changes in strain rate,

it has greater potential to give accurate predictions for complex flows such as that for the labyrinth-channel. The

symbolic form of the exact transport equations for the Reynolds stress tensor ru
0
i
u
0
j

may be written as follows:

Ci j|{z}
Convection

= DT,i j| {z }
Turbulent diffusion

+ DL,i j| {z }
Molecular diffusion

+ Pi j|{z}
Stress production

+ fi j|{z}
Pressure strain

� ei j|{z}
Dissipation

(14)
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The terms that do not require modeling are Ci j, DL,i j and Pi j. While, the other terms, DT,i j, fi j and ei j need to be

modeled to close the equations. The turbulent diffusion DT,i j is usually modeled using a scalar turbulent diffusivity µt

(Lien and Leschziner, 1994 [28]). The modeling of pressure-strain term, fi j, is composed from several terms (Chou,

1945 [9]), and is modeled on the basis of the proposals of Gibson and Launder (1978 [14]), Fu et al. (1987 [12]) and

Launder (1989 [24]).

Dissipation terms are obtained with the usual assumption that:

ei j =
2
3

redi j (15)

The value of e is obtained by solving the following modeled equation:

∂
∂xi

(reui) =
∂

∂x j

✓
µ +

µt

se

◆
∂e
∂x j

�
+

1
2

Ce1Gk

e
k
�Ce2r e2

k
(16)

where se = 1.00, Ce1 = 1.44 and Ce2 = 1.92. Gk = µtS
2 represents the production of turbulent kinetic energy, with

µt the turbulent viscosity defined as µt = rCµ
k

2

e with Cµ = 0.09, and S the modulus of the mean rate-of-strain tensor,

which is defined as S =
q

2Si j Si j (Si j =
1
2 (

∂ui

∂x j

+
∂u j

∂xi

)).

2.4. Numerical approach and boundary conditions

The study is performed using the commercial computational fluid dynamics software ANSYS/Fluent V14. Sim-

ulations are performed in three dimensions (3D). The mesh is generated and its quality is examined. A prism with

quadrilateral base mesh type is adopted. The skewness, based on the deviation from a normalized equilateral angle,

is around 0.56 which states that mesh quality is acceptable. The independence of the results to the meshing has been

verified (see Al-Muhammad (2016 [2]) for more details). The mesh is constructed to satisfy y+ < 5 (where y denotes

here the distance to the wall of the first mesh point, normalized by the friction velocity and the kinematic viscosity).

Enhanced wall treatment is used to model the near wall region. When using enhanced wall treatment as the near-wall

treatment, zero flux wall boundary conditions to the Reynolds stress equations are applied. The RSM model requires

boundary conditions for turbulence quantities (k and e) and individual Reynolds stresses ru
0
i
u
0
j
. k and e can be input

directly or derived from the turbulence intensity and a characteristic length. This last method is chosen; low turbulence

intensity (5%) with a hydraulic diameter Dh = 1.17 [mm] (see table 1) are chosen for the specification method. The

turbulent kinetic energy (k) and turbulent intensity are, then, selected for Reynolds-Stress Specification method.

To solve the pressure-velocity coupling and to interpolate face pressure, we choose respectively the SIMPLE and

STANDARD methods which are robust and valid for a large flow range. Third-order MUSCL discretization is selected

to solve the momentum, Ri j and dissipation rate equations because this method is accurate and adapted for all mesh

types. Least Squares Cell-Based is the method used to calculate gradients. This method calculates gradient values

using adjacent surface cells. Its accuracy is higher than the Green-Gauss Cell-Base method and its cost is lower than

8
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C0 Ci

ri

Figure 3. Cell Centroid Evaluation, extracted from User’s guide ANSYS/Fluent 14.0.

the Green-Gauss Node-Based method both available in ANSYS/Fluent. As a majority of the results discussed in sec-

tion 4 are based upon the differential quantities, it is necessary to present in detail the schemes of gradient calculation.

The Least Squares Cell-Based method approximates the gradient at the center of each cell using the least squares

approximation. The derivatives in each cell are assumed to change linearly along the separating distances of all the

neighboring cells. In Fig.3 the change in cell values between cell C0 and Ci along the vector ~ri can be expressed as

(User’s guide ANSYS/Fluent 14.0):

(—f)(c0) ·Dri = (fci �fc0) (17)

when applying Eq.17 for all cell surrounding the cell c0, we obtain the following system :

[J](—f)(c0) = D(f) (18)

Where [J] is the coefficient matrix which depends purely on geometry.

Then, Eq.18 can be solved by decomposing the coefficient matrix using the Gram-Schmidt process [5]. This decom-

position yields a matrix of weights for each cell wi0. Therefore, the gradient at the cell center can then be computed

by multiplying the weight factors by the difference vector,

—(f j)(c0) =
N

Â
i=0

w
j

i0(fci �fc0) (19)

where j= 1, 2, 3; N is the number of neighboring cells; and w
j the weighting factors of neighboring cells. The gradient

schemes are presented in detail by Mishriky and Walsh (2017) [29].

3. Flow characteristics of labyrinth-channel dripper

3.1. Mean velocity modulus field

Mean velocity modulus fields obtained experimentally by the Micro-PIV technique and numerically by the RSM

model are compared in Fig.4 where streamlines colored by mean velocity modulus are plotted for Re` = 690. The
9
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blue-colored zone, in the mean velocity fields, allows having a global overview on the vortex zone formed inside the

labyrinth-channel flow. This vortex zone is characterized by low-velocity values. The RSM model predicts approxi-

mately the same vortex zone form as Micro-PIV does, even if the vortex center is not exactly at the same position and

velocity magnitude is greater for the Micro-PIV results : 1.65 and 1.55 times greater at y/d2 = 0.1 for Re` = 345 and

Re` = 690 respectively (Fig.5). The estimation error can be related to the effects of the local velocity gradients which

depends strongly on c (Eq.4). The parameter c depends on several parameters among it the seeding particles number

in the interrogation window (Westerweel, 2000 [35]). This number is not well controlled in the vortex zone when the

micro-PIV experiments are performed in view of the geometry complexity.

(a) Micro-PIV (b) RSM model

Figure 4. Velocity streamlines in the rectangle 2 (see fig.2) for Re` = 690.

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

(a) Re` = 345

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

(b) Re` = 690

Figure 5. Normalized mean velocity profiles : comparison between Micro-PIV (blue) and the RSM model (red) along the line 3, for Re` = 345 and

Re` = 690.

Normalized mean velocity profiles along line 3 (Fig.2) are plotted in Fig.5 to investigate with more accuracy this

comparison and analyze the differences. The numerical results are close to the experimental data for both Reynolds

numbers. The model over-predicts the velocity in the mainstream flow, characterized by high flow velocity, for
10
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Re` = 690 by 5% in comparison with the experimental values. However, an important difference is remarked in the

vortex zone, characterized by low flow velocity, where the model under-estimates the mean velocity modulus with

75% in comparison with the experimental values. Indeed, the form of the vortex zone is slightly changed. Numerically,

the vortex zone center is closer to the wall with a weak velocity value in comparison with Micro-PIV data. However,

the mean velocity modulus does not allow to determine precisely the vortex zone and mainstream flow, therefore, a

specific analysis is conducted in section 4.

3.2. Reynolds stresses

The objective of this paragraph is to study and to compare experimentally and numerically, the Reynolds stresses

u02, v02 and u0v0. The experimental Reynolds stresses are presented and discussed by Al-Muhammad et al. (2018 [4]).

The Reynolds stress profiles are presented in Fig.6 and Fig.7 for Reynolds numbers 345 and 690 respectively.
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0.8

(a) u02
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0.4
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(b) v02
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(c) u0v0

Figure 6. Normalized Reynolds stress profiles along the line 3 for Re` = 345.
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Figure 7. Normalized Reynolds stress profiles along the line 3 for Re` = 690.

Reynolds stress u02 is well predicted by the RSM model when comparing with Micro-PIV results for Re` = 690.

However, the Micro-PIV experiments attenuate the fluctuating quantities near the wall and in high gradient regions.

The effects of the spatial attenuation on the measured turbulence statistics in the wall vicinity, in PIV experiments, are

assessed and reported by Kahler et al. (2006) [21] and Lee et al. (2016) [26]. Some deviations appear due to volume

averaging in the wall region: Lee et al. (2016) [26] show that, with the assumption that the small-scale contributions to

the fluctuating velocity variances do not depend on the Reynolds number, some universal corrections can be applied.
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This procedure was developed for canonical flat plate turbulent boundary layers at quite large Reynolds numbers Ret

(where Ret is computed with the boundary layer thickness and the friction velocity), Ret = [900�2600], and for quite

large interrogation windows (Dx
+ ' Dy

+ > 20). In our case, the interrogation window size is Dx = Dy = 34.4µm,

corresponding to Dx
+ = Dy

+ ' 3.5, which is likely to induce negligible attenuation effects according to the figure 8

presented in Lee et al. (2016) [26]. In addition, our configuration is far from a canonical turbulent boundary layer

due to the labyrinth geometry and the Reynolds numbers are small (Ret = [60� 85]). Therefore, no correction to

account for the effect of the interrogation window size was applied in the present study. There are some differences

between the micro-PIV and the RSM results for v02 in the transition between the mainstream flow and the swirl

zone (y/d2 = 0.4 � 0.7). The transition between theses two regions is not captured by RSM model. Numerical

Reynolds stresses profiles are plotted in Fig.8 for Re` = 690. The numerical results indicate that the Reynolds stress

w02 is smaller than v02, and the ratios w02/v02 are about 10% and 60% in the mainstream flow and the recirculation

region respectively, while the Reynolds stress u02 is higher in the mainstream zone by a ratio 60% and smaller in the

recirculation zone by a ratio w02/u02 of 25%.

Normalized Reynolds stresses increase when the Reynolds number increases since turbulence increases. The ratios

of u02, v02 and u0v0 for the two Reynolds numbers (Re` = 690 to Re` = 345), are about 20%, 30% and 35% in the

mainstream flow Fig.6 and Fig.7.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

Figure 8. Normalized Reynolds stresses profiles along the line 3, RSM model for Re` = 690.

3.3. Turbulence properties

This paragraph introduces the local turbulence Reynolds number and a characteristic time scale tL obtained only

numerically. The objective is to analyze the variations of these variables in the different flow regions already men-

tioned, such as the inlet, the mainstream flow and/or the vortex zone. The turbulence Reynolds number Ret (defined

by Eq.20) values are shown in Fig.9 for Re` = 345 and Re` = 690.

Ret =
rk

2

µe
(20)
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(a) Re` = 345

(b) Re` = 690

Figure 9. Turbulence Reynolds number Ret defined in Eq.20 for RSM model in 3D.

The turbulence Reynolds number is weak at the entrance and in the major part of the first baffle, and significantly

larger, with an almost developed behavior, from the second baffle. The turbulence Reynolds number is then rather

large in the vicinity of the teeth and impacted corners and much smaller in between and in the regions where k is

small. It is important to compare in a quantitative way the Ret values for the two Reynolds numbers.

The profiles of Ret/Re` are plotted along the line 3 and presented in Fig.10. They are almost identical, even though

Ret/Re` for Re` = 345 is slightly larger than for Re` = 690 in the mainstream region (y/d2 = 0.62�0.8). However,

as expected, close to the walls, the ratio decreases to 0 as Ret is zero at the walls.
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Figure 10. Ratio of turbulence Reynolds number Ret to Reynolds number Re` along the line 3 for the RSM model in 3D.

Therefore, the turbulence Reynolds number Ret has the same order of magnitude as the global Reynolds number

Re`. A detailed analysis of the terms constituting this ratio allows to understand this finding :

Ret

Re`
=

k

e
k

|u|2
inlet

|u|inlet

dinlet

. (21)

The ratio k/e is a time scale (noted tL). This time scale is larger at the inlet than inside the baffles because the flow is

almost laminar at the inlet Ret ⇠ 0, Fig.9. In addition, this time scale is also relatively larger in the vortex zone than

in the mainstream flow. The smaller the mixing time is, the more agitated and turbulent the flow is. The time scale

increases when the Reynolds number decreases. The term |u|inlet

dinlet

has the magnitude order of 10�3 [s�1], while k

|u|2
inlet

has the magnitude order of 1 and k/e is in the order of 103 [ms] (see Fig. 11).

The ratio k/e is presented in Fig.11 for Re` = 345 and Re` = 690 for the RSM model in 3D. It is important to compare

the values of k/e in the vortex region to the characteristic time of clay particles tk. In general, the clay particles

diameter is in the order of dp = 2�200 [µm]. Mean clay density is about rp = 1700 [kg.m�3]. When replacing these

values in the equation:

tp = d
2
p

rp

18µ
(22)

we find that tp = 0.37⇥10�3 �3.7 [ms]. Whereas the sedimentation velocity is equal to:

Ug = d
2
p

(rp �r)
18µ

g (23)

where g is the acceleration due to gravity [m.s�2], and dp is the diameter of the particle [m]. We find Ug = 1.5⇥

10�6 �1.5⇥10�2 [m.s�1]. Therefore, the dripper clogging is rather related to the flow hydrodynamics, low velocity

and low turbulence kinetic energy k, as obtained at the inlet section and in the first vortex zone, which is also noticed

by the works of Ait-Mouheb et al. (2019 [1]), and Yu et al. (2017 [37]) . Inside the labyrinth-channel unit, the larger

k/e , the larger the mixing time occurs in the vortex zone center. This value is associated with the lower velocity

magnitude which plays an important role in the capture of particles. However, the vortex center is less influential if
14
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Figure 11. Ratio k/e , [ms] for RSM model in 3D.

the particles diameter is small and thus tp is very small (Yu et al., 2017 [37]). Indeed, dripper clogging is worse when

the physical particles are not isolated and accompanied by other causes of clogging such as the formation of biofilm

(Gamri et al., 2015 [13]).

4. Vortex detection and analysis

The study of the flow velocity shows that the flow inside the baffles is composed of a mainstream flow and a

vortex zone. This vortex zone was first observed when considering the streamlines of velocity fields (Fig.4). In order

to identify swirling and shearing motion zones, a specific analysis is performed in this section to define with more

accuracy these two zones.

4.1. Strain rate and vorticity

The deformation rate of the fluid is an important property. The deformation tensor describes how fluid elements

deform as a result of fluid motion. This deformation (or velocity gradient) tensor is represented by Di j =Oui, j (where

O is the nabla operator) and defined by :

Di j = Oui, j =
∂ui

∂x j

=

0

BBBB@

∂u

∂x

∂u

∂y

∂u

∂ z

∂v

∂x

∂v

∂y

∂v

∂ z

∂w

∂x

∂w

∂y

∂w

∂ z

1

CCCCA
. (24)

As this is a second order tensor it can be decomposed into a symmetric and an anti-symmetric part. Applying this to

the Jacobian matrix J = (—u)T , with symmetric and anti-symmetric components, S and W respectively, Di j = Si j+Wi j:
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S =
1
2
�
Ou+Ou

T
�
=

1
2

0

BBBBBB@

2 ∂u

∂x

∂u

∂y
+ ∂v

∂x

∂u

∂ z
+ ∂w

∂x

∂v

∂x
+ ∂u

∂y
2 ∂v

∂y

∂v

∂ z
+ ∂w

∂y

∂w

∂x
+ ∂u

∂ z

∂w

∂y
+ ∂v

∂ z
2 ∂w

∂ z

1

CCCCCCA
; (25)

W =
1
2
�
Ou�Ou

T
�
=

1
2

0

BBBBBB@

0 ∂u

∂y
� ∂v

∂x

∂u

∂ z
� ∂w

∂x

∂v

∂x
� ∂u

∂y
0 ∂v

∂ z
� ∂w

∂y

∂w

∂x
� ∂u

∂ z

∂w

∂y
� ∂v

∂ z
0

1

CCCCCCA
. (26)

The diagonal components of the strain rate tensor S ( ∂u

∂x
, ∂v

∂y
and ∂w

∂ z
) are the extensional strain rates. Note that ∂u

∂x
> 0

for an elongating body and ∂u

∂x
< 0 for a shortening body. The strain rate due to shearing in the x-y plane is defined in

the components of the strain rate tensor as:

Sxy =
1
2

✓
∂u

∂y
+

∂v

∂x

◆
. (27)

Vorticity �!w is a vector field defined as the curl (rotational) of the flow velocity �!
u vector. Its definition can be

expressed by:
�!w = O⇥�!

u . (28)

Therefore :

wz =
∂v

∂x
� ∂u

∂y
. (29)

The mean strain rate Sxy and vorticity wz are calculated from Eq.27 and Eq.29 (with the variables u and v replaced

by u and v). Then, they are normalized by (|u|inlet/dinlet) for both Reynolds numbers for the third baffle in both the

Micro-PIV experiments and the RSM modeling. For experimental data, the second-order centred difference scheme

is used to calculate the derivatives. This scheme is chosen according to the study by Foucaut and Stanislas (2002) [11]

which concludes that a second-order centred difference scheme is the most efficient way to obtain good accuracy of

the derivatives. Fig.12 shows an example of the quadratical mesh used to treat Micro-PIV data by a Matlab code. The

velocity derivatives are therefore computed as:

∂vi

∂x
=

1
2Dx

(vi+1 � vi�1) (30)

∂u j

∂y
=

1
2Dy

�
u j+1 �u j�1

�
(31)
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where Dx = Dxi = Dxi+1 = Dxi�1 and Dy = Dyi = Dyi+1 = Dyi�1 since all the cells are square for experimental data

with spatial resolution of 34.4⇥34.4µm.

i-1, j+1

i-1, j i , j

i, j+1

i+1, j

i+1, j+1

i, j-1i-1, j-1 i+1, j-1

xi xi+1xi-1

yj

yj+1

yj-1

Figure 12. A quadrilateral mesh used in micro-PIV treatment by Matlab code extracted from Mishriky and Walsh (2017) [29].

One can conclude (Fig.13 to Fig.16)1 that the mean strain rate as well as the mean vorticity values are not much

influenced by the Reynolds number when comparing the normalized fields for these two Reynolds numbers. The

numerical results are rather close to those obtained experimentally. The observed results have a difference of about

10% along the line 3, except in the zones y/d2 = 0.35� 0.55 and y/d2 = 0.55� 0.65 on which a gap of 47% and

150% is observed for wz and Sxy respectively. The last huge value is due to the fact that the sign of Sxy is changed over

this zone (y/d2 = 0.55 - 0.65) experimentally when numerically it keeps positive values. wz has a large value for the

flow in the separation zone (red zone, Fig.15), with a positive value for the bottom tooth and a negative value for the

top tooth. Regarding the same zone in the fields of mean strain rate, one finds that the strain rate is also maximum in

this zone. As a result of this, the mean vorticity could be used directly to identify vortices. But a problem associated

with this method is that vorticity cannot distinguish between swirling motions and shearing motions (Kida et al.,

1998 [22]). In addition, contrary to what is usually found for vortex zones, the normalized mean vorticity values in

these zones are close to zero, as the variation of mean velocity occurs over a quite long distance (from y/d2 = 0 to

y/d2 = 0.55, Fig.5).

(a) Re` = 345 (b) Re` = 690

Figure 13. Normalized mean strain rate fields Sxy/(|u|inlet/dinlet), Micro-PIV.

1As the field of view is = 2.2 mm⇥ 2.2 mm for dp = 1[µm], it is difficult to visualize an entire baffle. This is why the baffle is presented by
juxtaposition of two fields of view. The deviated results, at y=1.5 mm, are due to the line which separates these two fields.

17



Al-Muhammad et al. / International Journal of Heat and Fluid Flow 00 (201�) 1–25 18

-9 -8.5 -8 -7.5 -7 -6.5

2.5

2

1.5

1

0.5

0 -6

-4

-2

0 

2 

4 

6 

(a) Re` = 345
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(b) Re` = 690

Figure 14. Normalized mean strain rate fields Sxy/(|u|inlet/dinlet), RSM model.

(a) Re` = 345 (b) Re` = 690

Figure 15. Normalized mean vorticity fields wz/(|u|inlet/dinlet), Micro-PIV.
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(a) Re` = 345
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(b) Re` = 690

Figure 16. Normalized mean vorticity fields wz/(|u|inlet/dinlet), RSM model.

4.2. Advanced criteria

4.2.1. Definitions

In order to be more quantitative, the numerical and experimental data must be analyzed by advanced methods.

There are several methods to identify coherent turbulent structures (eddies) in a quantitative way. There is so far no

universal accepted method to identify a coherent structure (Haller, 2005 [17]; Green et al., 2007 [16]). Many of these
18
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methods involve the mean velocity gradient tensor (Chakraborty et al., 2005 [8]; Green et al., 2007 [16]).

The characteristic equation is the equation which is solved to find matrix eigenvalues l , also called the characteristic

polynomial. For a general matrix Z, the characteristic equation in variable l is defined by det(Z � l I) = 0. The

characteristic equation for the tensor —u is then given by:

l 3 +Pl 2 +Ql +R = 0 , (32)

where P, Q and R are the three invariants of the mean velocity gradient tensor.

l2-criterion. A symmetric tensor A is defined as follows:

A = S
2
+W2

. (33)

A is considered to determine if there is a local pressure minimum that entails a vortex. A vortex is defined as ”a

connected region with two negative eigenvalues of A” (Jeong and Hussain, 1995 [19]). Since A is symmetric, it has

real eigenvalues only. Thus, its two eigenvalues (l1 and l2) are also real for a two-dimensional flow, and by ordering

the eigenvalues l1  l2  l3 the definition becomes equivalent to requiring that l2 < 0. The local minimum of

l2 corresponds to a vortex core. If the value of l2 is positive, the shear motion only exists and the vortex motion

disappears in the local flow field. This is called the Lambda-2 (l2) vortex criterion.

Q-criterion. One other commonly mentioned method is the Q-criterion (Green et al., 2007 [16]), where Q is defined

as:

Q =
1
2
�
kWk2 �kSk2� ; (34)

The Q-criterion defines a vortex as a ” connected fluid region with a positive second invariant of —u ”. Coherent eddies

are then defined as regions of the flow with positive values of Q and lower pressure than the immediate surroundings

(Chakraborty et al., 2005 [8]), these can easily be visualized as isosurfaces. Looking at the definition of the second

invariant, we can see that Q represents the local balance between shear strain rate and vorticity magnitude, defining

vortices as areas where the vorticity magnitude is greater than the magnitude of rate-of-strain (Hunt et al., 1988 [18],

Vàclav Kolàr, 2007 [23]).

Eq.34 is developed to implement the parameter Q in Fluent software and to process it under Matlab for Micro-PIV

experiments. Q can be written, in 2D and 3D, as follows:

Q =�1
2

 ✓
∂u

∂x

◆2
+

✓
∂v

∂y

◆2
!
�
✓

∂u

∂y

∂v

∂x

◆
in 2D ; (35)

and

Q =�1
2

 ✓
∂u

∂x

◆2
+

✓
∂v

∂y

◆2
+

✓
∂w

∂ z

◆2
!
�
✓

∂u

∂y

∂v

∂x
+

∂u

∂ z

∂w

∂x
+

∂v

∂ z

∂w

∂y

◆
in 3D . (36)
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4.2.2. Criterion treatment

l2 criterion results are plotted on Fig.17 and Fig.18 for Micro-PIV and RSM respectively. The vortex center,

for which l2 is the smallest (in magnitude) of negative sign, is defined with accuracy by this method. The colored-

blue area represents the vortices in these figures. As observed for vorticity fields, the l2 criterion underlines that the

separation zone (just behind the baffle tooth) is the region with vortex cores.

(a) Re` = 345 (b) Re` = 690

Figure 17. Normalized l2 criterion, Micro-PIV.
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(a) Re` = 345
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(b) Re` = 690

Figure 18. Normalized l2 criterion, RSM model in 3D.

The Q-criterion identifies the cores of turbulent structures (Chakraborty et al., 2005 [8]) while the l2-criterion is

a somewhat looser criterion than the Q-criterion but guarantees local pressure minima within the 2D plane (Dubief

and Delcayre, 2000 [10]; Chakraborty et al. 2005 [8]). The drawback of the Eulerian methods is that they are not

independent from the reference frame, i.e. they are not objective. As Green et al. (2007 [16]) also point out, this

method requires the user to effectively choose the thresholds discretionally (as Q > 0 may be changed to a higher

value for instance in order to visualize more easily the vortex).
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(a) Shear motion zone (b) Vortex zone

Figure 19. Normalized Q criterion -Mean rate of strain (Q > 0) and vorticity (Q < 0) regions- for Re` = 345, Micro-PIV.

(a) Shear motion zone (b) Vortex zone

Figure 20. Normalized Q criterion -Mean rate of strain (Q > 0) and vorticity (Q < 0) regions- for Re` = 690, Micro-PIV.

The experimental Q-criterion fields obtained with Eq.35 are plotted in Fig.19 and in Fig.20 for the lower and larger

Reynolds numbers respectively. The Q-criterion fields obtained likewise with Eq.35 are plotted in Fig.21 and Fig.22

for the RSM model. The Q-criterion helps to separate and distinguish between the vortex zone and the shear motion

zone. It appears that intensities vary linearly with the Reynolds number, while the size and position of the vortex zone

vary very slightly with Re`. The Q-criterion confirms what is found by the l2 criterion: the size and position of the

region near the baffle teeth and that in which vortex occurs depend very little on the Reynolds number in the range of

Reynolds numbers studied. Nevertheless, the limitations of these vortex zones are somewhat inaccurate since the Q

values are very low. Therefore, the ratio of Q in 3D to Q in 2D is calculated numerically. This ratio allows determining

with high accuracy the vortex regions. The Q-criterion is calculated in 2D and in 3D on the 3D geometry by Eq.35 and

Eq.36 respectively. The fields presented in Fig.21 and Fig.22 are for the 3D equation. In Fig.23, the ratio of Q3D/Q2D

is calculated and shown. This figure points out the limitations of the vortex zone where small positive values in 3D

become small negative values in 2D when the third component is eliminated (as with Micro-PIV data).
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(a) Shear motion zone
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(b) Vortex zone

Figure 21. Normalized Q criterion -Mean rate of strain (Q > 0) and vorticity (Q < 0) regions- for Re` = 345, RSM model in 3D.
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(a) Shear motion zone
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(b) Vortex zone

Figure 22. Normalized Q criterion -Mean rate of strain (Q > 0) and vorticity (Q < 0) regions- for Re` = 690, RSM model in 3D.

5. Conclusion

The present paper analyzes the flow in a baffle-fitted labyrinth-channel constituting irrigation drippers thanks to

Micro-PIV and RSM modeling. The detection and the characterization of the vortex zone in a milli-labyrinth-channel

are presented and detailed in this paper. The main conclusions are as follows:

-9 -8.5 -8 -7.5 -7 -6.5

2.5

2

1.5

1

0.5

0
-2

-1

0 

1 

2 

(a) Re` = 345

-9 -8.5 -8 -7.5 -7 -6.5

2.5

2

1.5

1

0.5

0
-2

-1

0 

1 

2 

(b) Re` = 690

Figure 23. Q3D
Q2D

calculated on the 3D geometry, RSM model.
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• The ratio k/e can be used as variable to estimate the time delay between the two laser pulses within a pair since

it determines the mixing time. This time is short in the vortex zone and long at the inlet.

• Advanced methods, the Q and l criteria, which serve to detect the vorticity and to deeper analyze the vortex

zones, were implemented. Q and l2 methods show that the vortex intensity is largest in the separation zone

where the large vorticity values result from the change of flow direction. The vorticity values are larger in

this zone than in the vortex region where vorticity remains rather weak. The Q criterion allows to distinguish

between the shear motion and vortex zones. As a conclusion, just downstream the baffle, there is, as expected,

a vortex region but of weak intensity in comparison with the mainstream flow, where the strong vorticity value

is generated by the flow direction change.

• The RSM model, globally, can be considered as a reliable model to predict and characterize the flow in the

labyrinth-channel. The results obtained by RSM model are in good agreement with the experimental results, a

difference about of 5% in the mean velocity prediction, in the mainstream flow. The size and the position of

vortex zone are similar to the experimental results. However, a difference gap of about 75% is observed in the

estimation of the mean velocity.

These experimental results will be compared with 2D-3C Micro-PIV measurements from future work, on the same

prototype with additional Reynolds number values. Data issuing from such experiments would allow to confirm the

present numerical results concerning the third velocity component. Next, detecting the vortex zones, which are the

main responsible of clogging problems in drip irrigation systems, and analyzing them in a quantitative way, in function

of the third direction, is one of the main objectives of future work based on Micro-PIV data. Finally, these analyses

and results will be used as a basis for studying two-phase flow by injecting particles. Moreover, having a precise and

comprehensive aspect on the clogging topology and formation mechanism is essential to optimize an anti-clogging

dripper.
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