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By performing direct simulations of demixing for an equimolar mixture of hydrogen and helium, we find that
reflectivity measurements performed during dynamic experiments could be used to identify this liquid-liquid
phase transition under conditions encountered in giant planet interiors. These first principles simulations show
that the reflectivity exhibits a distinctive signature at wavelengths currently available using VISAR (velocity
interferometer system for any reflector) measurements. We further make the first estimation of the demixing
timescale under such extreme conditions and find that it appears compatible with dynamic measurements.
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Hydrogen and helium, as the main baryonic components
of the universe, play a key role in determining the mechanical
and thermal properties of most astrophysical objects. If the be-
havior of these materials is well known in the context of high-
temperature and low-density plasmas, our knowledge is by far
weaker when we enter a low-temperature, high-density regime
where N-body effects can no longer be treated as a perturba-
tion. This regime has been loosely named the warm dense mat-
ter regime and is common to various domains of astrophysics,
high pressure physics, and inertial confinement fusion science.
While significant progress has been made to characterize single
species plasmas in the past ten years, both on the experimental
and theoretical sides, the description of the properties of
mixtures and associated phase transitions remains elusive.

The equation of state of the H-He mixture for giant
planet and brown dwarf conditions, for instance, remains
ill determined. As suggested by Salpeter four decades ago,1

the H-He mixture can become unstable under giant planet
interior conditions and lead to a phase separation. Such a
phase separation would drastically affect the structure and the
evolution of the planet. This remains so far the most plausible
explanation for the excess of Saturn’s luminosity at its age.2,3

In order to test whether such a H/He demixing process
occurs under planet interior conditions, several calculations
using first principle methods have been performed within
the past few years. Morales et al.4 and Lorenzen et al.,5

in particular, performed finite-temperature density functional
theory (DFT) molecular dynamics simulations within the
generalized gradient approximation (GGA). The first group
used thermodynamic integration to estimate the miscibility
gap while the second group assumed an ideal entropy of
mixing. Both studies find a demixing for helium and hydrogen
at temperature and pressure conditions which correspond to
a significant fraction of Saturn’s interior and to a smaller
fraction of Jupiter’s interior. Moreover, according to these
calculations, demixing occurs at densities and temperatures
where hydrogen becomes metallic. As DFT methods are
known to underestimate the band gap of semiconductors, the
intrication between immiscibility and metallization calls for
an experimental validation of these first principle predictions.

Conducting such experiments under conditions relevant
to giant planet modeling, however, remains an enormous

challenge. This requires first to reach the appropriate con-
ditions and then to identify measurable associated signatures.
In the present work, we show that measuring the reflectivity
during dynamics experiments using either multishocks or
precompressed targets provides a key diagnostic to validate or
refute the aforementioned first principle predictions. Indeed,
by performing direct simulations of demixing for an equimolar
mixture of hydrogen and helium, we first identify a distinctive
signature in the reflectivity at wavelengths currently available
with VISAR (velocity interferometer system for any reflector)
measurements. We further find that the demixing time is
compatible with dynamic measurements at these extreme
conditions.

These calculations complement previous works recently
published by Lorenzen et al.6 and Hamel et al.7 In the first
case, the authors identify that demixing occurs naturally in the
simulations after about 1 ps. In Hamel et al., they calculate
optical properties in the demixing region by assuming that a
simulation cell split into two, with hydrogen on one side and
helium on the other one, is representative of a demixed state. In
contrast, we used here the fact that demixing occurs naturally in
the simulation to follow the evolution of the optical properties
in time. This allowed us to identify an optical signature for
demixing and for a state representative of what occurs on time
scales comparable to the ones we have in dynamic experiments.

All the finite-temperature density functional theory molec-
ular dynamics (DFT-MD) simulations were performed using
the ABINIT package,8–10 with 128 nuclei (64 H and 64 He) in a
cubic box and periodic boundary conditions. The convergence
of the main results presented in this paper was checked using up
to 512 atoms in the simulation cell. The choice of an equimolar
H/He mixture was dictated by the necessity to minimize finite-
size effects when exploring the occurrence or the absence of a
phase separation, which is the very aim of the present study. In-
deed a 90%/10% mixture would reduce the number of helium
particles to 12, making the results of dubious validity. The sim-
ulations were performed in the isokinetic ensemble11,12 where
the temperature is kept fixed by a direct rescaling of the veloc-
ities. The electronic part was calculated within the generalized
gradient approximation (GGA) and using the Perdew, Burke,
and Ernzerhof exchange-correlation functional.13 The temper-
ature dependence was obtained using the Mermin’s approach14
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with a Fermi-Dirac occupation of the electronic band states.
We built two sets of projected augmented waves (PAW)
pseudopotentials15,16 in order to prevent any overlap of the
PAW spheres for the entire density range presently explored.

For densities smaller than 1.5 g/cm3, we used pseudopo-
tentials with rcut = 1.0a0 (where a0 is the Bohr radius). For
higher densities, we set rcut = 0.7a0 for hydrogen and 0.6a0

for helium which lead to a much larger plane-wave cutoff.
All the MD calculations were performed at the � point,
which provides well converged results for the dynamics: The
convergence of our results (better than 2% on the pressure
and 0.5% on the internal energy) has been established using
simulations with up to a 43 Monkhorst-Pack k-point grid.17 We
used therefore 192 bands and up to 60 Ha for the cutoff energy
of the plane-wave basis. But this had been adapted according to
the set of PAW pseudopotentials. The time evolution was done
with a time step of 0.48 fs, shorter than the oscillation period of
the H2 molecule. For the initial configuration, we placed the hy-
drogen and helium atoms on a NaCl-like structure. We checked
that the initial state chosen did not influence either the demix-
ing time scales or the final states by considering a homogenous
liquid state as obtained at higher temperatures as another initial
configuration. We also checked the case of a fully unmixed
state as an initial condition with no relevant differences.

Finally, the electrical conductivity and the other transport
properties such as the reflectivity were obtained using the
Kubo-Greenwood formula18–21 on a set of snapshots extracted
from the MD simulations. The optical properties were cal-
culated using up to a 43 Monkhorst-Pack k-point grid. The
convergence of our results was tested by using up to a 83 grid.
The number of bands was adapted according to the box size
and the temperature, in order to get around 1 Ha of unoccupied
bands for fully resolved calculations of the properties up to a
1 Ha excitation.

When performing simulations for density-temperature con-
ditions where demixing was previously identified, we observed
a clear transition from an initial homogeneous state to a clearly
inhomogeneous state during the simulation. Figure 1 shows
a representative simulation where we plot the trajectories of
every particle over 400 time steps. The difference between
the homogeneous case and the demixed one is quite obvious.
On the left, the hydrogen atoms are quite scattered and the
trajectories are unlocalized, as expected in a homogeneous

FIG. 1. (Color online) Trajectories of hydrogen (blue) and helium
(red) nuclei over 400 time steps for an equimolar mixture at
1.50 g/cm3 and 4000 K at two different stages of the simulation.

state. On the right, we clearly see two distinct patches as the
two species tend to remain separated. The clear occurrence
of demixing in direct molecular dynamics simulations was
already pointed out in Lorenzen et al.5 We further find in
all the performed simulations that the system demixes with a
concentration for the dominant species larger than 80% in each
identified patch. The concentration in the helium and hydrogen
rich regions were obtained by simply counting the number of
atoms of each species in the corresponding volume.

While direct inspection of the simulations does not provide
a quantitative criteria to establish a phase diagram with
precise boundaries for the liquid-liquid phase transition, it
still provides a good estimate of the density-temperature
conditions at which demixing occurs. Figure 2 summarizes
our results and shows the conditions where demixing was
identified. We find that, for pressures above one Mbar and
temperatures below 12 000 K, the system is always phase
separated. We also find a clear temperature dependence, with
the system remaining inhomogeneous at higher temperatures
as the pressure increases.

We note that we recover the high temperature demixing
boundary identified by Lorenzen et al. While this is encourag-
ing in a way, this also raises some issues on the ways of study-
ing demixing transition. As molecular dynamics simulations
do not provide the ionic entropy, Lorenzen et al. added an ideal
entropy of mixing to their simulations results neglecting the
contributions of the interactions in the entropy. Then they used
the Gibbs free energy method to identify the demixing line. But
as the simulations directly lead to an inhomogeneous state, we
are clearly in a situation where not only the entropy of mixing
is questionable, but also the difference in enthalpy as we are
considering a demixed state. The Gibbs free energy method,
using the relative evolution of this quantity as a function of
the concentration of each species, supposes that the system is
homogeneous for each concentration which is clearly not the
case in our simulations. We are unable to quantify the impact of
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FIG. 2. (Color online) Demixing diagram for equimolar mixtures
of hydrogen and helium. We plotted the dissociation line for pure
hydrogen22 and the demixing line as previously calculated by
Lorenzen et al.5 for an equimolar system. Black, blue, and orange
full lines correspond to different Hugoniot curves calculated using
the SCvH EOS23 and with specific precompression densities ρ0. The
dashed line shows a second shock Hugoniot for ρ0 = 0.4 g/cm3.
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these inhomogeneities on the thermodynamic quantities as we
were unable to detect a clear difference in the thermodynamic
averages between homogeneous and demixed phases. But we
would like to stress that, formally, the Gibbs free energy
procedure is only valid when considering an homogenous state.

As a close relationship between dissociation and metalliza-
tion has been previously established for hydrogen,24–26 a direct
comparison with the molecular hydrogen dissociation line
established by Tamblyn et al.22 also indicates that demixing
occurs in the range of parameters for which hydrogen is
metallic. However, the exact relative location of the demixing
toward the dissociation/metallization of hydrogen is quite
tough to identify as the latter appears to be a continuous phase
transition for temperatures higher than 2000 K.27

We note that performing microcanonical simulations across
the liquid-liquid phase transition may potentially lead to a jump
in the temperature at the phase boundary. If it exists, this could
be used as a criteria for demixing. As the thermodynamic quan-
tities do not show significant changes across the transition, we
believe, however, that it would not reflect in a significant tem-
perature jump. We thus choose to remain in the isokinetics en-
semble as it provides a comparison between homogenous and
demixed states at the same density and temperature conditions.
The small variations of the thermodynamic averages across the
liquid-liquid transition also suggest a small influence on the
thermostating scheme used on the resulting demixed states.

In Fig. 2, we also indicate the few conditions for which
we were not able to clearly identify the state of the system.
For these simulations, we observed a transient inhomogeneous
state, not always clearly well-defined. This occurs at low
temperatures and close to what we have established as the
low-temperature, low-pressure boundary for the liquid-liquid
phase transition. In this domain, the size of the simulation box
is clearly an issue when trying to accurately determine this
boundary, as the size of the helium-rich bubbles in the demixed
phase at equilibrium is way out of reach of current ab initio
simulation capabilities. This problem applies to any method
aimed at predicting the exact density-temperature location
for the phase boundary in the low-temperature regime, either
direct simulations like the present ones, or thermodynamic
integration as used in previous works.

Using the SCvH EOS,23 we also display in Fig. 2
the pressure-temperature conditions that can be reached in
dynamic experiments using various compression schemes.
According to these predictions, the conditions required for
demixing can be reached either with precompressed targets
(as done for hydrogen and helium28–30) or with multiple
shock techniques. The required target precompression (around
0.7 g/cm3) can be achieved using diamond anvil cell (DAC).
However, due to technical limitations of current high energy
lasers, such a high initial density will be out of reach of
single shock experiments to explore the relevant domain of
the Hugoniot curve. Fortunately, double shock experiments
need a lower initial precompression and can reach the density-
temperature conditions required for demixing. The trajectory
of such a shock is indicated in Fig. 2. This immediately raises
the question of the kinetics of the transition. The kinetics of
demixing for a sample initially in a homogeneous state and
dynamically brought to these high-pressure conditions is a key
issue to experimentally validate the theoretical predictions.

As the simulations were all started from a homogeneous
state, we can address this problem and explore the kinetics
of the liquid-liquid transition. For the simulations performed
in the demixed phase, the careful analysis of the simulation
movies showed, for some of them, a transient metastable
homogeneous state before the phase transition, which occurs
after a substantial delay. Using simulations which show both
a metastable homogeneous phase and a stable demixed one,
we sought a quantitative criterion that could be used first as a
diagnostic to detect the phase transition in an experiment and
second to estimate its kinetics.

Following the time evolution of the thermodynamic quan-
tities (pressure, energy) does not provide a valid criterion to
differentiate these two situations, as the observed variations
are too tiny compared to the standard deviation of these
observables. Results for the transport and optical properties, on
the other hand, are illustrated in Figs. 3–5. The first simulation
(Fig. 3) was performed at ρ = 3.57 g/cm3 and T = 17 406 K
and is labeled “1” in Fig. 2. For these conditions, no phase tran-
sition occurs. We only observe fluctuations of the reflectivity
around the mean value with a standard deviation of about 5%.

In contrast, Figs. 4 and 5 display the results of two simula-
tions for density-temperature conditions for which demixing
occurs, at 1.50 g/cm3 and 4000 K (label “2” in Fig. 2) and
2.39 g/cm3 and 4000 K (label “3” in Fig. 2), respectively.
These two examples show basically the same features. We
see a first plateau corresponding to the equilibration of the
homogeneous state and then an abrupt evolution of the
reflectivity as the system transits to the demixed state. In
both cases, the phase transition exhibits a signature on the
reflectivity well above statistical fluctuations at the two chosen
representative wavelengths. The reflectivity at 1064 nm (resp.
at 532 nm) rises from 0.15 to 0.21 (resp. from 0.125 to 0.17)
for the run at 1.50 g/cm3 - 4000 K, and from 0.33 to 0.46
(resp. from 0.256 to 0.34) for the one at 2.39 g/cm3 - 4000 K.
The time corresponding to the rise in the average reflectivity
was used to estimate the kinetics of the liquid-liquid phase
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FIG. 3. Results for a simulation at 3.57 g/cm3 and 17 406 K. On
the left hand side is plotted the frequency dependance of the electrical
conductivity and the reflectivity at different time steps. On the right
hand side is plotted the time evolution of the reflectivity for two
specific excitations with the mean value given by the dashed line. We
choose 1064 nm and 532 nm excitation wavelengths as they are the
most commonly used as probe in laser-driven experiments.
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FIG. 4. (Color online) Results for a simulation at 1.50 g/cm3 and
4000 K. On the left hand side is plotted the frequency dependance
of the electrical conductivity and the reflectivity in the homogeneous
state (black line) and in the demixed one (red dashed line). On the
right hand side we plotted the time dependance of the reflectivity at
532 nm and 1064 nm with black square symbols for the homogeneous
state and red circle symbols for the demixed one. The dashed lines
represent the mean value of the reflectivity for each state.

transition. For these two density-temperature conditions, we
get respectively 0.6 and 1.2 ps. Using rough estimates of the

skin depth δ =
√

2
ωμ0σ

(Ref. 31) probed by the laser probe

(where σ is the conductivity, ω the pulsation of the laser, and
μ0 the magnetic constant) and of the shock wave velocity vs

(about 10 km.s−1), we found that the typical time scale of
the experiment δ/vs is much longer than a picosecond, which
means that the transition is fast enough to be detected in laser-
driven experiments. This conclusion is even reinforced by the
fact that the nucleation barrier is more easily overcome in a
shock than in a cubic box with periodic boundary conditions.

Furthermore, we see that the homogeneous phase remains
stable longer when the reflectivity of the system is lower. The
transition occurs twice as slowly for a reflectivity of about 0.15
than for 0.3. This fact that the system remains a shorter time in
a homogeneous state as the conductivity/reflectivity increases
implies that atomic helium segregates faster as hydrogen
becomes more conducting. This correlation between the
propensity of hydrogen and helium to demix and the increasing
hydrogen conductivity brings support to the suggestion that
demixing stems from the difficulty for neutral helium to
perdure as a single entity in a metallic fluid of dissociated,
ionized hydrogen.

Using reflectivity measurements as a signature for demixing
in H-He has already been suggested by Hamel et al.7 These
authors did not identify any clear signature in the reflectivity
at photon energies below 3 eV. One important difference
with their results, however, is that the present calculations
are dealing with situations where the system has reached
equilibrium in a demixed state naturally provided by the
simulation. Uncertainties remain regarding the influence of
the limited number of particles, and, consequently, of the
size of the helium-rich droplets. We believe, however, that
these states are representative of the non-fully-equilibrated
states that could be probed on a ps time scale in dynamic
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FIG. 5. (Color online) Results for a simulation at 2.39 g/cm3 and
4000 K. On the left hand side is plotted the frequency dependance
of the electrical conductivity and the reflectivity in the homogeneous
state (black line) and in the demixed one (red dashed line). On the
right hand side we plotted the time dependance of the reflectivity at
532 nm and 1064 nm with black square symbols for the homogeneous
state and red circle symbols for the demixed one. The dashed lines
represent the mean value of the reflectivity for each state.

experiments. This contrasts with Hammel et al. who made
strong assumptions regarding the nature of these states as they
considered (for their conductivities calculations) that hydrogen
and helium were completely split apart into two pure phases.
Furthermore, previous studies on hydrogen and helium show
that ab initio simulations can reproduce rather accurately the
variations of reflectivities in extreme conditions. The presently
predicted 15% or more differences in reflectivity between
the homogeneous and demixed states should be detectable
in laser-driven experiments, for which the typical uncertainty
for this kind of measurements is about 5–10 %. Reflectivity
measurements at standard VISAR wavelengths can thus be
used as direct signatures of demixing under extreme conditions
when compared to ab initio simulations.

In summary, we show in this article that the demixing of
equimolar H-He mixture in the warm dense matter regime,
characteristic of many astrophysical body interior conditions,
can be probed in laboratory with reflectivity measurements
at standard wavelengths. We also provide an estimate for the
kinetics of the liquid-liquid phase transition and show that
it is compatible with the time scale accessible in current laser
experiments. Moreover, even though the required precompres-
sion for a single shock experiment precludes any exploration
of the relevant density-temperature conditions, this latter can
be reached with double shock techniques.
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Lyon and HPC resources from GENCI- CCRT/CINES (Grant
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