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Abstract 
A complete thermodynamic analysis of  the classical 2-parameter lattice-hole model of  liquids is 
presented. To our knowledge, no such analysis was available before. It is shown that the model depicts a 
van der Waals like behavior. The calculated phase diagram features a coexistence line between a 
condensed and a gas phases ending at a critical point. The model is not able to describe a transition 
between two condensed phases such as melting. Model parametrization to simulate an archetypal fragile 
glass forming liquid, the ortho-terphenyl, reveals an only qualitative/semi-quantitative agreement with 
available experimental information. The extreme simplicity of  this 2-parameter model restricts its ability 
to describe a real liquid. Taking into account the existence of  a volume difference between a hole and a 
molecule, inserting a temperature and pressure dependencies of  the physical parameters and allowing the 
energy parameter to depend on the hole concentration are the most promising modeling options. 

I. Introduction 
Phenomenological approaches relying on the Thermodynamics of  Irreversible Processes (TIP) [1] are 
able to describe the evolution of  the configurational part of  the thermodynamic functions of  vitrifying 
liquids in the glass transition range. Comprehensive overviews of  these approaches can be found in the 
monographs [2] and [3]. In these approaches, the structural state of  the liquid is described by one (or 
possibly more than one) internal thermodynamic variable(s), also called structural order parameter(s). 
Under stable or metastable equilibrium conditions, the values of  these internal variables are completely 
defined by the values of  the external control variables, temperature and pressure, while, under non-
equilibrium conditions, at the glass state, these internal variables become frozen-in. 

Within this general framework, a wide spectrum of  theories of  various generality and complexity were 
developed by several groups. The requested number of  internal variables is classically discussed in relation 
to the Defay-Prigogine ratio [4], [5], [6], [7], [2], [8], [9]. Without being exhaustive, it is worth mentioning 
the single structural order parameter approaches of  Schmelzer, Gutzow, Tropin and coworkers [10], [11], 
[12], [13], [14], [15], [8] and the one of  Garden, Guillou, Richard and Wondraczek [9], [16]. In the 
following, these two approaches will be referred to by the acronyms SGT and GGRW respectively. More 
general theories, involving several structural order parameters and the stress/strain tensor instead of  an 
hydrostatic pressure volume treatment of  the mechanical energy, such as the DNLR approach of  Cunat 
and coworkers [17], [18] or the one of  Lion et al. [19] were also developed. 

The scope of  the analysis is now restricted to the theories involving a single structural order parameter. 
These approaches are build using three main bricks. The first brick is a thermodynamic model allowing 
to express the Gibbs energy of  the liquid/glass as a function of  the internal, structural order parameter 
denoted , and external, ܶ  and ݌ , variables. The second brick is a kinetic equation describing the 
evolution rate of  the structural order parameter over time as the liquid gradually departs from equilibrium. 
From the application of  the TIP and entropy production concept, a classical relaxation law is obtained. 
It expresses that the rate of  change of  the structural order parameteris proportional to its departure 
from equilibrium and inversely proportional to a relaxation time. The third brick is a relaxation law giving 
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the dependence of  the relaxation time as a function of  the external and also possibly internal variables. 

Let us now focus on the first, thermodynamic model, brick. The first challenge is to define the structural 
order parameter. If  in phase transitions involving crystalline phases, appropriate order parameters can be 
unambiguously defined e.g. [20], [21], there is no consensus on which structural order parameter should 
be adopted to best represent the configurational state of  a vitrifying liquid/glass. Hole theory of  liquids 
has a long history since the pioneering works of  Eyring [22] and Frenkel [23]. On this basis, several 
attempts [24], [25], [26], [27], [28], this short list not being exhaustive, were made to describe the glass 
transition as the freezing process of  an equilibrium concentration of  holes. 

In the SGT and GGRW approaches, the so-called “classical lattice-hole model of  liquids” is adopted for 
the thermodynamic description of  the liquid. In this model, the single structural order parameter 
represents the fraction of  free volume. The most detailed presentation of  this model can be found in the 
monograph [3] which is the most useful entry point for anyone interested by this kind of  approach. As 
a complementary tool to reference [3], we propose an extended thermodynamic analysis of  the same 
model. When trying to apply it to a real liquid/glass, such as in [16] for the extensively studied ortho-
terphenyl, this in-depth analysis can bring new insight on the physical signification of  the model and the 
choice of  the best parametrization methodology. 

The structure of  the article will be as follows. The main equations and hypotheses of  the model are 
recalled in section II. A complete thermodynamic analysis of  the model is provided in section III. The 
physical interpretation of  the model is discussed in section IV. Application of  the model to a real liquid, 
the ortho-terphenyl, and issues linked to the model parametrization are discussed in section V. 

II. Model presentation 
The presentation of  the model can already be found in various literature references such as [3] or [8], 
however, for the sake of  completeness, we found relevant to recall in this section the main definitions, 
assumptions and equations. 

The liquid is assimilated to a lattice in which each site is occupied by a particle, which can be, depending 
on each specific liquid, an atom, a molecule or any structural unit, or a hole. Let us denote ݒ଴ the volume 
of  a lattice site, considered identical whether or not it is occupied, ଴ܰ the number of  holes per mole of  
liquid and ஺ܰ the number of  particles per mole of  liquid, that is to say the Avogadro number. The volume 
of  an individual site ݒ଴ can also possibly depends on the external pressure ݌ and temperature ܶ variables 
and hence become a function ݒ଴(݌,ܶ). 

A structural order parameter, internal variable, ξ representing the fraction of  free volume is defined 
according to: 

ξ = ଴ܰ

஺ܰ + ଴ܰ
 (1) 

This structural order parameter varies between 0 and 1: 

• ξ = 0 corresponds to the perfectly ordered state, which is the most compact liquid possible 
without any hole inside. 

• ξ = 1 corresponds to the perfectly disordered state in which all the volume is free, which is the 
definition of  a perfect gas and we will come back latter on this statement. 

It is worth noting that, as above defined, the internal variable is rather a disorder parameter than an order 
one. In the following, we will still call ξ the structural order parameter to follow the generally adopted 
convention. 

The particle fraction ξ஺ reads: 

ξ஺ = 1 − ξ = ஺ܰ

஺ܰ + ଴ܰ
 (2) 
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Rewriting the number of  holes as a function of  the structural order parameter, we also have: 

଴ܰ = ஺ܰ
ξ

1 − ξ 
(3) 

With the former assumptions and definitions, the number of  sites per mole of  liquid is simply: ஺ܰ + ଴ܰ 
and the corresponding volume: 

,ܶ,݌)ܸ ξ) = ( ஺ܰ + ଴ܰ)ݒ଴(݌,ܶ) (4) 
Which can be rewritten as a function of  the structural order parameter: 

,ܶ,݌)ܸ ξ) = ஺ܰݒ଴(݌,ܶ)
1

1 − ξ = ଴ܸ(݌,ܶ)
1

1− ξ 
(5) 

Where ܸ₀ = ஺ܰݒ଴ is the molar volume of  the compact liquid. 

If  the number of  holes is small compared to the number of  molecules ଴ܰ ≪ ஺ܰ and ξ ≈ ଴ܰ ஺ܰ⁄ . This 
approximation particularly holds at temperatures lower than the melting temperature, hence to a first 
order, in this temperature range: 

,ܶ,݌)ܸ ξ) ≈ ஺ܰݒ଴(݌,ܶ)(1 + ξ) = ଴ܸ(1 + ξ) (6) 
The excess, also called configurational, volume of  the liquid containing a certain fraction of  holes 
compared to the most compact liquid possible, having no hole, is by definition: ܸ௖௢௡௙(݌,ܶ, ξ) =
଴ܰݒ଴(݌,ܶ) and using equation 3: 

ܸ௖௢௡௙(݌,ܶ, ξ) = ଴ܸ(݌,ܶ)
ξ

1 − ξ 
(7) 

Conversely, from equation 7, the structural order parameter ξ  can be written as a function of  the 
configurational volume: 

ξ =
ܸ௖௢௡௙

ܸ௖௢௡௙ + ଴ܸ
 (8) 

The analytical expression of  the thermodynamic functions are now derived starting with the 
configurational entropy. 

Assuming ideal mixing between the holes and the particles, the configurational entropy is written, for a 
mole of  mixture, under the classical form: 

ܵ௖௢௡௙ = −ܴ((1− ξ)ln(1− ξ) + ξlnξ) (9) 
ܴ being the gas constant. 

The introduction of  holes in the liquid modifies the translation, vibration and rotation behavior of the 
particles. This contribution is not taken into account in the model which only tackles the configurational 
part of  the entropy. 

The common practice being to refer the thermodynamic quantities to a mole of  matter, hence by dividing 
the former expression by the number of  particles (1 − ξ) per mole of  mixture, the resulting expression 
is obtained: 

ܵ௖௢௡௙ = −ܴ ൬ln(1− ξ) +
ξ

1 − ξ lnξ൰ (10) 

The number of  particles in the system is by definition ஺ܰ. If is the number of ݖ   nearest neighbors, also 
called the coordination number, the probability of  finding a hole around a given atom is ݖξ. Denoting 
஺஺ the energy ofܧ  an AA bond, the configurational internal energy related to the introduction of  holes 
is then written as: 
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ܷ௖௢௡௙ =
1
ݖ஺஺ܧ2 ஺ܰξ = Δܧ଴ξ (11) 

Where Δܧ଴ = ଵ
ଶ
ݖ஺஺ܧ ஺ܰ. 

In this approximation the formation energy of  a hole is considered to be independent of  the number of  
holes actually present in the lattice. 

The configurational Gibbs energy of  the liquid is: ܩ௖௢௡௙ = ܷ௖௢௡௙ + ௖௢௡௙ܸ݌ − ܶܵ௖௢௡௙ = ௖௢௡௙ܪ −
ܶܵ௖௢௡௙ and combining equations 7, 10 and 11: 

௖௢௡௙ܩ = Δܧ଴ξ + ݌ ଴ܸ
ξ

1 − ξ + ܴܶ ൬ln(1− ξ) +
ξ

1 − ξ lnξ൰ (12) 

The condition of  internal equilibrium of  the liquid is given by: 

ቆ
௖௢௡௙ܩ߲

߲ξ ቇ
்,௣

= 0 (13) 

Inserting expression 12 in condition 13, the equilibrium fraction of  free volume ξ௘  is found: 

lnξ௘ = −
Δܧ଴(1 − ξ௘)ଶ + ݌ ଴ܸ

ܴܶ  (14) 

Or alternatively: 

ξ௘ = exp ቆ−
Δܧ଴(1− ξ௘)ଶ + ݌ ଴ܸ

ܴܶ ቇ (15) 

And adopting a dimensionless form: 

ξ௘ = exp ቆ−
(1− ξ௘)ଶ + χ

Θ ቇ (16) 

Where: 

χ =
݌ ଴ܸ

Δܧ଴
 (17) 

Θ =
ܴܶ
Δܧ଴

 (18) 

are dimensionless energies proportional to the pressure and temperature respectively. 

By taking the natural logarithm of  16 and rearranging, an alternative and more useful formulation of the 
internal equilibrium condition is obtained: 

Θ = −
(1− ξ௘)ଶ + χ

lnξ௘
 (19) 

If, for given values of  the external variables ݌ and ܶ, equation 19 can only be solved numerically to find 
the corresponding ξ௘value(s), it is seen that if  ξ௘  is rather considered as the independent variable, then, 
for a given value of  χ, Θ is an explicit single valued function of  ξ௘  and can be calculated analytically. Or 
conversely, for a given value of  Θ, χ is an explicit single valued function of  ξ௘ . 

The evolution of  the equilibrium values of  the structural order parameter and the configurational entropy 
are plotted as a function of  Θ under different isobaric conditions in figures 1a and 1b respectively. 
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a) Structural order parameter. Its critical value is ߦ௖ =
1 2⁄ . 

b) Reduced configurational entropy. Its critical value is 
ܵ௖
௖௢௡௙ ܴ⁄ = 2݈݊2. 

Figure 1. Equilibrium values of  a) the structural order parameter and b) the reduced configurational entropy vs. 
temperature under isobaric conditions. Each curve is labeled with its corresponding ߯ value. The dimensionless critical 
pressure and temperature are ߯௖ = (2݈݊2− 1) 4⁄ ≈ 0.09657 … and ߆௖ = 1 2⁄  respectively. The critical point is 
plotted as a black circle. 

The shape of  the curves evolves as a function of  χ, above a critical value of  χ ≈ 0.09657 the curves are 
sigmoidal and exhibit a monotonous increase vs. temperature while, below the critical value, they are S 
shaped. The representation of  figure 1b involving the (ܶ, ܵ) pair of  thermodynamic conjugate variables 
is the strict analog, for the thermal energy, of  the more familiar (݌,ܸ) pair representation for the 
mechanical energy. Hence, the S shaped ܵ(ܶ) isobars of  the model imply a thermodynamic behavior 
qualitatively similar to the S shaped ݌(ܸ)  isotherms resulting from the well-known van der Waals 
equation of  state. Another similarity between the present model and the van der Waals equation of  state 
is the number of  parameters which is two in both cases. 

Before going to the deeper analysis of  the model in the next section, let us add that the expressions of  
all the thermodynamic functions at equilibrium can be derived starting from the general Gibbs energy 
expression using classical thermodynamic relations combined with the equilibrium condition. The so-
called configurational heat capacity at equilibrium ܥ௣,௘

௖௢௡௙ is now derived as an example. 

By definition: 

௣ܥ
௖௢௡௙ = ቆ

௖௢௡௙ܪ߲

߲ξ ቇ
௣,்
൬
߲ξ
߲ܶ൰௣

 (20) 

The two terms in the right hand side of  equation 20 need to be evaluated. 

From equation 12, we have: 

௖௢௡௙ܪ = Δܧ଴ξ + ݌ ଴ܸ
ξ

1 − ξ 
(21) 

Then: 

ቆ
௖௢௡௙ܪ߲

߲ξ ቇ
௣,்

= Δܧ଴ +
݌ ଴ܸ

(1− ξ)ଶ (22) 

The equilibrium condition (equation 14) can be rewritten under the form: 

ܴܶ = −
Δܧ଴(1− ξ௘)ଶ + ݌ ଴ܸ

lnξ௘
 (23) 

Differentiating equation 23 at constant ݌ and after some rearrangements, we obtain: 
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൬
߲ξ௘
߲ܶ ൰௣

=
ܴξ௘(lnξ௘)ଶ

Δܧ଴(1− ξ௘)(1− ξ௘ + 2ξ௘lnξ௘) + ݌ ଴ܸ
 (24) 

Then ܥ௣,௘
௖௢௡௙ can be calculated combining equations 20, 22, 24. 

III. Analysis of  the model 
At first, the asymptotic behavior of  the internal equilibrium condition represented by equations 14 or 15 
is analyzed. 

For a highly undercooled liquid, the number of  holes becomes negligible ଴ܰ ≪ ஺ܰ  and ξ௘ ≪ 1 . 
Equation 15 reduces to: 

ξ௘ = exp ൬−
Δܪ଴
ܴܶ ൰ (25) 

Where Δܪ଴ = Δܧ଴ + ݌ ଴ܸ. 

The classical equation giving the equilibrium concentration of  thermal vacancies in a crystal can be found 
in numerous textbooks such as [29] (page 422) or in more dedicated monograph [30]. It reads: 

ξ௘ = exp(−Δܩ଴ ܴܶ⁄ ) (26) 
Equation 25 is formally equivalent to equation 26 if  the entropic contribution to the Gibbs energy of  
defect formation can be neglected compared to the enthalpic one. This assumption holds true if  the 
number of  holes is small compared to the number of  particles. 

When the fraction of  free-volume is close to 1, starting from equation 14 and using a first-order Taylor 
expansion of  the logarithm: 

lim
ஞ೐→ଵ

(−lnξ௘) = 1 − ξ௘ = ξ஺,௘ ≈
݌ ଴ܸ

ܴܶ  (27) 

The above equation is the ideal gas law. It is interesting to note that, within the frame of  the CALPHAD 
method [31], Guan and Liu [32] have recently proposed a new physical model to describe thermal 
vacancies in crystals. Their model is formally very close to the lattice-hole model discussed here. They 
draw a similar conclusion on the nature of  the so-called “vacancy end-member” being an ideal gas. 

This simple asymptotic analysis shows that the full range of  variation of  the structural order parameter 
0 ≤ ξ ≤ 1 covers the transition from a condensed phase without defect to an ideal gas. 

Secondly, the transition between these two physical states can be further analyzed through the 
determination of  the critical point which is defined by the simultaneous nullification of  the first three 
derivatives of  the Gibbs energy with respect to the structural order parameter: 

ቆ
௖௢௡௙ܩ߲

߲ξ ቇ
೎்,௣೎

= 0 (28) 

ቆ
߲ଶܩ௖௢௡௙

߲ξଶ ቇ
೎்,௣೎

= 0 (29) 

ቆ
߲ଷܩ௖௢௡௙

߲ξଷ ቇ
೎்,௣೎

= 0 (30) 

Starting from the Gibbs energy expression (equation 12), the first and second derivatives reads: 

ቆ
௖௢௡௙ܩ߲

߲ξ ቇ
்,௣

= Δܧ଴ +
݌ ଴ܸ

(1 − ξ)ଶ +
ܴܶlnξ

(1− ξ)ଶ (31) 
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ቆ
߲ଶܩ௖௢௡௙

߲ξଶ ቇ
்,௣

=
݌2 ଴ܸ

(1− ξ)ଷ +
ܴܶ

ξ(1− ξ)ଶ +
2ܴܶlnξ
(1 − ξ)ଷ (32) 

From 31 and 28, the following equation holds at the critical point: 

௖݌ ଴ܸ

(1− ξ௖)ଶ +
ܴ ௖ܶlnξ௖

(1 − ξ௖)ଶ = −Δܧ଴ (33) 

Injecting 33 in 32 and combining with the condition 29, we have: 

ቆ
߲ଶܩ௖௢௡௙

߲ξଶ ቇ
೎்,௣೎

= −
2Δܧ଴

(1 − ξ௖) +
ܴ ௖ܶ

ξ௖(1 − ξ௖)ଶ = 0 (34) 

This expression is pressure independent. 

Hence for ξ௖ ≠ 0 and ξ௖ ≠ 1, 34 directly yields: 

ξ௖(1− ξ௖) =
ܴ ௖ܶ

2Δܧ଴
 (35) 

At the critical point, the third derivative of  the free enthalpy with respect to the structural order parameter 
can be obtained by differentiating 34 with respect to the structural order parameter once. We get: 

ቆ
߲ଷܩ௖௢௡௙

߲ξଷ ቇ
೎்,௣೎

= −
2Δܧ଴

(1− ξ௖)ଶ −
ܴ ௖ܶ(1 − 3ξ௖)
ξ௖ଶ(1 − ξ௖)ଷ = 0 (36) 

Hence again for ξ௖ ≠ 0 and ξ௖ ≠ 1: 

−2Δܧ଴ξ௖ଶ(1 − ξ௖)− ܴ ௖ܶ(1− 3ξ௖) = 0 (37) 
Injecting 35 in 37, we obtain: 

ξ௖ =
1
2 (38) 

And putting 38 in 35: 

Θ௖ =
ܴ ௖ܶ

Δܧ଴
=

1
2 (39) 

As already pointed by Frenkel [23] (page 101), at the critical point, the energy of  thermal motion of  the 
particles ܴ ௖ܶ becomes of  the same order of  magnitude as the energy required to tear one particle from 
the rest. With the present model, the heat energy at the critical point is exactly one half  of  the energy 
required to create a hole Δܧ଴. 

Note also that the critical values of  the structural order parameter and temperature are identical to those 
of  a binary A-B regular solution in which ξ = ஺ܺ or ܺ஻, ௜ܺ being the molar fraction of  i, and Δܧ଴ = Ω 
the regular interaction parameter of  the solution, see for instance page 82 of  [33]. 

Combining equations 10 and 38, the critical value of  the configurational entropy is: 

ܵ௖
௖௢௡௙ = 2ܴln2 (40) 

Substituting 38 and 39 in 33, it is also found that: 

χ௖ =
௖݌ ଴ܸ

Δܧ଴
=

2ln2− 1
4 ≈ 0.09657 … (41) 

Note that reference [3] only gives a rough estimate χ௖ ≈ 0.05 of  the exact critical dimensionless pressure 
of  equation 41. In figures 1a) and 1b), the 2 isobaric curves corresponding to the critical pressure have a 
vertical tangent for the temperature Θ௖ = 1 2⁄ . 
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Finally, substituting 38 in 5 and 7: 

௖ܸ = 2 ଴ܸ (42) 

௖ܸ
௖௢௡௙ = ଴ܸ (43) 

According, to Frenkel [23] (page 130), the local range order in a liquid is “tending to zero when the 
volume becomes about twice as large as ଴ܸ“, being the volume occupied by one mole of  a given substance. 
Equation 42 is perfectly in line with this estimation and the transition from a solid-like to a gas-like 
behavior of  the liquid at the critical point. 

The critical compressibility factor ܼ௖ then reads: 

ܼ௖ =
௖݌ ௖ܸ

ܴ ௖ܶ
= 2ln2− 1 ≈ 0.386 (44) 

Like for the van der Waals equation of  state, ܼ௖ has a universal character in the sense that it is found to 
be independent of  the physical parameters of  the model. Moreover, its value is close to the ܼ௖ = 3 8⁄ =
0.375 value of  the van der Waals gas (page 72 of  [34]). 

Having determined the two pairs of  thermodynamic conjugate variables (−݌,ܸ)  and (ܶ,ܵ) at the 
critical point, it is more convenient to perform a change of  dimensionless variables and to adopt usual 
definitions of  the reduced pressure and temperature. 

Let us define: 

ܶ* =
ܶ
௖ܶ
 (45) 

*݌ =
݌
௖݌

 (46) 

Which are simply related to the former dimensionless variables by: 

θ =
1
2ܶ

* (47) 

χ =
2ln2− 1

4  (48) *݌

Substituting the new dimensionless variables in the internal equilibrium condition 19, we obtain: 

ܶ* = −2
(1− ξ௘)ଶ + 2ln2− 1

4 *݌

lnξ௘
 (49) 

*݌ = −4
(1 − ξ௘)ଶ + lnξ௘

2 ܶ*

2ln2− 1  (50) 

The two above equations allow to explicitly calculate ܶ*(ξ௘) at constant ݌* and ݌*(ξ௘) at constant ܶ*. 
The calculated values are plotted by choosing ξ௘  as the ordinate and, as the abcissa, ܶ* in figure 2a) and 
 .(in figure 2b *݌
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a) Structural order parameter vs. reduced temperature 
under isobaric conditions. 

b) Structural order parameter vs. reduced pressure under 
isothermal conditions. 

Figure 2. Equilibrium values of  the structural order parameter as a function of  a) the reduced temperature under 
isobaric conditions and b) the reduced pressure under isothermal conditions. The dotted and dashed lines are the two 
branches of  the spinodal curve. The black circle is the critical point for which ߦ௖ = 1 2⁄ . 

At equilibrium, the reduced configurational entropy is plotted as a function of  the reduced temperature 
in figure 3a) and the reduced pressure is plotted as a function of  the reduced volume in figure 3b). 

  

a) Reduced configurational entropy vs. reduced temperature 
under isobaric conditions. Its critical value is ܵ௖

௖௢௡௙ ܴ⁄ =
2݈݊2. 

b) Reduced pressure vs. reduced volume under isothermal 
conditions. The critical value of  the reduced volume is 
௖ܸ ଴ܸ⁄ = 2 

Figure 3. Equilibrium values of  a) the reduced configurational entropy as a function of  the reduced temperature under 
isobaric conditions and b) the reduced pressure as a function of  the reduced volume under isothermal conditions. The 
dotted and dashed lines are the two branches of  the spinodal curve. The black circle is the critical point. 

The next step in our analysis consists in determining the spinodal curve. Along this curve, both the 
internal equilibrium condition 28 and the stability limit condition 29 hold true. These two conditions 
directly yield equation 35 which hence hold true not only at the critical point but all along the spinodal. 

The equation of  the spinodal now reads: 

ξ(1− ξ) =
ܴܶ

2Δܧ଴
 (51) 

Substituting 18 and 47 in 51, we obtain the simple expression: 

ܶ* = 4ξ(1− ξ) (52) 
With 52, the spinodal temperature can be calculated as a single valued function of ξ  being the 
independent variable. Alternatively, if  ܶ* is the independent variable, the following quadratic equation 
must be solved to find ξ values: 
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4ξଶ − 4ξ + ܶ* = 0 (53) 
For ܶ* ≤ 1, the two branches of  the spinodal curve are then given by: 

ξinf = ଵିඥଵି்*

ଶ
 and ξsup = ଵାඥଵି்*

ଶ
 (54) 

For each solid curve of  figures 3a) and 3b), the portion of  the curve which is comprised between the 
two intersections of  this curve with the two branches of  the spinodal correspond either to: 

• ቀడௌ
డ்
ቁ
௣

< 0 negative isobaric heat capacity (figure 3a), which is a condition of  thermal instability, 

• ቀడ௏
డ௣
ቁ
்

> 0 negative isothermal compressibility (figure 3b), which is a condition of  mechanical 

instability. 

In these portions of  the curves, representing thermodynamic unstable states, the liquid should break up 
in a two-phase mixture, these two phases having different values of  the structural order parameter, molar 
entropy and molar volume. 

Calculating the stable two-phase equilibria is the final step of  our thermodynamic analysis allowing to 
plot the phase diagram of  the lattice-hole model. This is classically done by performing a Maxwell equal 
area construction on a ݌(ܸ) isotherm or, equivalently, on a ܵ(ܶ) isobar such as the one shown in 4. This 
area matching method is performed numerically by incremental variation of  the equilibrium temperature 
until equal areas are calculated. 

 
Figure 4. Reduced configurational entropy at equilibrium as a function of  the reduced temperature for ݌ ⁄௖݌ = 0.2 
(solid curve). The dotted and dashed curves are the two branches of  the spinodal. The black circle is the critical point. The 
two areas comprised between the vertical dash-dotted line and the solid curve are equal. The reduced equilibrium 
temperature is ௩ܶ௔௣ ≈ 0.667. 

As shown by Hillert [35], a 2-D graphical representation is a true phase diagram only if, as axis, one 
independent variable is taken from each pair in a single set of  conjugate pairs. Moreover, a potential 
diagram, namely a diagram in which all the axis are potential variables1 is always a true phase diagram. 

The (݌,ܶ) phase diagram of  the lattice-hole model is presented in figure 5. 

 
1 For the heat, mechanical and chemical energy forms in the energy scheme, the corresponding potential variables are 
respectively the pressure (with a minus sign) −݌, temperature ܶ and chemical potential. The potential variables are intensive. 
In contrast to the molar variables, such as the molar entropy, molar volume or molar fraction which are also intensive, at 
equilibrium in a multiphase, multicomponent system, the pressure, temperature and chemical potential have uniform values 
in all parts of  the system. 
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Figure 5. (݌,ܶ) phase diagram of  the lattice-hole model. The solid curve represents the two-phase equilibrium line. The 
two coexisting phases along this monovariant line are a condensed one and a gas like one. The dotted and dashed curves 
are the two branches of  the spinodal. The three curves join at the critical point (black circle) with a common tangent. The 
phase diagram shows the possibility of  a supercritical continuous transition between the condensed and gas-like phases. 
The areas comprised between the two spinodal branches and the coexistence curve define the extension of  the metastability 
domains of  the condensed and gas phases (see text below). 
The area between the dashed and the solid curves is a zone of  potential metastable existence of  the 
condensed phase. At the right of  the dashed line, the condensed phase is unstable and cannot exist. The 
area between the dotted and the solid curves is a zone of  potential metastable existence of  the gas phase. 
At the left of  the dotted line, the gas phase is unstable and cannot exist. 

IV. Physical interpretation of  the model 
According to the analysis presented in the previous section, the model depicts, below the critical point, a 
first order transition between a condensed phase and a gas phase and a continuous transition between 
these two states in the supercritical region. This analysis is consistent with the alternative name sometimes 
adopted for this model: the lattice-gas model. A priori, the condensed phase can be chosen to be a liquid, 
as in the works of  the SGT and GGRW groups, or a solid, as in the work of  [32]. 

However, the model is not adapted to describe the melting transition which involves two condensed 
phases. Several arguments that can substantiate this conclusion have been given long ago by Milchev and 
Gutzow [36] and presented more recently in a concise form by Gutzow and Schmelzer in [3]. These 
arguments are of  both qualitative and quantitative natures. In the first category, they remind that phases 
such as the crystal and the liquid have qualitative differences in terms of  symmetry preventing the 
possibility of  a continuous transition between them. We would like to further elaborate from another 
more quantitative argument the fact that, at a given temperature, the number of  vacancies in a crystal is 
smaller than the number of  holes in the liquid. 

First, if  the condensed phase is considered to be the liquid, the physical parameters Δܧ଴ and ଴ܸ of  the 
model must be adjusted to calculate a fraction of  holes at the melting point which is around 5-10% under 
atmospheric pressure as can be crudely estimated from the difference of  the molar volumes of  the crystal 
and liquid phases at the melting temperature for a large number of  substances. In particular, for close-
packed hcp and fcc metals, Hillert (page 423 of  [29]) points out that the coordinence is 11 in the liquid 
while it is 12 for the crystal, the difference being 1 12⁄ ≈ 8%. This estimation is also consistent with 
Frenkel’s statement ([23] page 130) that “a complete disappearance of  long distance order in the 
arrangement of  the particles can take place only when the number of  atomic holes reaches a certain 
fraction – a few percent say – of  the number of  particles”. If  alternatively, the condensed phase is 
considered to be the crystal, the physical parameters Δܧ଴ and ଴ܸ of  the model must rather be adjusted 
to fit the fraction of  thermal vacancies in the crystal. The equilibrium concentrations of  vacancies at the 
melting point have been extensively studied in pure metals [37] and are in the range 0.1-0.01% for low 
melting point ones. As an example, for aluminum, the measured concentrations spans from 0.06 up to 
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0.2% depending on the measuring technique (see table 11.1 of  [37]) while the liquid porosity estimated 
from the difference between the molar volumes of  the liquid and the crystal is around 7% [38] at the 
melting point. Hence, the concentration of  holes in the liquid is in this case at least 30 up to possibly 100 
times larger than in the crystal. It is concluded that the parameters of  the model can only be adjusted to 
fit one of  these very different concentrations of  defects. It results that if  the liquid phase of  a given 
substance is to be modeled as a lattice, the properties of  this lattice should be different from the ones of  
the corresponding crystal lattice and that two distinct lattices are then required to model a crystal/melt 
transition as proposed in [36]. 

The difference between the real crystalline lattice and the liquid quasi-lattice which arises from the two 
phases having different coordination numbers and different interatomic or intermolecular distances 
should be traduced in terms of  the only two Δܧ଴ and ଴ܸ parameters of  the model. At a given temperature, 
for most liquids, the molar volume of  the liquid is expected to be larger than the one of  the crystal and 
the volume of  the compact liquid with no hole ଴ܸ should also be larger than its crystalline counterpart. 
The choice of  these parameters to model a specific liquid is discussed in the next section. 

V. Model parametrization and application to a specific liquid 
We will start by comparing the parametrization strategies in the SGT and GGRW approaches. 

In all the works of  the SGT group, a first simplification of  the Gibbs energy expression 12 is performed 
for numerical applications. With the assumption ξ ≪ 1 which holds true in the glass transition range at 
temperatures significantly lower than the melting temperature, the enthalpic contribution to the Gibbs 
energy can be approximated by: 

௖௢௡௙ܪ = Δܧ଴ξ + ݌ ଴ܸ
ξ

1 − ξ ≈ Δܧ଴ξ + ݌ ଴ܸξ = Δܪ଴ξ (55) 

Where Δܪ଴ = Δܧ଴ + ݌ ଴ܸ. Combining 55 with 10, the Gibbs energy expression now reads: 

௖௢௡௙ܩ = Δܪ଴ξ + ܴܶ ൬ln(1− ξ) +
ξ

1 − ξ lnξ൰ (56) 

This simplified expression has a single parameter and only one piece of  information is required to adjust 
its value. These authors do not apply the model to a real liquid but rather to a fictive one having typical 
properties of  vitrifying substances. The value of  Δܪ଴ is adjusted in order to obtain ξ௘ ≈ 0.05 at the 
melting temperature chosen to be 750 K for this hypothetical substance. This 5% value is consistent with 
the molar volume difference which is observed for many substances between the crystal and the liquid 
at the melting point as already discussed in section IV. In doing this, the authors implicitly assimilate the 
molar volume of  the compact liquid ଴ܸ to the molar volume of  the crystal at the melting temperature: 

଴ܸ ≈ ௖ܸ( ௠ܶ) (57) 
The validity of  this assumption requires to be further checked. 

GGRW [16] have applied the model to the ortho-terphenyl (o-TP, C18H14). This substance has been 
extensively studied in the glass research community because its melting temperature is 329.354 K [39] 
hence the temperature range of  the super-cooled liquid is around the ambient temperature [40]. Moreover, 
it can be vitrified under moderate pressures. Its molecule is relatively symmetrical, rigid, compact and 
non-polar with a shape quite similar to a spherical particle [41]. This liquid is an archetypal fragile one in 
which the rigid molecular units interact by weak non-directed van der Waals type forces. The three-step 
parametrization methodology adopted in [16] is now described and critically reviewed. 

First, the equilibrium fraction of  free volume at the melting point ξ௘( ௠ܶ) is estimated on the basis of  
the molar volume difference between the liquid and crystalline o-TP according to: 
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ξ௘( ௠ܶ) = ௟ܸ( ௠ܶ)− ௖ܸ( ௠ܶ)

൬ ௟ܸ( ௠ܶ) + ௖ܸ( ௠ܶ)
2 ൰

 (58) 

Using the molar volumes at the melting point under atmospheric pressure from [42], it is found that 
ξ௘( ௠ܶ) ≈ 0.0928. This estimation again relies on the assumption 57. However, considering equation 8, 
a more consistent estimation of  the structural order parameter at ௠ܶwould be: 

ξ௘( ௠ܶ) = ௟ܸ( ௠ܶ)− ௖ܸ( ௠ܶ)
௟ܸ( ௠ܶ)  (59) 

This criticism remains minor since adopting equation 59 only modifies the value at the margin giving 
ξ௘( ௠ܶ) ≈ 0.0887 which is still around 9%. 

Second, knowing ξ௘( ௠ܶ),	 ଴ܸ is estimated using the Clausius-Clapeyron relation applied along the crystal-
liquid equilibrium line to be ଴ܸ = 7.34	ܿ݉ଷ݉ି݈݋ଵ. This value is abnormally low considering that i) the 
molar volume of  the liquid is ௟ܸ( ௠ܶ) = 218.51	ܿ݉ଷ݉ି݈݋ଵ[42] under atmospheric pressure and ii) if  
ξ௘( ௠ܶ) ≈ 9%, equation 5 implies that ଴ܸ ≈ 0.91 ௟ܸ( ௠ܶ). This is an objection to the parametrization 
method retained by GGRW. In fact, as explained in section IV, the model does not describe the crystal-
liquid equilibrium but the liquid-gas one. Thus, injecting the entropy of  melting and the corresponding 
molar volume change in the Clausius-Clapeyron equation, as done in equation 8 of  [16], does not seem 
to be justified. 

Third, injecting the ξ௘( ௠ܶ) and ଴ܸ  values in the internal equilibrium condition (equation 14), Δܧ଴  is 
estimated to be 7909	ܬ	ି݈݋݉ଵ by GGRW. 

At this stage, it is interesting to look for an alternative method of  identifying ଴ܸ for the o-TP on the basis 
of  dilatometric measurements of  the liquid molar volume available in literature [43], [44], [42]. 
Unfortunately, the data points are not given in the original papers and the results are rather only given as 
polynomial fitting equations. 

According to [43], the liquid molar volume reads: 

ܸ = ௟ܸ( ௠ܶ)(1 + α௟(ܶ − ௠ܶ)) (60) 
In which ௟ܸ( ௠ܶ) = 218.6	ܿ݉ଷ݉ି݈݋ଵ, α௟ = 7.25	10ିସ	°ିܥଵ and ௠ܶ =  .ܥ55.5°

The regression equation of  [44] is: 

ܸ = 0.911 + 6.4610ିସܶ + 6.410ି଻ܶଶ (61) 
In which ܸ ܿ݉ଷ⁄ ݃ିଵ and ܶ °⁄  .ܥ

The two above experimental studies were performed under atmospheric pressure. Naoki and Koeda [42] 
have investigated the combined effects of  pressure and temperature. Their regression polynomial reads: 

ܸ = ෍෍ܿ௜,௝
௝ୀ଴௜ୀ଴

ܶ௜݌௝ (62) 

The elements of  the ܿ௜,௝  matrix being given in the original paper. 

Equations 60, 61, 62 are graphically compared in figure 6 showing the consistency between the three 
dilatometric studies under atmospheric pressure. At first order, the volume can be considered to increase 
linearly with temperature meaning that the magnitude of  the quadratic or higher order terms in equations 
61 and 62 remains small. 
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Figure 6. Molar volume of  liquid o-TP measured by dilatometry vs. temperature. Naoki and Koeda results (equation 
62) are plotted as solid lines for the three pressures investigated. Under atmospheric pressure, a good agreement is observed 
with the results of  Andrews and Unbbelhode (circles) and Greet and Turnbull (diamonds). Note that for these two last 
studies, the symbols are plotted using regression equations 60 and 61 and are not the experimental points, themselves not 
given in the original papers. The model of  Bartos and Kristiak (equation 63, dashed line) valid for ܶ <  is ܭ290
extrapolated up to 400 K. 

Bartos and Kristiak [45] proposed to express the liquid molar volume under a linear form analog to 
equation 60: 

ܸ = ௜ܸ(1 + α௟(ܶ − ௜ܶ)) (63) 
Where α௟ is the mean thermal expansion coefficient, ௜ܶ is the so-called initial temperature at which the 
free volume begins to appear and ௜ܸ the liquid molar volume at ௜ܶ. Combining the dilatometry results of  
[42] with the positron annihilation lifetime spectroscopy results of  [46], they were able to determine the 
values of  the three parameters in the above equation. 

A mean thermal expansion coefficient α௟ = 7.31	10ିସିܭଵ is derived by Bartos and Kristiak between 
250 and 290 K. Their value is in the range of  other literature ones: α௟ = 7.25	10ିସିܭଵ[43] and α௟ =
7.344	10ିସିܭଵ[42]. The two other parameters are ௜ܶ = and ௜ܸ ܭ209 = 200.0	ܿ݉ଷ݉ି݈݋ଵ. It is seen 
from figure 6, that equation 63 starts to deviate from the experimental results when extrapolated between 
300 and 400 K because of  the non linear character of  the volume increase over an extended temperature 
interval. A better agreement could be achieved in the whole 210-400 K range, somewhat artificially, by 
increasing the mean thermal expansion α௟  up to 7.8	10ିସିܭଵ  keeping other parameters constant. 
Bartos and Kristiak point out the good agreement between ௜ܶ =  and the Kauzmann temperature ܭ209
of  o-TP: ௄ܶ = 200 ±  .ܭ10

The value of  ௜ܸ is of  greater practical interest for the present study because, by definition, it identifies 
with ଴ܸ the volume of  the compact liquid without hole in the lattice-hole model. Comparing ௜ܸ = ଴ܸ =
200.0	ܿ݉ଷ݉ି݈݋ଵ and ௖ܸ( ௠ܶ) = 199.13	ܿ݉ଷ݉ି݈݋ଵ from [42] it is concluded that for o-TP, at least 
under atmospheric pressure, equation 57 holds true and provides a very simple and efficient way to 
estimate ଴ܸ which additionally guarantees its consistency with the ξ௘( ௠ܶ)value. 

Substituting ଴ܸ = 199.13ܿ݉ଷ݉ି݈݋ଵ and ξ௘( ௠ܶ) ≈ 0.0887 in the internal equilibrium condition 
(equation 14), Δܧ଴ is then estimated to be 7964	ି݈݋݉ܬଵ. This parameter set is compared to the one 
adopted by GGRW in table 1. Despite the large difference in the ଴ܸ value between the two studies, the 
Δܧ଴ values are quite close because, under atmospheric pressure, ݌ ଴ܸ ≪ Δܧ଴(1− ξ௘( ௠ܶ))ଶ regardless 
of  the value of  ଴ܸ. Hence, the evolutions of  the structural order parameter at equilibrium calculated with 
the two parameter sets of  table 1 in the 100-350 K temperature range are also very similar as can be seen 
in figure 7. 
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Table 1. Parameters of  the lattice-hole model for the o-TP liquid under 0.1ܽܲܯ. 

Reference ξ௘( ௠ܶ) ଴ܸ ܿ݉ଷ⁄ ଴ܧଵ Δି݈݋݉ ⁄ܬ  ଵି݈݋݉
GGRW [16] 0.0928 7.34 7909 

This work 0.0887 199.13 7964 
 

 
Figure 7. Structural order parameter at equilibrium vs. temperature according to GGRW (solid line) and this work 
(dashed line). The sets of  parameters used to calculate the two curves are given in table 1. 
The validity of  our parameter set is now further checked towards various available experimental quantities. 

We can calculate Δܪ଴ = Δܧ଴ + ݌ ଴ܸ ≈ ଵ. When ξି݈݋݉ܬ	7984 ≪ 1 holds true, this quantity is the single 
parameter of  the configurational enthalpy (see equation 55) and, as such, can be compared to the 
vaporization enthalpy of  the o-TP. According to Verevkin [47], Δ௩௔௣ܪ = 81 ± ଵି݈݋݉ܬ݇	0.9  at the 
average temperature തܶ = ଴ܪnear the o-TP melting point. Hence, we have: Δ ܭ352 ≈ 0.1Δ௩௔௣ܪ. This 
order of  magnitude is consistent with the parametrization adopted by the SGT group choosing as a rule 
of  thumb Δܪ଴ ≈ 0.166Δ௩௔௣ܪ for the numerical calculations. 

Then the critical temperature, pressure and volume can be evaluated using equations 39, 41 and 42 
respectively and compared with the IUPAC recommended values for o-TP [48] in table 2. The critical 
pressure is quite well estimated by the model while the critical temperature and volume are highly 
underestimated. 

Table 2. Critical temperature, pressure, volume and compressibility factor of  liquid/vapor o-TP as calculated from the 
lattice-hole model with the set of  parameters given in table 1 and compared with IUPAC recommended values. 

Reference ௖ܶ ⁄ܭ ௖݌  ⁄ܽܲܯ  ௖ܸ ܿ݉ଷ⁄ ଵ ܼ௖ି݈݋݉ =
௖݌ ௖ܸ

ܴ ௖ܶ
 

This work 479 3.86 398 2ln2− 1 ≈ 0.386 
IUPAC [48] 857 ± 5 2.99 ± 0.6 731 0.307 

The molar volume calculated with the model is compared to the measurements of  Naoki and Koeda in 
figure 8. The calculated curve (dashed black line) tends towards ଴ܸ  with a horizontal asymptote for 
temperatures lower than 150 K. Due to the adopted parameter set, the calculated (dashed black line) and 
the measured (blue solid line) curves intersect at the melting temperature (black circle). It is also seen that 
the calculated volume increases more strongly with temperature than the measured one. This behavior 
can be understood considering equation 6. It expresses that the volume is, in a first approximation, a 
linear function of  the structural order parameter. However, the structural order parameter is itself  a 
strongly non-linear function of  the temperature as shown in figure 7. As a consequence, the calculated 
volume is also a non-linear function of  temperature whereas the measurements follow a globally linear 
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trend consistent with equations 60 or 63. 

 
Figure 8. Molar volume of  the liquid at equilibrium vs. temperature. Measurements of  Naoki and Koeda (solid lines) 
compared to the curve calculated with the model (dashed black line) under atmospheric pressure using the set of  
parameters from this work as given in table 1. The dashed black and solid blue curves intersect at the melting point (black 
circle). 

Attempts were also made to parametrize the model for ݌ = 39.23 or 78.45	ܽܲܯ. ஼ܸ( ௠ܶ) and ௟ܸ( ௠ܶ) 
values under these elevated pressures were taken from the work of  Naoki and Koeda [42]. It was further 
assumed that equation 57 was still valid in this pressure range. However, negative Δܧ଴  values were 
calculated which does not seem to be a reasonable result considering that the energy required to form a 
hole must be endothermic. 

Finally, combining equations 10 and 15, the configurational entropy of  the supercooled liquid in 
metastable equilibrium is calculated with the model as a function of  temperature under atmospheric 
pressure and plotted in figure 9. The entropy difference between the liquid/glass and the crystal derived 
from the calorimetric study of  Chang and Bestul (see table II of  reference [39]) is plotted on the same 
graph for comparison. The slope of  the entropy rise just above the glass transition temperature at 240 K 
is close to the experimental one but the overall agreement is only qualitative. 

 
Figure 9. Configurational entropy of  the supercooled liquid calculated vs. temperature with the model (solid line) under 
atmospheric pressure using the set of  parameters from this work as given in table 1. The calculation is performed between 
the glass transition (240 K) and the melting (329.352 K) temperatures. Entropy difference between the liquid/glass and 
the crystal derived from the calorimetric study of  Chang and Bestul (empty circles). The mole of  substance is defined as 
C18H14. 
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VI. Conclusions and outlook 
A complete thermodynamic analysis of  the classical two-parameter lattice-hole model of  liquids is 
provided in the present work. To our knowledge, such analysis was not available before in literature. It 
has been shown that this model depicts a van der Waals like behavior. The (݌,ܶ) phase diagram of  the 
model has been calculated. It features a coexistence line between a condensed and a gas phase which 
terminates at a critical point. 

Attempts were performed to parametrize the model for simulating an archetypal fragile glass forming 
liquid, the ortho-terphenyl. Under atmospheric pressure, the comparison with available experimental 
information in term of  molar volume and entropy have shown that the agreement is at best of  
qualitative/semi-quantitative nature. At higher pressures, no satisfying parametrization of  the model 
could be achieved. 

In this work, only the simplest version of  the lattice-hole model with two physical parameters considered 
constant was tested. It is very likely that the extreme simplicity of  this model restricts its ability to describe 
a real liquid and that more sophisticated modeling approaches, necessarily having more parameters, are 
required. 

Among some possible refinements, let us mention some important modeling options based on physical 
considerations. 

First, it seems necessary for some liquids to take into account the existence of  a volume difference 
between a hole and a molecule. In particular, for the ortho-terphenyl, Bartos and Kristiak [45] have 
evaluated the ratio ݊ = ௛ݒ ⁄଴ݒ  between the volumes of  a hole ݒ௛ and of  a molecule ݒ଴ to vary between 
23.2 and 62.2% in the 243-304 K temperature range. In their lattice-hole models of  polymeric substances, 
Hirai and Eyring [24] and Smith [26] have indeed introduced such volume ratios taking ݊ values in the 
range 1/6-1/5 (17-20%). 

Second, a major improvement could be achieved by considering that the physical parameters are 
themselves functions of  the intensive thermodynamic variables ݌  and ܶ . Starting with the volume 
parameter ଴ܸ, Frenkel mentions [23] (page 175) that “in reality, the free volume of  a liquid body must be 
distributed partly in a discontinuous way in the form of  separate holes, and partly in a continuous way in 
the form of  a general increase of  the average distances between the particles in those regions which 
preserves their homogeneity”. Coming back to the ortho-terphenyl case, the linearity of  the volume 
increase with temperature shown by figure 6 and consistent with equations 60 or 63 tends to indicate that 
the thermal expansion results more likely from a uniform increase of  the interparticle distances than 
from the introduction of  holes in the liquid structure. This conclusion is fully consistent with the analysis 
of  Bartos and Kristiak [45] considering that the volume of  the supercooled ortho-terphenyl is a simple 
thermal expansion of  the initial volume ௜ܸ at ௜ܶ and that the main contribution to the growth of  the 
volume fraction of  holes is the increase of  the mean free volume hole size and not the increase of  the 
number of  holes. Trying to rationalize the effects of  both the temperature and pressure in a simple way, 
the volume parameter functional dependence could be, following Smith [26]: ଴ܸ = ଴ܸ଴(1 + ܽܶ)(1 −
,ܽ with (݌ܾ ܾ > 0. Considering now the energy parameter Δܧ଴, a simple temperature dependence in the 
form Δܧ଴ = ܽ + ܾܶ could be used in order to model the entropy change other than configurational 
caused by introducing holes in the liquid structure. 

Third, following Milchev and Gutzow [36], it is worth wondering “to what extent the bond energy 
between two nearest neighbors in a lattice depends on whether neighboring sites are occupied or free”.  
To account for this effect, the energy parameter could also be rendered dependent of  the hole 
concentration. In this respect, analytical forms could be adopted from the CALPHAD thermodynamic 
modeling of  solutions [31]. 

The above modifications are thought to be the simplest and natural ones that could improve the model 
ability to quantitatively describe a real liquid. More drastic changes in the modeling approach, such as the 
introduction of  an additional order parameter [49], could also be of  interest but are outside the scope of  
the present article. 
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