N

N
N

HAL

open science

On-the-Fly Erasure Coding for Real-Time Video
Applications

Pierre Ugo Tournoux, Emmanuel Lochin, Jérome Lacan, Amine Bouabdallah,

Vincent Roca

» To cite this version:

Pierre Ugo Tournoux, Emmanuel Lochin, Jérome Lacan, Amine Bouabdallah, Vincent Roca. On-the-
Fly Erasure Coding for Real-Time Video Applications. IEEE Transactions on Multimedia, 2011, 13

(4), pp.797-812. 10.1109/TMM.2011.2126564 . hal-02554838

HAL Id: hal-02554838
https://hal.science/hal-02554838v1
Submitted on 26 Apr 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-02554838v1
https://hal.archives-ouvertes.fr

OATAO

Open Archive Toulouse Archive Cuverta

This is an author-deposited version published http://oatao.univtoulouse.fr
Eprints ID: 4867

To cite thisdocument: TOURNOUX Pierre-Ugo, LOCHIN Emmanuel, LACAN Jérdme,
BOUABDALLAH Amine, ROCA Vincent. On-the-fly erasure coding for real-time video
applications. |EEE Transactions on Multimedia, vol. 13, n° 4, pp. 797-812. ISSN 1520-9210

Any correspondence concerning this service should be sethietoepositor
administrator; staff-oatao@inp-toulouse.fr




On-the-fly erasure coding for real-time video
applications

Pierre Ugo TournouX?, Emmanuel Lochih?, Jérdme Lacah Amine Bouabdallah? and Vincent Roca
L' CNRS ; LAAS :; 7 avenue du colonel Roche, F-31077 Toulouse, France
2 Université de Toulouse ; UPS, INSA, INP, ISAE ; LAAS ; F-31077 Toulouse, France
3 INRIA, Planéte research team, Grenoble, France

Index Terms—Reliability, Delay recovery, Erasure code, Video- (AL-FEC) code$. The addition ofn — k repair packets to a
conferencing. block of £ source packets allows to rebuild all of thesource

Abstract—This paper introduces a robust point-to-point trans-  packets if a maximum of, — k& packets are lost among the
mission scheme: Tetrys, that relies on a novel on-the-fly erasure packets sent. In practice, only Maximum-Distance Separable
coding concept which reduces the delay for recovering lost data codes (MDS), such as Reed-Solomon codes [2], have this

at the receiver side. In current erasure coding schemes, the . - .
packets that are not rebuilt at the receiver side are either optimal property, whereas other families of codes (like LDPC

lost or delayed by at least one RTT before transmission to [3] or Raptor codes [4]) need to receive a few number of
the application. The present contribution aims at demonstrating extra symbols in addition to thke strict minimum. However,

that Tetrys coding scheme can fill the gap between real-time if more than (n — k) losses occur within a block, decoding
applications requirements and full reliability. Indeed, we show becomes impossible. In order to increase robustness (e.g. to

that in several cases, Tetrys can recover lost packets below one
RTT over lossy and best-effort networks. We also show that tolerate longer bursts of losses), the sender can choose to

Tetrys allows to enable full reliability without delay compromise  increase the block size (i.e. the parameter) with the price
and as a result: significantly improves the performance of time of an increase of the decoding delay in case of erasure. In

constrained applications. For instance, our evaluations present order to improve robustness while keeping a fixed delay,
that video-conferencing_ applications obtain a PSNR gain up to the sender can also choose to add more redundancy while
7dB compared to classic block-based erasure codes. . . . .
keeping the same block size with the price of a decrease
of the goodput (which is not necessarily affordable by the
application). These trade-off betwepacket decoding delay;
. INTRODUCTION block lengthand throughputare, for instance, addressed in
[5]. Another approach is proposed in [6] where the authors
Multimedia applications, even over best effort networkgise non-binary convolutional-based codes. They show that
are more and more pervasive today. This is the sign @fe decoding delay can be reduced with the use of a sliding
an important need by end-users for such applications, @#ghdow, instead of a block of source data packets, to generate
matter their location and the connection technology beifge repair packets. However, both mechanisms do not integrate
used. If the networking conditions are sometimes appropriaige receivers’ feedbacks and thus, cannot provide any full
users might also experience long transmission delays ﬁ*@ﬂability service.
significant packet losses. When this happens, providing theFinaIIy, an hybrid solution named Hybrid-ARQ which com-
level of data delivery timeliness and reliability required byines ARQ and AL-FEC schemes is often used. This is an
multimedia applications seems to be really challenging [Lhteresting solution to improve these various trade-off [7].
In this context, this work aims at providing a transport-levglgyever, when retransmission is needed, the application-to-
reliability mechanism, called Tetrys, compliant with real'tim%pplication delay still depends on the RTT which might be not
applications requirements and able to recover lost paCketSak‘fbeptable with real-time applications.
a given time threshold. The present contribution totally departs from the above
Currently there are two kinds of reliability mechanismgchemes. In fact, it inherits from the following two indepen-
based respectively on retransmission and redundancy schergggt works on erasure coding which have converged to an on-

Automatic Repeat reQuest (ARQ) schemes recover all Iqgk-fly coding mechanism where feedbacks from the receivers
packets thanks to retransmissions. This implies that the tgs considered during the encoding process:

covery delay of a lost packet needs at least to wait one_L
supplementary Round Trip Time (RTT). However, this can

be problematic if this delay exceeds the threshold of the
application (i.e. the threshold above the application considers
a packet outdated).

A well-known solution to prevent this additional delay is
AL-FEC codes are FEC codes for the erasure channel where symbols

tO. add redundancy pf"‘Ck_etS to the data flow. This can be.de@ packets) are either received without any error or lost (i.e. erased) during
with the use of Application Level Forward Error Correctionransmission.

) In [8], Sundararajart al. have proposed a coding scheme
which includes feedback messages on the reverse path.
The goal of this feedback path is to decrease the encoding
complexity at the sender side without impacting on the



. . . ) -th
communication transfer. This scheme allows to reduc¢e’ Xhel .sourietpscllrtet Senlt, T
the number of transmissions and as a result, the average,; repair packet buiit as a finear com (ina ion ot the
decoding delay in the context of multiple receivers. Ir

source packets to j: R j, = >_, ol7 By
The number of source packets between the

their evaluation, the authors neglect transmission delay$ transmission of two repair packets

and the resulting delays from the losses observed py The total number of source plus repair packets for

different receivers. A noticeable contribution of their each group ofk source packets is denoted(to keep

work is the concept ofeen packeby which the receiver the usual definition) and is always equaliet- 1 for

acknowledges the degrees of freedom of the linear system ﬁgyrsedundancy AR = (n =R/ =T = (i/m)

corresponding to the received packets. This scheme hag wherek/n is the code rate. With Tetrys, we always

the main benefit of optimizing buffers occupancy while haveR = 1/(k + 1)

reducing the encoding complexity; A The difference between the redundancy ratio and the
2) Independently, Lacan and Lochin also proposed in [9] an_ " packet loss rateAr = R —p

The packet loss rate (PLR) experienced
The average burst size in case of a Gilbert Elliot
channel. This value equals fioin the particular case

on-the-fly coding system using feedbacks in the contexf
of point-to-point communications with high transmission

delays. Basically, the principle is to add repair packes of a Bernoulli channel. Therefore this parameter also
generated as a linear combination of all the source data defines the type of erasure channel used
packets sent but not yet acknowledged. This schemé; Thei'™ lost packet
was proposed in order to enable full-reliability in Delay p, | The feedback (i.e. acknowledgment) transmission
Tolerant Networks (DTN) and more specifically in Deep__——_| frequency, at the receiver
Space Netwqus (DSN) where an ac!<nowledgment pathBS gﬁcsf ggi:(zt(seIr?ostt';()ategglggg\:ﬁev(\j’ggﬁw’ composedof
might not exist and where the experienced delay might The receiver's buffer where the packets received and
prevent the efficient use of standard ARQ schemes. | BR decoded are kept until they are no longer needed tp
Unlike current reliability methods, these on-the-fly codin decode
schemes allow to fill the gap between systems without re- TABLE |
transmission and fully reliable systems by means of retrans- NOTATIONS.

missions. In our work, we propose to deeply investigate the
recovery delay of the lost packets, which is one essential
characteristic of these on-the-fly coding schemes, and we show
that this delay is both tunable and independent of the RT,

$he ma1|r(; contnbuuons of ;h'ﬁ‘ paper ar(;fthe appl)(llcatmn Aumberi. Everyk source packets, the sender sends a (single)
etrys [10] (augmented with the conceptsien packetfs]) repair packetR(; j), which is built as a linear combination

to the context of re_al-time_applications_ ".m_d the analysis of t}'(‘\?/ith random coefficients) of all the packets currently in
performances achieved with a probabilistic approach. BS. The receiver is expected to periodically acknowledge the

We present the Tetrys mechanism in Section Il and 'HUSU. Eceived or decoded packets. Each time the sender receives an

the §imp|icity of its configuration cor.npared.to FEC codes IHcknowledgment, it removes the acknowledged packets from
Section 1V. Then we demonstrate in Section V that TetryéS. A receiver can decode lost packets as soon as the rank

offers S|gn|_f|cant gains c_ompared to standard erasure qumhe linear system, which corresponds to the available repair
schemes, in particular in terms of delay versus rehabﬂﬁx

trade-off in th text of vid ¢ g, A haust ackets, is higher or equal to the number of lost packets. In
rade-off In the context ot video-conlerencing. An Exnaustive , < cases, the decoding is successful as soon as the number
analytical study of the mechanism is given in Section I

. S ; of lost packets is lower or equal to the number of repair packets
It is followed by a performance analysis in Section VI, th P d pairp

: . ceived.
complements the experiments of Section V, and demonstrates

that Tetrys is able to determine the minimal amount of It results that: (1) Tetrys is tolerant to any burst of source,

redundancy required to fulfill the application requirements. V\ygpair or acknowledgement losses, as long as the amount of
finally concyludg this work in Secti?)?] Vil a redundancy exceeds the packet loss rate (PLR), and (2) the lost

packets are recovered within a delay that does not depend on
the RT'T', which is a key property for real-time applications.

Il. PROPOSAL DESCRIPTION . . L -
) ) ) ] ~ These properties will be thoroughly studied in the remaining
This section describes the Tetrys mechanism and the ingg-his paper.

gration of the seen packet concept [8]. We choose to introduc . . . .
the main Tetrys principle in Section II-A to allow the reader ef.el) A simple data exchangeFig. 1 illustrates a simple

quick understanding of the present coding scheme used WhiFetryS exchaqge. Here = 2 which means that a repair packet.
Section II-B further details Tetrys internal mechanisms. IS Sent each time two source packets have been sent. The right

side of this figure shows the list of packets that are lost and not
) yet rebuilt, as well as the repair packets kept by the receiver in
A. Tetrys in a nutshell order to recover them. During this data exchange, paBkes

Let us start with a quick overview of Tetrys. The Tetrysost. However, the repair packé&l; 5, successfully arrives and
sender uses an elastic encoding window buffer (denotelibws to rebuildP,. The receiver sends an acknowledgement
B.S) which includes all the source packets sent and not yfetr packetsP; and P, in order to inform the sender that it can

knowledged. LetP; be the source packet with sequence



issing Pkts} Available Redund . . .
B — Missing P ts§ A ekers Y as they might be used by the source to build the next repair
" 5 p— » packetsR;. ;) while the repair packets are also stored as long
w2 \.\~ : R as they can be used to recover lost packets. More precisely,
P, \.o/ P, 3 when a new repair packeR; ; arrives, all the available
ffu-};‘» — Ifj If} § source packets that are part Bf .. P; are subtracted from
P‘: ] Pz Pj § R j)- The result isR ., 1,), where(Li..L;) € (P;..P;) is
Rig | AP i the subset of packets of the linear combination that have been
(1..6) 3 1 !
Py s P3Py R lost.
a e Let us assume that tHesource packetéL,..L;) have been
e T Y " Rus R lost and that repair packets have been received and stored in
Py % | BR. Let R be thei'" packet of the set dfrepair packets (for
Rio.10) — the sake of readability, this notation does not mention the set
! of source packets used by the linear combination). We obtain:
Fig. 1. A simple data exchange with Tetryls £ 2). (317 . Rl)T =G (Ly,.., LZ)T
with: ) )
R R
compute the next repair packets from packetUnfortunately ALy - AL
this acknowledgement is lost. However this loss does not G = o (1)
compromise the following transmissions and the sender simply P
continues to compute repair packets fram. After this, we oL, - o

see thatP;, P, and R, 4 packets are also lost. These packets i - )
are rebullt thanke E(R()l__(;) and R, since the number and wherea®' is the coefficient used to encode t}i#& lost

. i J R
of repair packets becomes higher or equal to the numberRGCket ink". If G can be inverted, the lost packe(s,..L;)
losses. are recovered with:

(L1, L))" =G~ (RY, L RD)T

B. A broader view of Tetrys o he decoding i wl. all of the ) ‘
. nce the decoding is successful, all of thésepair packets
We now detail the key concepts of Tetrys, namely thg n now be removed froBR. If the matrix G is singular,

. . . C
Zggcﬁ:g%saengfi?:f(?]?)lvr\]/?eg)r?nc:r?tss » the notion of seen pacIﬁ% repair packet whose coefficients are linearly dependent is
. gments. . discarded, and the receiver has to wait one more repair packet

1) Encoding processA repair packet is sent evekysource

packets. This packet is computed as a linear combinationtgfdo another attempt.

. A solution to improve the probability of having an invertible
all the source packets currently S, as follows: . o . )
matrix could consist in using super-regular matrices [13].

J (id) However the dynamic nature of Tetrys makes this solution
R 5 = Z T complex to set up. Furthermore, it can be observed that with
1=t random coefficientsz has an extremely high probability of

where all packets betweefR; and P; belong to BS, with being invertible if the finite field is chosen sufficiently large
al(”) are coefficients randomly chosen in a finite fiélg- [14].
with m € N*, and where the multiplication of a coefficient 3) Seen packetA lost packet is considered as "seen" by
by a packet is defined in [11]. From a practical point o# receiver when it receives a fresh repair packet built from a
view, instead of transmitting all the coefficients along with thnear combination that includes this lost packet (i.e. the lost
associated repair packet (which introduces a potentially largecket was part oBS at the time the repair packet has been
transmission overhead), we use a Pseudo-Random Numtr@ated). Even if a seen packet cannot be decoded immediately,
Generator (or PRNG, e.g. [12]) and only transmit the sedldle received repair packet contains enough information to
which has been used. recover this packet later. This explains why a "seen" packet
Thek value is directly related to the code rate which is equakcknowledges a source data packet as if it has been effectively
to kiﬂ This is of course a key parameter that should ideallgceived. Of course, when several lost packets are covered by
be adjusted dynamically depending on the network conditiorte repair packet, only the oldest lost packet is considered as
For the sake of simplicity, the code rate is chosen fixed. Been.
section IlI-A, we analytically detail the code rate and evaluate 4) Acknowledgment packef receiver periodically sends
with simulations its impact on the overall performance. Wacknowledgment packets. Each acknowledgment contains the
finally provide some guidelines to correctly set this value ilist (in the form of a SACK vector [15]) of the packets seen or
Section VI. effectively received or decoded. Upon receiving this acknowl-
2) Decoding processDecoding (i.e. recovering lost sourceedgment, the sender removes the acknowledged packets from
packets) consists in solving the system of linear equatiotie encoding window (BS). Therefore these packets are no
currently available at the receiver side. The available souromger included in the linear combinations used to encode the
packets (received or decoded) are stored by the receiver as loagt repair packets [8]. This reduces the encoding/decoding



complexity. We choose to set the acknowledgment transmis-

) . . R 2) R 2
sion frequencyFsack, as a function of the currenR771" ap, Qp, 0
Fsack = s x RTT where typical values fos are ranging G = 0 aﬁ(M) aﬁ(M) 2)
. . 2 3
from 0.25 to 2 [16]. While the choice ofFs o does not 0 oo R(2..6)

) L . . !
impact on the reliability of the mechanism, there is a trade- P2 Ps

off to find between the increase &% 4 which reduces the whereaﬁ““” is the coefficient used to encode within
encoding/decoding complexity (evaluated in Section Il1-D) anghe repair pzackeR(i“j).
the transmission overhead and acknowledgement processingyith the assumption thaf is invertible, G~ is obtained

cost. thanks to a Gauss-Jordan elimination and packgtdo Ps
are given by:
Sender’s buffer ) Receiver's buffer
| | T —1 T
pa;1§ 1;: I (P, P2, P3)" =G - ( 21,2)a 22..4)a 22..6))
P Rag) \\" These packets can be then considered as decoded. However,
A R S Sack() | R before removing them fronBR, the receiver must still wait
PR3P P Py A : H 1
— | | the reception ofR?(3 6. ) to be sure that the sender will not
PP PR P B use these packets anymore to build new repair packets.
BPRBP B . P P, This example highlights the importance of several metrics:
Py Py Ry the decoding delay, the buffer size at the sender and at the

1)
2 1)
P, P P, P, Py P: . . .
b h and decode. All these metrics will be studied and analyzed

o \V Sack(2,4,3) | Ruw Koy
P, P P, Pw‘ % | iy Re
76 By 7 ; > P P H i
APRP. R R — P How Hes fes PP receiver, and the number of operations needed to encode

: Sack(2..8) P PP Py Pr P . .
ARBEBE: B b thoroughly in the Section IlI-A.

PPy v Py i Py B Pr Py Py

i Roo) -
Pai Py S oy TR I1l. EVALUATION OF THE TETRYS PARAMETERS
PyPy, | Py ’ | . . . . .

s L P Py P This section includes both analytical and experimental eval-

| i ’; Po If - uations of Tetrys. To that purpose, we have implemented a
| 11.12) 11 12

Tetrys prototype in C language. It borrows the finite field

Fig. 2. A more elaborate data exchange, with selective acleatgements Operat,lons from Luigi Rizzo's Re_ed-.Solonlwon codec [11]. For

and seen packets (k=2). Rebuilt packets are overlined. decoding, a Gauss-Jordan matrix inversion has been devel-
oped. This algorithm is modified in order to determine, in the
case of a singular matrix, the repair packet which is a linear

5) A complete exampleLet us consider the example ofcombination of the other received packets. This useless repair

Fig. 2, where we assume the receiver sends back acknowleplgeket is then discarded and the decoder waits for additional

ments to a fixed frequenc¥s.... The sender first transmitsrepair packets. During experiments, the coefficients for the

packetsP’, P, and Ry ). Since the repair packét; » is the linear combination are randomly chosen on the finite figid

only one to be received, the receiver considers thaand P,  except in Section IlI-H where other finite fields are used.

have been either lost or delayed. Then, the receiver acknowl-

edges packeb; sinceR(; ;) contains a linear combination of o Tetrys general analytical model

P, which is considered as "seen". More generally, each time R .
. . ) : iNe propose in this part a model allowing to assess the key
repair packet is received, the receiver can acknowledge one o

the source packets that are included in the linear combinati{))rqOpertles of the Tetrys mechanism. We assume the packet

Then, the sender transmifg; and P,. Just after, the sender osses follow a Bernoulli law of parameter. Under this

receives an acknowledgement for packgt So the sender assumption, we 'T’”Oducea Markov chafir,, n > 0}, which
. . . represents the difference between the number of lost packets
creates a new repair packet starting frat: R, 4). The

. : and the number of received repair packets observed after the
receiver getshy and R, 4), meaning that the sender hasr ception of each repair packet. As in section Sec. Il, we
received the previous SACK packet. Then, the receiver sends P pair p i e

a new SACK packet which acknowledg@s, Py, Ps. The assume to decode whéfn = 0. This assumption is valid if the

receiver cannot rebuild packe®, to P since he did not finite field is chosen sufficiently large (see [14] for theoretical

receive enough repair packets. As a result, the receiver Sto%%uments and Section llI-H for simulation results).
9 pair p ) ' s a first step, we focus on the probability distribution of

R(1,2) and R, 4 for a future use. Since no loss occurs afte Y,,n > 0}. Then, we use this distribution to estimate the
that point, upon receiving a third repair packet, the receiver c Deoding delav. the average buffer size and the computation
now rebuild the missing packets. The received source packegsm Iexgth of tﬁe al orithn? P

included in the linear combination are subtracted, which resuftd TP exIY g i

N R12), Ry 4y, Ry ) SUCh as: >The evaluation of{Y,,,n > 0} is done after each Tetrys

block. We define a block as a setlof- 1 consecutive packets
that begins at the first source packet sent after a repair packet
(R(u),R22__4),R22“6))T =G- (P, P, P3)T and ends at the next repair packet. We point out that our
definition of block does not correspond to the usual definition
with: in coding theory which is a set of symbols encoded together.



In our context, a repair packet can be encoded from a set oProposition 1: If R > p, the chain{Y,,,n > 0} admits a

source data packets belonging to several blocks. stationary distribution equal to :
The reception of each packet is represented by a random , (n)
variable (r. v.)X; ;, wherei > 0 and0 < j < k. With this PY;=1)= Jim a;; ®)

notation,: corresponds to the block andto the position of
the packet in the block.

On the Bernoulli channel, we havB[X,, = 1] = p
(the packet is lost), an®[X;; = 0] = 1 — p (the packet
is received). The variables(; ;, where0 < j < k —
thus corresponds to source packets and the variaklgs
corresponds to the repair packets. We then define th&,v.
wherei > 0, as follows:

for anyi,j > 0.

Proof: Since the chain is irreducible and one state is
positive recurrent, all the states are positive recurrent [17].
Thus the chain admits a stationary distribution whose values
can be easily obtained with basic results in stochastic process
theory [17]. O

B. Analytical model of the decoding delay

Xij—1 (3) To study the decoding delay, we first need to obtain the
) distribution of the first hitting time. In our context, the first
hitting time is denoted by7; and is defined as follows:

M=

X, =

Indeed, this sum can be expressedXas = Zf 1X
(Xir—1). Then, the loss of one of the f|r8t(source) packet H; = {min h such thaty;, = 0¥, = i}
increments the value ak; while the reception of the repair
packet decrements the value ¥f. SinceX; is obtained from
a sum of Bernoulli variables, we havB(X; = u — 1) =
(") pt(1 = p)Ftie with w =0, ...,k + 1.

We then define the Markov chaift,,,» > 0} as follows:

Intuitively, this hitting time corresponds to the time necessary
to decode a packet knowing that, at the considered time, the
difference between the number of lost packets and the number
of received repair packets is

Lemma 1:The probability distribution ofH; can be ob-
y, — { Vo1 +X, Y, 1+X,20 (4) tained as follows :

0 else

1 d/h(Zt>0 i, ozt/ Zt>0 “0 02 ")
h! dzh
Proof: Let us define

Actually, the value ofY;, corresponds to the difference be- P(H;=h) = l-=0 (6)
tween the number of lost packets and the number of received
repair packets since the previous decoding. Note that this
value is considered at the end of each blocke. after the Gi(2) = Za(tgzt @)
transmission of a repair packet. "

t>0
Theorem 1:The success of the decoding and the decoding

delay depend on the relationship betwegemndp as follows: &nd .
. . . Fy(z) =Y P(H;=h)z ®)
« if R < p, the recovery of a lost packet is not guaranteed;
o if R = p, all the lost packets are recovered, but the mean h=0
decoding delay is infinite; the probability generating function (p. g. f.) éf;. Following

« if R > p, all the lost packets are recovered, and the tH&8, chap. 2, lemma 25], we have :

mean decoding delay is finite;

Proof: From the definition ofX;, it can be shown that Fi(2) = Gi(2)/Go(2) ©)
its expectationZ(X;) is equal to(k + 1)p — 1 = & — 1. The probability distribution off; can be then obtained from
If R < p, E(X;) is strictly positive and thus the chain isthe probability generating function by evaluating:
transient. Consequently, there is no guarantee to decode a lost h
packet. P(H; =h) = — 3 |2=0-

For R = p, E(X;) = 0 and the chain becomes null bl dz
recurrent, i. e. any state can be reached, but in an infinf@mbining Equations 7, 9 and 10 allows to obtain the expres-
time. Since the staté corresponds to a decoding, it can b&ion of the probability distribution off;. O
deduced that any lost packet is decoded but the mean decodingince this Markov chain concerns the decoding delay at
delay is infinite. the block level, we now need to refine the analysis at the

For R > p, E(X;) < 0 and thus the staté is positive Packet Ievel Let us consider that a packet sent in position
recurrent. This state is reached in a finite mean time and tHus= 0, - — 1) of a blocki is lost. LetD; be its decoding
any lost packet is decoded in in finite decoding delay. O delay. This delay has necessarily the fokn J+h(k+1)

Let us consider the case whefe > p. Before studying because the decoding can only be performed at the reception
the decoding delay in the next part, we can deduce additio@4la repair packet.
informations on the decoding process from the Markov chain.Proposition 2: The decoding delay of a packet sent in
Let us denotes; ; := P(Y, = j|Y,_, = i) the transition positionj of a block has the following distribution :
probabilities between the statésndj. Let (u§, now defined P(Dj=k—j+h(k+1)) =
fZe matrix(a; ;)i ;>0 and let us denote by;"’ the entries of S o0 5o ()p"(1 = p)*“P(Hypu = h)P(Yioy = y)(ll)

(10)



Proof: Recall thatY;_; andY; are the r. v. representing Since the considered packet is the first lost after the previous
the states of the chaifi,,,n > 0} after the previous block decoding, the value of the neX{ is necessarily in the range

and at the end of the current block. [0, k]. Thus, we have:
Since the packet sent in positignis lost, we have: P(lf] —k—j+hk+1) =
E\ . . SF_JP(U=k—j+h(k+1),Y; = u|F = j)P(F = j)
P =yt ulia =) = (ra-ptr a2 ’ (16)
It follows that:
foru=0,...,k. We also have: PU=k—j+h(k+1))
PDj =k —j+h(k+1) = P(Dj=k—j+h(k+1)]Y; =u) a7
= 2yz0 2u=o P(Dj =k —j + h(k+1), P(Yi = ulF = j)P(F = j)
Yia=y,Yi=y+u) = P(H, =h)P(Y; = u|F = j)P(F = j)

k .
= 2yzo %:3“?0 Ij(DJ N I;/__ jj h(jg ;I)DE =yt It can easily be shown tha®(V; = u|F = j) = (*7)p*(1 -
k( i=ytullia=y)Pia=y) p)*~7=%. By combining this result with Equations 15 and 17,
- Zy>0 2u=o P(Hy+u = h) we obtain the probability distribution @f given in the lemma.
PY;=y+ulYi1 =y)P(Yi1 =vy) N
(13)
Combining this last expression with Equation 12 allows to
obtain the expression given in the proposition.

Proposition 3: The distribution probability o¥Z, represent-
g the sizes of the decoded matrices, is equal to:

P(Z = Z) = ﬁ Zh;i Zf;é Zﬁ:o (}:) (k;])
P (1= p) TP (HL = h)
(18)

Like most of erasure codes, the decoding operation in Tetrys proof: To obtain the matrix siz&Z from U, we can first
basically consists in inverting a matrix defined over a finitghserve that in a recurrence time equalste j + h(k+1),
field. The size of this matrix, denoted I corresponds to the 1, 41 repair symbols are sent. This means that the matrix size
number of repair packets involved in the decoding. Compargfranging froml to 4 + 1. By considering that the last repair
to classic block-based erasure codes (rateless or not), the nagimbol is necessarily received, we have:
difference is that no theoretical bounds exist on the size of L
the matrix that must be inverted. This is due to the concept ofP(Z = i|[U =k — j + h(k + 1)) = ( ')ph’_i(l —p)" (19)
elastic coding window. On the other hand, thanks to the elastic ¢
coding window, it can be observed that, with a good choice of On the other hand, we have:
parameFers, the sizes of the inver_ted matrices by Tet_rys is mo Z=i)=%,-, Zz;:é P(Z=ilU=k—j+h(k+1))
of the time lower than the matrices used by classic erasure - Pj(_U k4 h(k+1))
codes. For these reasons, the study of the sizes’ distribution (20)
of the inverted matrices is important. _ By combining this expression with Equations 2 and 19, we
_ The f|r_st step in this study is the ar)alysns qf the recurreng@iain the given formula. 0
time. This parameter, denoted Wy, is the time between
the first loss after a decoding and its recovery. This time |
expressed in time units, where a unit time corresponds to thé o ) ) )
delay between the transmission of two consecutive packets. Like for the matrix sizes, the elastic coding window of

With the notations introduced in the previous section, ffetrys implies that there is no theoretical bounds on the
we consider the block where the first packet is lost after/mber of packets stored in the buffer at the sender and
decoding, we define the r. ¥ which corresponds to the "eceiver sides. T_he aim of this part is to evaluate _these
position of the first lost packet in the block. When the first loftarameters. In this section, we consider that a packet is sent
packet occurs in position, its recovery delay, and thus thePy the sender each time unit.
corresponding recurrence tiniehas the formc—j+h(k+1), 1) At the sender sideWe denote byBS; the number of
where h represents the number of complete blocks includdtfckets stored in the buffer at tinte Basically, the buffer

in the recurrence time. Reciprocally, a recurrence time eq@@ntains the packets that were not acknowledged. f.et
to k — j + h(k + 1) can only be observed with a first loss aflenotes the time between the reception of the last SACK and

C. Analytical model of the matrix sizes

s Analytical model of the buffer size

position ;. t. If we consider that a SACK is sent evesyRT'T" time units
Lemma 2: The recurrence timé has the following distri- and that it is lost with probability, we have :
bution : E(S)) = s.RTT(1/2+1/(1 — p)) (21)

PU=Fk—j+h(k+1)= . .
17“17” S (P (1 = p)E P (H = h) (14) The factor1/2 corresponds to the average time to wait a

_ . . received acknowledgment and the factof(1 — p) is the
Proof: Basic combinatorial arguments show that expectation of the geometrical law of parameteepresenting
Y — (1 — VS — (1 — ok the arrival of the last SACK.
P =3)=p(—p)/(L = (1 =p)"), (15) This acknowledgment brings out the information on the
forj=0,...,k—1. reception of the packet sent by the sender Bfiff" ago. Thus,



the sender has to store tR'T.%/(k+ 1) source packets sent

during this period. B
Finally, at the timet — S; — RTT, some source packetsE(SQ+S3+RTT) = RTT+(k+1+sRTT)(1/2+1/(1-p))

were not acknowledged because they were lost. Thanks to th&o obtain the number of packets stored in the buffer at a

use of theack-when-seemechanism (included in the SACK given time, we must consider that some of these packets are
mechanism), each received repair packet acknowledges a |est. Thus we have:

source packet. Thus, the number of not acknowledged source

packets is the difference between the number of lost SOUICB(BRS,) = (k/(k + 1))(1 — p)E(RTT + S + Ss)
packets and the number of received repair packets, which is =(k/(k+1)1—p)RTT+ (k+ 1+ s.RTT)
represented by the r. ¥, studied in Section I1I-B. (1-p)/2+1)

The average number of packets stored in the buffer is thus: ) ) ) )
To estimate the number of repair packets in the repair

E(BS;) = RTT(k/(k+1))(s/2+s/(1-p))+ E(Ya) (22) puffer, we can first estimate the probability of having no repair

Since the RTT does not impact on the valueB(f,,), we packet_in th_e buffe_r. This probability is equal #(Y;, = 0)
can observe that, when we fix the other paramejerisénds), determined in Section I1I-B.
the number of packets in the sender buffer is a linear function'hen there is at least one packet in the repair buffer, we
of the RTT. This observation also holds for the parametercan consider the probability distribution of the recurrence time
representing the SACK frequency. U. Indeed, forlU = k—j+ h(k+1), h repair packets are sent
2) At the receiver sideThe receiver has two buffers: the@nd we can estimate that, on averages p)h repair packets
source buffer, which contains the received source pack@§ received. It follows that the average number of packets in
necessary for future decoding and the repair buffer, whiéhe buffer during this period il — p)h/2. We then have:
contains the received repair packets not yet decoded. The a0 (=p)h NI (k—j+h(k+1)) P(U=k—j+h(k+1))
number of packets in the source buffer at the tinie denoted E(BRR:) = 2.P(Y,=0)
BRS; and the number of packets in the repair buffer is denotedFollowing this model, we can assess the minimum buffer

BRR;. size requested by Tetrys. In addition, source-based algorithms

We recall that, when a source packet is received by tian also be envisaged to prevent buffer overflow.
receiver, it is acknowledged in the future SACKs. When the

sender regelved the first of these SACKS, |_t Qeletes this sougee Experimental evaluation of the buffer size
packet in its buffer and does not include it in the generation . . ) )

of the next repair packets. The receiver can delete this sourc&? Order to give an insight of the Tetrys requirements in
packet as soon as it received a repair packet which does figt/Pical case, we evaluate the data source receiver buffer
include this source packet in its linear combination. (BRS;) evolution using our Tetrys prototype. We report

As shown in Fig. 3, it follows that the source packet is stordd'ly €xperiments over a Bernoulli chanhéor the receiver's

in the buffer duringSe + S5+ RTT, whereSy + RT'T /2 is the buffer as the receiver’s buffer occupancy is aIW_ays bigger
time needed by the sender to receive the first acknowledgmilgn the sender. The RTT, repair ratio and sending rate are

and S; + RTT/2 is the time needed by the sender to recei/gSPectively set ta00ms, (3/4) and100 packets per seconds.
the next repair packet. The two parameters that might affect the requested buffer
sizes are the acknowledgment frequency (as presented Section

Sender Receiver II) and the PLR. We studied in Fig. 4(a) the impact of
the acknowledgment frequency on the requested buffer size.
Experiments are done with a fixed loss rate (10%). For the
sake of completeness, we show the minimum, maximum and
the (5, 10, 25, 50, 75, 90, 95) percentiles (the 50 percentile is
the buffer size of the 50% highest buffer sizes) of the number
of packets in buffer during the experiment. The samples used
to compute these percentiles are selected at the reception of
each data or repair packets.

We can see that with one acknowledgment sent per packet,
one per RTT and one for two RTT th&th percentile are
respectively around®0, 30 and 40 packets. The points in
Fig. 3. Receiver buffer Fig. 4(a) also give the mean value which overlaps ifith
percentile. This confirms that a&(BRS;) suggests, the
average number of packets kept in the buffer evolves linearly

Clearly, S; follows the same law thaf;. For Ss, the same h th K led of
method can be used to estimate the mean, excepted thaf! € acknowiedgment frequency. .
repair packet is sent eadh+ 1 time units (instead of. RT'T e other parameter of interest is the PLR, since we have
for the SACKSs) seen that when its value is closed to the repair ratio, the
The average time spent by a source packet in the buffer iStie resuits are in the same order of magnitude with bursty losses, using
then: a Gilbert-Elliott channel.



18- ‘ -
160 - 2) Decoding ComplexityThe decoding process can be split

S 140- into two separate processes. The first one is a continuous
é 120 - process which consists in subtracting all the available source
é 100 - packets (received or decoded) to the repair packets in which
g 80 - \ they are involved. The second one is the core decoding process
5 60- l J which allows to recover a set ¢f source packets from a set
* gg | l A A S S of Z repair packets. As explained before, thex Z-matrix
(j T T T T T T T T built from the finite field symbols used to generate the repair
0.25 0.5 0.75 1.0 2.0 symbols is inverted and the obtained matrix is multiplied to
Ack period (RTT) the vector of repair symbols to recover the source symbols.
(a) Number of data source packets in the receiver's To evaluate the complexity of the first process, it is sufficient
fb(;‘rffgr;f;‘:g{rl‘c“on of the acknowledgement frequency to estimate the number of available source packets in the
140 - ‘ ‘ ‘ . source buffer of the receiver. This quantifyRS;, is studied
& 120 in Section 11I-D. Figures 4(a) and 4(b) confirm these results
é 100 - with simulation results showing the evolution of the buffer
5 size, and thus of this complexity, for typical parameters.
g 80~ For the second process of the decoding operation, the
g 601 | decoder has to invert a matrix of siZeand then to multiply
= 40 - 1 ! ! ' the Z x Z-inverted matrix by the vector of repair packets.
3 20T T T + T The matrix-vector multiplication only perforn¥ operations
0 ‘ on each repair packets. The inversion of a general matrix has
0.05 0.1 0.15 0.2 a cubic complexity, but it is done on finite field coefficients
packet loss rate and not on packets. In practical, when the entries of the matrix
(b) Number of source data packets in the receivers are carefully chosen, it can be shown that this matrix inversion

buffer as a function of the PLR for one acknowledge-

ment sent per RTT does not strongly impact on the decoding speed for moderate

values ofZ.
Fig. 4. Minimum, maximum and (5, 10, 25, 50, 75, 90, 95) percentiles of The distribution of the parametér was analytically studied
the number of packets requested to decode with a 3/4 repair ratio for Tet%s Section I1I-C for the Bernoulli channel. Simulation results
obtained for typical parameters perfectly fit these theoretical
estimations (see Figure 5). For a Gilbert-Elliott (GE) channel,
recurrence time increases. Fig. 4(b) presents the result waghditional simulations presented on Figure 7 show the behavior
an acknowledgment frequency bfand shows the number ofof the Z parameter on bursty channels.
packets in the buffer for a PLR varying from 1% to 20%. To have roughly estimations of the practical decoding speed,
We can see that the (5, 10, 25, 75, 90, 95) percentiles remagirys decoding can be compared to a block code decoding
close to their 50 percentile, implying a low number of packetith dimension equal t&. In Fig. 5 and 7, the highest average
in the buffer (most of the time around 30 40 for one matrix size is equal tol4. As a result, we can compare
acknowledgement per RTT) and a reasonable peak sizetl{a cubic complexity of the matrix inversion process to an
maximum of 160 packets) the rest of the time. erasure code of equivalent dimension defined over a non-
binary finite field such as Reed-Solomon. If we now consider
the subtraction process of source symbols from redundancy
F. Tetrys encoding/decoding complexity analysis packets, Tetrys could be compared to common Reed-Solomon
code of dimensior82 (assuming the source data buffer size
This section introduces a complexity analysis of Tetryigom Fig. 4(b)). To roughly have an order of magnitude, the
operations, expressed in terms of the number of operatigifhors in [19] show that several implementations of Reed-
performed on packets. For example, the multiplication of §glomon code of dimensiof?2 can reach a decoding speed
packet by a finite field coefficient or the XOR addition of tWQup to600 Mbps with a standard personal computer. As a result,
packets are considered as one operation. Tetrys is perfectly compliant with real-time video constraints
1) Encoding Complexity:This complexity corresponds toboth in terms of computation overhead and memory footprint
the number of operations needed to generate one repair pagigéo practically observed with our real prototype).
Following the main principle of Tetrys, the number of source
packets involved in the linear combination is the number of
packets not acknowledged, i.e. the number of source pack%’ts
in the buffer of the sender. The number of additions and 1) Case of a Bernoulli channel: impact of the PLR/e first
multiplications performed to generate a repair packet at tingensider the impact of the PLR, using a simple Bernoulli
t is exactlyBS;. An analytical expression of this parameter ishannel model, on Tetrys performance. In Fig. 5, the Tetrys
given in Equation 22. Following discussions of Section lll-Dperformance in terms of average matrix size, decoding delay,
for fixed packet loss rate and redundancy ratio, this complexaynd recurrence time is illustrated as a function of the PLR,
is linear according to the RTT and to the SACK frequency.using a Bernoulli channel, wheR = 0.25. The first y-axis

Experimental analysis of the impacts of the channel type
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Fig. 5. Average matrix size, decoding delay and recurremee &s a function Fig. 7. Average matrix size, decoding delay and recurremee &s a function
of the PLR,p, using a Bernoulli channel model. of the average loss burst size, using a GE channel model.

scale (left side) is expressed in number of packets and is ugeg@mall value ofp; implies a large value op, and thus a

for the average matrix size. The second y-axis scale (rigatge mean burst size. On the opposite, when= p,, the

side) is expressed in time units and is used for the averadgarkov channel becomes a Bernoulli channel of parameter

decoding delay and average recurrence time (recall that a tigig thus, the mean burst size reaches its minimum.

unit corresponds to the delay between the transmission of twol he main information of the Fig. 7 is that the burst losses

consecutive packets). have a negative impact on Tetrys performance. We can observe
The first observation is that the three curves increase wittat whenp; varies fromo0.1 to 0.2, the burst size varies from

the PLR. This is easily explained by the fact that whe®5 to 1.25. In this range, the matrix size, mean decoding time

the error probability is small compared 1, then decoding and recurrence time are also divided by 2.

happens quickly, and vice-versa. This is also in line with Even this rate of 2 is very specific to this simple example,

a previous result showing that he average recurrence tifii@re generally, we can observe that the only consequence of

is equal tol/(R — p) and thus, is infinite wherR = p. bursts is the increase of the decoding delay, recurrence time

The second observation is that the average decoding de®d of the matrix size at the decoder side. Indeed, the property

curve gets higher than the recurrence time curve. This cgndecode all packets iz > p remains true.

be explained by the fact that the decoding delay is related toNote that in the case of channels with variable parameters

packet while the recurrence time is related to decoding. In th#ith a fixed PLR), Tetrys adapts automatically to the variable

case of a large “recurrence walk”, a large number of packe&xg@nditions without any external intervention.

have a large decoding delay, and thus this walk has a larger

influence on the average decoding time than on the averageExperimental analysis of the impact of the finite field size

recurrence time. Section Il says that decoding is not necessarily possible as
soon as the number of received repair packets is equal to the
number of lost source packet. This is explained by the fact that
Good Channel Bad Channel the corresponding matrix can be singular (i.e. non invertible).
In this case, the receiver must wait additional repair packets,
which increases both the decoding delay and the matrix size.
In this section we analyze the impacts of the finite field size
ftover which the coefficients used to build the repair packets
are randomly chosen) on these performance metrics.
More precisely we carried out experiments where the finite
2) Case of a Gilbert Elliot channel: impact of the averagéield size varies fron2 to 2%, with PLR = 0.15 and R = 25,
loss burst sizeWe now consider the impact of loss bursts owith either a Bernoulli or Gilbert Elliott channel. The results
Tetrys performance, using the well-known first-order, Gilbertire plotted in Fig. 8.
Elliott channel model (Fig. 6). With this model, which consid- The main result is that the two smallest finite fielils and
ers two input probabilitiegy; andp., it is well known that the F,2) lead to poor performances in terms of decoding delay and
mean PLR is equal tp = p; /(1 + p1 — p2) and the average matrix size to invert. Even if the binary field{) is attractive
loss burst size td /(1 — p2). Thusips =1+ p1 — p1/p. because all operations are implemented with extremely fast
Fig. 7 shows the Tetrys performance, using the same metr{ORs operations, this field must be avoided in our case. The
as before, as a function of the average loss burst size, whest compromise seems to be the fi&lgk which obtains
R = 0.25. During the testsp; andp, vary in such a way that excellent decoding performance while supporting very fast
the mean PLR is kept constant, equalg)i®. operations. The decoding performance differences between
Compared to Fig. 5, the curve representing the average ldss and larger finite fields are relatively negligible for both
burst size (equal td/(1 — p2)) is added. We can observe thathannels. This observation remains true for other loss patterns.

P1

1

State State

Fig. 6. The first-order two-state Markov chain representing the Gilbert-Ellio
channel model
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e " matrx size lefty—mis) | -0 FEC block scheme (e.g. the Raptor codes used in the 3GPP or
1 ) e scunance time gt y-anis) ——+— | 260 DVB streaming services [22] or one of the codes considered
g ., 7\\ in [23]), we consider an MDS FEC code, i.e. a code optimal in
g \ 1 200 terms of correction capabilities. Note that, even if Raptor codes
S wp \ o are often used in streaming services, their rateless feature
< \ 4150 € . . . .
g 8 | = is totally useless in these environments ([21] (Section 8.1)
g ol ‘\\ 1 100 forbids the code rate to be lower thans). Similarly the
£ R large block feature of Raptor codes is totally useless in these
environments, because of the application real time constraints.
In the remaining of this paper, the term "FEC scheme"
log2(inie field size) will refer to the streaming solution, compliant with the FEC
" - 350 Framework architecture, using an MDS FEC block code. The
ol mean decaming s gt y-aisy —— | exact nature of the code is irrelevant, we just know that
g [\ reeumeneetme (right y-axis) -~ 7 300 practical codes will not perform better than the one we are
g 0r \ 1 250 considering in our tests.
5 18r \ 1 200 This FEC scheme works as follows. Source packets are
T .} \ g sent as soon as the application makes them available. Then,
8§ oul » S 110 after the transmission of the source packetsy — k FEC
£ ol 1 100 repair packets are sent (instantaneously). Since we want to
8 ol ,\ 15 compare Tetrys with the best FEC scheme, we assume that
S the link bandwidth is sufficiently important to absorb the burst
e }° resulting from the introduction of these— k repair packets.
log2(finite field size) This approach faces two main limits: First of all, because

Fig. 8. Impact of the finite field size on the average matrix séiecoding Of its per-block approach, the recovery of lost packets is only
delay and recurrence time, using a Bernoulli channel (top) or Gilbert Elli i i
channel (bottom). PLR=0.2, average loss burst size of 3 (GE channel caﬂge())SSI.ble at the er.]d’ when at I(_aasmackets have been received
and R=0.25. of' this block. This of course introduces a delay that depends
on the choser parameter: the larger thevalue, the better in
terms of erasure recovery, but the higher the decoding delay,

We therefore suggest to always UEes. Additionally [20] and the_ re_al-time feature of the_ application anyway incurs an
explains that a multiplication in the fielly» (in our case YPPE limit to k. On the opposite Tetrys repair packets are
m = 3) can be implemented on average with/2 XOR uniformly spread among source packets.Therefore_Iost packets
operations per data unit (in our casg2) which can be a may be reco_vered without waiting for the end of a fixed length
useful way of mitigating the processing load of operatior%lo‘:k gpd W'th(,)Ut any depgndence on thg RTT.
over Fys. Ad_d|t|onaIIy, in real conditions, the PLR is not constant over
the time and two key parameters of the FEC scheme, namely
IV. ON THE ROBUSTNESS OFTETRYS VERSUSFECBLOCK the bloc_k size k) and the code_ratek(n), _ShOUId b_e adapted
CODES IN DYNAMIC ENVIRONMENTS appropriately. Unfortunately, this adaptation requires feedback

information which is, by definition, constrained by the RTT.

This section compares Tetrys with another usual 0SS Fepys, the information is always returned at least one RTT later

covery scheme, namely FEC block codes, focusing on the dgig might not reflect the current network state. As a result, the

coding delay metric, a key performance metric with real-imegc parameters effectively used by the FEC scheme are not
multimedia applications. In particular, this section emphas'zﬁﬁcessarily optimal. On the opposite, Tetrys is controlled by

the simplicity of Tetrys configuration (controlled by a singlgy single parameter and we will show in the following section
parameter) and the stability of the performance achieved @s; it is highly tolerant to varying network conditions.
the network conditions change.

A. Comparison with FEC block codes B. Decoding delay performance evaluation

FEC block codes for the erasure channel are a usual way ofVe carried out several tests to compare Tetrys to various
mitigating packet losses. For instance the IETF FECFRAMEEC Scheme configurations, i.e. differénandn values, in-
working group aims at defining a generic framework betweeft Bérnoulli channel. Considering many FEC scheme configu-
the RTP and UDP protocols to plug various FEC block cod&&lions is important since we do not have any reliable way to
in a very flexible way, to protect one or several applicatiolf€ntify a priori the best FEC scheme configuration in a given
flows, separately or together. The FEC Framework architecta@nnel. The results are depicted in Fig. 9. The redundancy
being defined [21] is similar to the robust streaming solutididti© IS Set either & = 0.2 (i.e. code rateg.8) (upper row) or
that can be found for instance in the 3GPP MBMS or DVB I = 0.5 (i-€. code rate6:5) (lower row). Then, in each figure,
Datacasting services [22]. Rather than focusing on a particuidf"® are as many FEC scheme curves as there are passible

values, while keeping the targ&t(which defines:). The PLR
3See http://www.ietf.org/dyn/wg/charter/fecframe-charter.html is then progressively increased to approachhparameter.
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Fig. 9. Cumulative Distribution Functions (CDF) of packets delivery delay for Tetrys (bold curve) and FEC (multiple staircase-like curves, corresponding
to various block size configurations), for different packet loss rates and diff&emiues (.2 (upper row) vs0.5 (lower row)). The RTT is set t@00ms
and the FEC scheme block size is set to k={4; 8; 12; 16; 20; 24; 28; 32} for the upper row (resp. k={2; 4; 6; 8; 10; 12; 14; 16; 18; 20} for the lower row).

For a given code rate we see that in all the studied casesThis has several impacts. First of all, FEC schemes are
Tetrys provides full reliability as the CDF tends to one (but thiémited by their block size which must neither be too large
is not the main goal). This is not the case for the different FE@ince it would impact the end-to-end decoding delay) nor too
schemes, essentially with short-dimension FEC codes. Mamall (since it would reduce the robustness in front of loss
importantly, the probability for Tetrys to decode below a givehursts). Using both the optimal block size and redundancy ratio
delay is higher than most FEC scheme configurations (i.e. tteguires an intricate adaptation mechanism. On the opposite,
Tetrys curve is higher). When this is not the case, the FER@trys offers, as seen in Section IV, a better compromise
scheme features a lower correction capability (i.e. the curbetween the decoding delay and the resilience than the best
stops earlier and never reaches 1, as in Fig. 9(d)). HoweverF&C scheme.
the PLR approacheB (e.g. in Fig. 9(d)), the Tetrys recovery In the presence of VBR sources as video, this behavior
delay increases and the FEC schemes then overtake Tetryis. furthermore confirmed as FEC schemes lack adaptability

In summary, Tetrys exhibits the same delay and resiliencempared to Tetrys. Indeed, recovering from a given number
efficiency for most PLR, while being significantly more ef-of losses means waiting for the reception of (at least) the same
ficient than the best FEC scheme. The Tetrys redundamaymber of repair packets. With Tetrys, since two consecutive
ratio, R, only needs to be dynamically adapted when thepair packets are spaced withsource packets, when the
PLR increases and be kept sufficiently high compared to thestantaneous packet rate increases during the transmission, the
observed PLR. Since there is a single parameter, this otieie needed to receive additional repair packets is reduced, and
dimensional problem is easily addressed. However we mtisé probability to recover losses before the deadline increases.
point out that the main objective in this context is to reduce thWith video coded data, I-frames are the ones that will benefit
recovery delay and not necessarily to optimize the bandwidtie most from the adaptability of Tetrys. Although it could be
occupancy. An algorithm allowing both a dynamic adaptatiazonsidered only as a side effect of the Tetrys mechanism, this
of R and the minimization of the bandwidth occupancy wilparticularity has a major impact on the end user quality as the
be introduced in Section VI. I-frames have the biggest weight in the video quality measure.

In this sense, Tetrys acts as an Unequal Erasure Protection

V. BENEFITS OFTETRYS WITH VIDEO-CONFERENCING  (UEP) scheme such as DAUEP [26] or PET [27].

APPLICATIONS More generally, nothing would prevent the use of UEP
schemes embedded in Tetrys just by allocating lower code
rates to the set of important data or by nesting sources subsets.
Video-conferencing applications have three main charactgfence, in this work we do not consider any of the FEC UEP

istics. First of all, the end-to-end delay must not exceed 100 @¢hemes nor the Tetrys UEP schemes and let these aspects for
(see [24] [25]) in order to preserve interactivity. They are alsg future work.

characterized by their Variable instantaneous Bit Rate (VBR).

Indeed, Intracoded frames (I-frame), because they are coded ,

from scratch, generate more data than predicted coded frarRe=XPerimental Setup

(P-frames), and even more than bipredicted frames (B-frames)The goal of the tests is to compare Tetrys to various FEC
Finally, losing an I-frame has, in general, a worse impact athemes, using either a Bernoulli or GE channel model, during
the experienced video quality than losing a P or B-frame. a video transmission. Various FEC schemes are used, of

A. Specificities of these applications and consequences



parametergk,n) = (3,4), (6,8), (9,12), (12, 16), all of them
having the same code rate. We use the latest ITU-T’s video
codec recommendation, H.264, and the JM 15.1 H.264/AVC
software [28]. We consider the Foreman sequence, in CIF size,
with a frame skip of one picture, resulting in a frame rate of 15
fps. One I-frame is inserted every 14 P-frames and B-frames
are not used at all because of the extra delay B-frames would
generate. The average bitrate is about 384 kbps at the output
of the video coder and the coded stream is packed into 500
bytes long packets. The maximum decoding tolerable delay
is set to 100 ms, all the packets received after this due time
being dropped. A total of 150 coded frames, corresponding to
10 seconds of video, is used. In order to obtain representative
results, each sequence is repeated 20 times, leading to the
transmission of a sequence composed of 3000 frames and
200 seconds long. This setup is derived from the common
testing conditions mentioned in [24]. For evaluating the video
we use the Evalvid framework described in [29], where the
video quality is measured with the Peak Signal to Noise Ratio
(PSNR) metric.

C. Video transmission performance evaluation

Let us consider the case of a Bernoulli channel first.
Fig. 10(a) shows that Tetrys achieves an average PSNR gain
of 7.19 dB over the best FEC scheme, namely HE®) at
a PLR of 15%. The average PSNR drop for Tetrys does not
exceed 4 dB when the PLR increases from 5% up to 16%,
hence ensuring that the average PSNR still remains above 30
dB. When full reliability is impossible because of high time-
constraints, Tetrys allows a graceful degradation of the video
quality. If we consider instantaneous (rather than average)
PSNR performances, a representative 10 second trace being
shown in Fig. 11(bottom), Tetrys still outperforms FEC),
the best FEC scheme for this scenario. Tetrys exhibits a
significantly higher instantaneous PSNR, except between time
2.5 and 2.8, where the FEC scheme behaves momentarily
better. By looking more carefully at the traces over this 10
seconds snapshot (not shown in the figure), we can see
Tetrys retrieved 9 I-frames out of 10, whereas FEC scheme
retrieved only 5 I-frames. This behavior confirms what we said
in Section V-A, namely that I-frames automatically benefit

from a better protection compared to P frames with Tetrys. Therefore, the results achieved are unequivocal: Tetrys
The reason is that Tetrys allows the use of more redundar@garly outperforms all the tested FEC schemes in all the
packets in the decoding process before the 100 ms than Fgaenarios, in particular because of its transparent UEP-like
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which is constrained by its block size. As a matter of fact, if theehavior with video flows.

FEC parameters were adapted with an oracle (instantaneoulsy

and automatically), we should obtain similar performance Vi

than Tetrys (See Section IV for further details.). This UEP-
like behavior is achieved transparently by Tetrys, without

requiring any extra information exchange (data types, sizesAs for the video conference example, rather than full
or importance) from the source coding application, whereediability, some multimedia applications require that a given
proportion Pkt,,;, of packets arrive within a tolerable delay
Let us now consider the case of the GE channel. The averdgg... (e.9. VoIP applications). After this delay, packets are
PSNR performances, plotted in Fig. 10(b) and 10(c), show thensidered as lost by the application although they might be

most of the existing UEP schemes do.

(c) Average PSNR with a GE channel, burst size=3

llﬁ%ltlo' Average PSNR performance of Tetrys versus various FEC schemes
during a video sequence transmission, for various channel types.

. REDUNDANCY ALLOCATION IN TETRYS UNDER

RELIABILITY AND LATENCY CONSTRAINTS

same tendency even if the gains are less important: Tetrys sli#layed in the network and arrive later.

offers a 3.78 dB gain for burst length of 2 and 2.72 dB gain In order to verify whether the request given by an appli-
cation defined by( Pkt in, Dmaz) i feasible, we choose to

for burst length of 3 over the best FEC scheme.
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1) Experimental setupWe have performed several exper-
iments with a redundancy rati® ranging from0.1 to 0.5,

a PLR p ranging from1% to 50% which follows either a
Bernoulli model or a GE model with an average burst size
of 2 or 3. For each experiment,0° source data packets are
generated.

2) Distributions fitting: We seek to estimate the delay
in number of packets sent (and supposed to be received)
between a lost packet and the redundancy packet that rebuild it.
Following the distribution of packets recovery delay obtained
by the experiments, we find out that the Weibull law fits our
distributior?.

A Weibull distribution is defined by two parameters: the
scale and the shape. Such distribution captures both exponen-
tial distribution if the shape parameteris aroundl and the

Fig. 11.  Packet rate (top) and instantaneous PSNR of Tetrysuse heavy tailed distribution ifc < 1 and is defined as follows:
FEC(6,8) (bottom) during a 10 second snapshot, with a Bernoulli channel

and PLR=15%. PX <a]=1—¢ @/N" (25)

PSNR (dB)

B. Estimating the distribution parameters
infer a Tetrys heuristic mod#lfollowing several experiments.

We define this model as follows: Scale Shape
1000 ‘
0(t)(d.p.b,7.R) (23) i 2
n=2 -
This model gives the cumulative distribution function of the 00f =
lost packets recovery delay whefeis the redundancy ratio ?;2 N
for an application that produces a packet evérysecond$ 10 ¢ n=7
according to the network characteristics (i.e. a delag PLR n=g e
p and a burstiness of lossék 1 :
We then test the capability of Tetrys to satisfy the request 0 i 01 Of 03
R R

(Dmaz, Pktmin), given R, with a boolean function denoted
Vo) (Dmaz, Pktmin). ¥ returns TRUE if the probability
that a packet arrives befor®,,,.. is higher thanPkt,,;, Fig. 12. Evolution of the scale\] and ) shape as a function ak r

and FALSE otherwise. As a result, by iteratirg) (starting

from R = p), we find the set of solutions that satisfies FOr a given loss distribution (e.g. Bernoulli or Gilbert-
the application requirements. Finally, among these possitidiott) the delay distribution is impacted by (n = k+1) and
solutions, the Tetrys sending application solves Equation (24{asAr = + — p)). For each value of the block sizeand

to find the smallest redundancy ratio needed dendtgg,:  €ach loss distribution the shape parameters evolves “linearly”
as a function ofAr as seen in Fig. 12. The linear function

coefficients obtained through a least square are stored in table

Rypin = min(quje(t)(Dmama Pktmin)) (24) 1
The following sections detail the method used to build this In the same way, the scale parameter is only impacted by
model. n and the losses distribution. The scale can be approximated
by:
a’C n
o MAR) = —5
A. Model of the delay distribution AV

The behaviour of the Tetrys mechanism can be model®h @cn and b, the appropriate values in the table Il
by a Markov chain process with a random walk driven byyherec is the channel (that takes the following value<, 3
the losses of source packets and the reception of redund(.ﬂr(ﬁ,cspectwely for Berr_10ull| and Gibert-Elliott of burst size 2 or
packets. As in Section I11-B, we could compute the recurrenda @ndn the block size. It results th@t can be approximated
and hitting times of the Markov chain and obtain an analyticQV: s m(mpe)
model of §. Unfortunately, the computational complexity of 1-e o) (26)
this model requires substantive computation time and prevepfs,.
any implementation inside a real protocol. This motivates the
use of our heuristic modél previously introduced. " T (Eep)ten?

4We assume a Constant Bit Rate (CBR) where all the packets have the
same size. 5We usedR [30] statistical software environment
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Shape parametet

n 2 3 4 5 6 7 8
ain 0.72 1.25 2.0 2.65 | 3.44 | 3.866 | 5.6
bin | 0473 | 0.51 | 0.512 | 0.525 | 0.53 | 0.55 | 0.46
az,n 0.48 1.31 1.92 2.15 | 3.69 | 5.15 4
ba.n 0.57 0.6 0.61 0.62 | 0.56 | 0.48 | 0.67
asn 0.62 1.8 2.8 4 4.54 5.5 5.4
b3,n 0.65 | 0.61 0.57 0.53 0.6 0.62 | 0.72

Scale parametek

~~(p=0.15; b=1)

Empirical n 2 3 | 4 | 5 | 6 | 7 | 8
8(t)d,pbTR) — — — ain | 0.83 0.35
0 - - - b1, | 1.815 2
0 500 1000 azm | 42 | 715 99 [ 1043 ] 56 | 2.7 | 6.3

delay (ms) bon | 114 | 135 | 13 | 13 | 1.65 | 1.94 | 157

as,n 11.8 | 11.4 | 18.2 9.3 7.1 19.1 36
Fig. 13. Comparison between the empirical distribution iobtay experi- b3,n 1.04 1.44 1.3 1.6 1.7 1.28 1.05
ments and(t)(4,pb,7,5); T = 10ms, n = 3.

TABLE I
TABLE OF LINEAR FUNCTION COEFFICIENTS TO GENERATE THE SHAPE
Fig. 13 presents the good fitting obtained by the empirical AND SCALE PARAMETER

distribution of the delay obtained by experimentation and the

expected distribution obtained with The results are shown

for a PLR of 15% and 20% with = 1 (i.e. a Bernoulli erasure ) 1 sh —

channel) and a PLR with = 3 (a Gilbert-Elliott losses with When usingR = 1 the 95_ (_Jlelay IS _hlgher thad)ma_m i

an average burst size of 3). and. does nqt satify the application requements. Considering
a Gilbert-Elliott (GE) erasure channel with average burst,of
the comparison betweeR,,;;,, = £ and R = —- remains the

C. Accuracy of the approach same. However, we observe when the Iossnr+a1tio is between 8%
and 12% that th@5'" percentile of the delay is slightly higher
P than D,,,... The explanation comes from the moving average
~ o8l RE Rmin — e | method used to compute the packet loss rate that sometimes
%? 0'6 | | under-estimate this value in the context of GE channel [31].
s To concludeR,,;, is effectively the smallest redundancy ratio
g 04 [omacstoms X ] compliant with the application requirements.
® 02} P it
0 5 10 15 20 25
PLR (%) VII. CONCLUSION
L T R=Rmin S
%?‘ 2':7 REEMN T > ol | In this paper we propose a novel reliability mechanism,
c . @@@@G@ Tetrys, based on on-the-fly erasure coding techniques. We
§ 0. :':"1151300["5, AN NN FilIin] demonstrate, through a detailed modeling of Tetrys perfqr-
0.2 1 mance as well as real measurements, that Tetrys can achieve
0 s 10 15 2 - a full reliability service even in case of an unreliable ac-
PLR (%) knowledgment path (thanks to the non sensitivity of Tetrys

to the loss of acknowledgments), or as the extreme case no
Fig. 14. Comparison between the optimal (6. R.,i,) and suboptimal aCknOWI_edg_ment at all, while ensuring faSt.er data dellve.ry to
(i.e. < Rmin) redundancy ratio for the Bernoulli (top) and GE with averagdh€ application than pure FEC based techniques. In particular,
burst size 3 (bottom) models. The metric is $ig" percentile of the delay. we demonstrate that Tetrys offers key benefits when used in
the context of video-conferencing (and more generally real-
This mechanism has been implemented and evaluated withe applications) over best effort networks. In this case, the
the ns-2 network simulator. Fig. 14 shows the results of tmeain challenge tackled by Tetrys is to combat loss and delay
accuracy ofR,,:;, (see (24)) in a practical use case. Th&n order to bring a substantial gain in terms of end user
application emits atl00 pkt/s and requests a minimum ofperceived quality. We show that Tetrys allows a faster recovery
(Pktiin, Dimaz) = (0.95,300ms) and the one-way delay is of missing information compared to block codes, and at the
fixed to 100ms. same time avoids non-useful retransmitted packets. Although
The figure gives thed5! percentile of the delay. Ac- the contributions of this paper deal with real-time data flows,
cording to the application requirements, it should remaifetrys can also be used with non real-time applications, or
below300ms. Considering a Bernoulli erasure channel, usingt a different protocol layers. We expect to investigate these
Rpin = % adlows to keep thed5!” percentile of the delay considerations, as well as the interactions between Tetrys and
below D,,.. thus satisfying the application requirementsa congestion control mechanism, in a future work.



N 1 2 3 4 5 6 7 [14]

Qper | 072 | 1.25 | 2.0 2.65 | 3.44 | 3.866 | 5.6

bye | 0.473 | 0.51 | 0.512 | 0.525 | 0.53 | 0.55 | 0.46

ap> | 0.48 | 1.31 | 1.92 | 2.15 | 3.60 | 5.15 4 [15]

by | 057 | 0.6 | 0.61 | 062 | 0.56 | 0.48 | 0.67

aps | 062 | 1.8 2.8 1 154 | 55 5.4

bys | 0.65 | 0.61 | 0.57 | 053 | 0.6 | 0.62 | 0.72 [16]
TABLE 1l [17]

TABLE OF LINEAR FUNCTION COEFFICIENTS TO GENERATE THE SHAPE
PARAMETERK [18]

N ] 2 [ 3 ] 4 [ 5 6 7 [19]

aper | 0.83 0.35

boer | 1.815 2

ap | 42 [ 7151 90 [ 1048 56 | 2.7 | 63 (20]

bpo | 1.14 | 1.35 | 1.3 1.3 | 1.65 | 1.94 | 1.57

aps | 11.8 | 11.4 | 182 | 9.3 71 | 19.1 | 36

bys | 1.04 | 1.44 | 1.3 1.6 1.7 | 1.28 | 1.05 [21]
TABLE IV

TABLE OF LINEAR FUNCTION COEFFICIENTS TO GENERATE THE SCALE [22]
PARAMETERA
[23]
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