
HAL Id: hal-02553274
https://hal.science/hal-02553274

Submitted on 24 Mar 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

Simultaneous measurements of liquid velocity and
temperature for high pressure and high temperature

liquid single phase flows
Fabrice François, Michel Kledy, Stéphane Barre, Henda Djeridi

To cite this version:
Fabrice François, Michel Kledy, Stéphane Barre, Henda Djeridi. Simultaneous measurements of liquid
velocity and temperature for high pressure and high temperature liquid single phase flows. Nuclear
Engineering and Design, 2020, 362, pp.110587. �10.1016/j.nucengdes.2020.110587�. �hal-02553274�

https://hal.science/hal-02553274
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


Simultaneous measurements of liquid velocity and temperature for high 
pressure and high temperature liquid single phase flows

Fabrice Francoisa,⁎, Michel Kledyb, Stéphane Barrec, Henda Djeridic
a Institut de Recherches sur les Systèmes Nucléaires pour la Production d'Energie Bas Carbone – CEA/Cadarache 13108, St Paul Lez Durance Cedex, France
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c Laboratoire des Ecoulements Géophysiques Industriels, CNRS - Grenoble INP - Université de Grenoble-Alpes, Domaine Universitaire, 38400 St Martin d’Hères, France

Forced convective boiling is of great interest for several applications in the power and process industry, parti-cularly in nuclear plants. Under certain nominal, 
incidental or accidental conditions, boiling crisis (Departure from Nucleate Boiling) may occur resulting in the melting of the heated surface. An accurate prediction 
of the conditions leading to the occurrence of this phenomenon is then essential. We believe that such an objective unreachable unless one provides a good and 
accurate description of the associated two-phase flow. To achieve this goal, local parameters e.g. void fraction, vapor and liquid velocities, liquid temperature…, need 
to be measured within the range of interest, which mainly concerns the high pressure and high temperature con-vective boiling flows. In this work, we only focus on 
the liquid velocity and temperature measurements and we propose to use thermal anemometry for performing such measurements. However, due to the high 
complexity of those flows, we have developed a two-steps strategy. Indeed, before using such an experimental technic for boiling flows, we need first to check the 
feasibility of this method for characterizing single-phase heated flows. Measurements for boiling flows will be performed in a second step, which is beyond the scope 
of the present paper. We applied the multiple overheating method for simultaneous measurement of the liquid velocity and the liquid temperature using a single 
sensor. If this methodology has already been used for gas flows measurements (Bestion et al., 1983; Barre et al., 1992, 1994), as far as we know, this work is the first 
attempt for liquid flows. We conducted experiments in a circular heated tube whose inner diameter and length are 19.2 mm and 3.5 m, respectively. The sensor (hot 
wire d~5 µm) has been operated with the Constant Current mode (CCA). To consider for temperature effect on velocity calibration, we proposed a new non-
dimensional representation of the calibration curve. We also improve the frequency response of the probe using a digital compensation method. Preliminary tests for 
single-phase flows confirmed that it was possible to get very accurate measurements of mean and fluctuating liquid velocity profiles as well as mean temperature 
profiles. We have carefully analyzed the experimental uncertainties, which are close to 0.5 °C for the liquid temperature and ± 5% for the liquid velocity.

1. Introduction

When a liquid flows along a heated wall, nucleate boiling may occur

if the wall heat flux is high enough. However, the resulting increase of

the heat transfer coefficient is limited by the onset of the Departure

from Nucleate Boiling (DNB) also known as the boiling crisis. This may

cause severe damages including the meltdown of the wall. Predicting

the thermal hydraulic conditions leading to DNB's occurrence is then a

major industrial issue. Unfortunately, the physical mechanisms that

may be responsible for this phenomenon are still not understood despite

they have been continuously studied for more than sixty years. From a

practical point of view, those conditions are usually determined using

empirical correlations where the critical heat flux qp is depending on

other parameters like the pressure, the mass flux or the equilibrium

quality, which are area-averaged quantities. As an example, for com-

plex geometries like rod-bundles, those quantities are calculated using a

sub-channel analysis code. Nevertheless, those correlations generally

suffer from a lack of generality and consequently they cannot be used

outside their range of validity.

Guelfi et al. (2005) have proposed a new approach - the so-called

Local Predictive Approach that consists in developing empirical CHF

correlations using local CFD calculated parameters instead of area-
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averaged quantities. This scaling is expected to lead to a better con-

sideration (i) for relations between boiling crisis and local structure of

boiling flows and (ii) for parametric effects on DNB e.g. the axial shape

profile or the cold wall effect. In order to achieve this goal, a necessary

requirement is at least to use highly validated numerical tools for the

local conditions calculations within the thermal hydraulic range of in-

terest, which mainly concerns high pressure and high temperature

convective boiling flows. This point is very sensitive since two-phase

flows behave in a different way depending on the operative conditions

and especially the pressure. Thus, for pressure greater than 7 MPa,

Hösler (1968) has observed that at high void fraction, steam-water

boiling flows are neither annular nor droplet flows but that they look

like a froth flow. Francois et al. (2011) have also shown that in similar

thermal hydraulic conditions, whatever the void fraction from sub-

cooled to saturated flow, the two-phase flow was a bubbly emulsion

where the liquid remains the continuous phase.

Characterizing the local flow structure in the range of interest is

then an important step towards a correct two-phase flow understanding

and modeling.

However, such experimental conditions make measurements diffi-

cult to perform and consequently there are few databanks on high

pressure boiling experiments. For illustration, we tried to draw up an

inventory of some available database (see Table 1) for convective

boiling experiments. For each identified databank, the working condi-

tions as well as the measurement techniques have been specified. When

the working fluid is not steam/water, we have also indicated the

equivalent pressure calculated using the vapor/liquid density ratio as

scaling criteria. For low-pressure experiments, many parameters can be

measured. Thus, Roy et al. (1997) have measured the void fraction, the

liquid temperature but also the phasic velocities as well as the fluctu-

ating components of the velocity and the temperature. However, for

higher pressure, measurements are often limited to void fraction in-

cluding sometimes the liquid and/or the wall temperature. The DE-

BORA databank (Garnier et al., 2001) is worthwhile being mentioned.

Indeed, many local measurements including void fraction, liquid and

wall temperature, gas velocity but also bubble diameters and interfacial

area concentration have been performed. Freon R12 and Freon R134A

were used as coolant fluids. Unfortunately, the liquid velocity has not

been measured during those experiments. As a consequence, it is ne-

cessary to do many assumptions for analyzing the data, those assump-

tions being sometimes hard to justify. This study directly arises as a

result from this observation.

Many experimental technics are available in order to measure the

liquid velocity. One can cite for example the Laser Doppler anemometry

(Roy et al., 1997), the particle image velocimetry (PIV) or particle-

tracking velocimetry (PTV). But those technics require an optical access

to the test section and they are often limited to very low values of the

void fraction. More recently, Lemonnier and Julien (2011) have shown

that Nuclear Magnetic Resonance (NMR) could be a good candidate for

measuring the void fraction and the liquid velocity profiles in a two-

phase flow with a good accuracy especially in the wall-region. Never-

theless, those tests have been performed in an adiabatic air–water flow

and the relevance of this technic for boiling flows is still to be sub-

stantiated.

Up to now, thermal anemometry appears as a mature technology

specifically for experiments involving monophasic gas flows (Comte-

Bellot (1976), Bruun (1995)) including supersonic flows (Bestion et al.

(1983), Bonnet and Knani (1988), Smits and Muck (1984)) or transonic

flows (Barre et al. (1992), Barre et al. (1994)). This method is also

widely used in isothermal liquid monophasic flows (Resch and Coantic

(1969), Bruun (1996)). Recently, Hasan et al. (1992) used thermal

anemometry to measure the liquid velocity and temperature in non-

isothermal flow of Freon R113. They used a micro sensor consisting of 3

hot-film probes (diameter equal to 25 µm and sensitive length equal to

440 µm). Two of these probes, which were powered using a constant

temperature anemometer, were used to measure the axial and radial T
a
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components of the liquid velocity. The authors set the operating tem-

perature 30 °C above the liquid temperature, which corresponds to a

temperature 10 °C below the saturation temperature in order to avoid

nucleate boiling on the probes while insuring a good sensitivity for their

measurements. The third probe was used to measure the liquid tem-

perature. For such measurements, the anemometer was coupled to an

electronic compensation circuit in order to improve the bandwidth of

the temperature measurement. Two interesting conclusions can be

pointed out from this study. First, there is a great impact of the non-

isothermal effects on the velocity measurement accuracy that has to be

taken into account through an adapted calibration process. Un-

fortunately, this process is not accurately described by Hasan et al.

(1992) in their paper. Second, the size of the sensor prevents the au-

thors to perform measurements close to the heated wall, the nearest

measurements being located at 1 mm from the wall. Despite those

drawbacks, we have chosen this experimental method for the reasons

set out below:

• This technic doesn’t require any optical access to be used, contrary

to PIV or PTV,

• A very high spatial resolution can be achieved using very small

sensors whose diameters can be low as 2.5 µm,

• This technic allows accessing the liquid velocity but also the liquid

temperature and the phase indicator function.

To achieve this goal, we have proposed a two-steps strategy. Indeed,

due to the high complexity of boiling flows, especially for high pressure

and high temperature conditions, we believed that it is was necessary to

introduce two stages in this work. First, the feasibility of this method for

characterizing single phase heated flows will be checked. In particular,

an original method will be proposed to access simultaneously the mean

liquid velocity as well as the liquid temperature. In a second step which

is beyond the scope of this work, the use of this technic for boiling flows

will be studied. This paper whicht only focuses on the first stage is

organized as follows. In Section 2, the experimental facility named

DEBORA where the tests have been performed as well as the operating

conditions will be set out in details. The measurement technic is de-

scribed in Section 3. An overview of the experimental results for single-

phase adiabatic and heated flows is given in Section 4. Special attention

will be given on mean liquid velocity and temperature measurements

but also on turbulent quantities.

2. Experimental setup and operating conditions

As experiments performed with steam-water at high pressure would

be expensive, Refrigerant 134 (R134A) has been used for simulating the

operating conditions of a pressurized water reactor (PWRs). Thanks to

the physical properties of R134A, it becomes possible to reproduce flow

characteristics similar to those encountered in water under PWR con-

ditions but at much lower pressure, temperature and heat fluxes.

2.1. Scaling criteria

The overall parameter ranges in R134A are determined by the fol-

lowing criteria (Stevens and Kirby, 1964):

• Almost identical geometry (cross-section shape, heated area, cross-

sectional area).

• Same vapor/liquid density ratio to determine the R134A system

pressure P:

⎛
⎝⎜

⎞
⎠⎟

= ⎛
⎝⎜

⎞
⎠⎟

ρ

ρ

ρ

ρ

f

g water

f

g R A134 (1.1)

where ρf and ρg are the saturated liquid density and the vapor density,

respectively.

• Same Weber number (We) to determine the R134A mass flux G

⎛
⎝⎜

⎞
⎠⎟

= ⎛
⎝⎜

⎞
⎠⎟

G R

ρ σ

G R

ρ σf water f R A

2 2

134 (1.2)

where σ and R are the surface tension and the radius of the pipe, re-

spectively.

• Same boiling number (Bo) to calculate the corresponding heat flux

qp in the R134A facility:

⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

= ⎛
⎝

⎞
⎠

q

Gh

q

Gh

p

fg water

p

fg R A134 (1.3)

where hfg is the latent heat of vaporization.

• Same inlet equilibrium inlet quality xeq in, to determine the R134A

inlet temperature:

=x x( ) ( )eq in water eq in R A, , 134 (1.4)

Or

⎜ ⎟ ⎜ ⎟⎛
⎝

− ⎞
⎠

= ⎛
⎝

− ⎞
⎠

h h

h

h h

h

l in f

fg water

l in f

fg R A

, ,

134 (1.5)

where hl in, is the liquid inlet specific enthalpy and hf is the specific

enthalpy of the saturated liquid.

These similarity criteria lead to the flow characteristics of the

R134A loop listed in Table 2.

2.2. The test facility

All the tests have been performed on a test facility named DEBORA

(CEA/Grenoble). This experimental rig which uses Freon (R12 when

being designed then Freon R134A) allows to control the four following

parameters: pressure P , inlet temperature Tin , mass velocity G and heat

flux qp in the range given in Table 2.

The loop is designed with two independent circuits: the test section

circuit and the coolant storage circuit, which is not represented on

Fig. 1 but whose a whole description is given by Garnier et al. (2001).

The test section circuit is composed of:

• A pump (2) with a flow rate of 4.5 kg/s for a 100 m head, the flow

rate in the test section being controlled by regulating valves,

• A 30 kW preheater (7) which imposes the inlet temperature of the

test section,

• A test section (8) which is electrically heated by two direct current

generators (100 kW each with a maximum intensity of 1250 A),

• A direct contact condenser (9) which mixes the flow at the outlet of

the test section and the flow at the outlet of the parallel heat ex-

changer (4) in order to obtain a liquid Freon flow at the inlet of the

second heat exchanger (5)

• A heat exchanger (4) (200 kW, 6 kg/s) which is installed in parallel

with the test section in order to decrease the Freon temperature

from 60 °C to 30 °C at the inlet of the pump

• A heat exchanger (5) (70 kW, 1.5 kg/s) in order to decrease the

Table 2

Water incidental conditions and corresponding R134A flow characteristics;

corresponding ranges are calculated using the scaling criteria (1.2) to (1.5).

Control parameters Water R134A

Exit pressure (MPa) 10 to 16 1.4–2.6

Mass flux (kg.m-2.s-1) 500 to 5000 500–5000

Heat flux (MW.m-2) 0.5 to 3 0.01–0.20

Inlet temperature (°C) 50 to 320 20–80

Equilibrium exit quality −0.3 to 0.5 −0.3–0.5

3



Freon temperature from 60 °C to 40 °C at the exit of the condenser

• A pressurizer (1) (0.14 m3, 6 KW) to impose the pressure at the

outlet of the test section (maximum pressure is 3 MPa).

2.3. Measurements of the control parameters

Classical pressure sensors based on capacity variations measure the

pressure in the test section. These sensors have±0.5% accuracy. While

pressure measurements are performed at the inlet and the outlet of the

test section (see Fig. 2), there are no pressure measurements along the

test section.

The temperature at the inlet and the outlet of the test section (Fig. 2)

are performed using Platinum sensors (two at the inlet and two at the

outlet). After calibration and accounting for the whole measurement

chain, the temperature measurement accuracy is estimated to be±

0.2 °C.

A Coriolis flowmeter measures the mass flow rate over the following

range: 0.17 kg/s up to 1,7 kg/s with a relative accuracy of ± 0.1%.

Due to the influence of the temperature, it is necessary to calibrate the

device for several temperature from 20 °C up to 80 °C in order to cover

the whole range of parameters.

The electrical power, which is injected in the test section, is de-

termined by measuring both the voltage and the intensity over the test

section. The voltage is measured by means of direct connections to the

test section boundaries whereas the intensity is measured using a

magnetic intensity converter located close to the electrical power rec-

tifier. The power measurement is estimated to have an accuracy level of

about± 3%.

2.4. The test section

The test section is a single vertical tube with a circular cross section.

It is made of Stainless Steel (316TI). The internal diameter is

19.2 mm ± 0.2 mm and the external diameter is 21.2 mm ±

0.05 mm. The length of the tube is 3.485 m and it can be heated by

Joule effect in whole or in part thanks to two power rectifiers connected

Fig. 1. General view of the test loop. The flow direction in the test section is upward vertical.

Fig. 2. General view of the test section.

4



to the top and the bottom of the test section and who can deliver an

electrical current of 1250 at a voltage value of 80 V. The test section is

thermally insulated on its external face with a layer of rock wool 6 cm

thick, so that the power losses can be neglected.

Thanks to ultrasonic sensors, the thickness of the tube was measured

along the vertical axis of four angular positions (every 90°) with

100 mm step. Electrical resistance is also measured every 100 mm to

check the axial and the azimuthal uniformity of the heat flux. The

maximum variations of the local electric resistance is 0.35% of the

mean value.

Local measurements are performed at the outlet of the test section

using a specific device able to move a probe along one diameter (the

flow is assumed to be axisymmetric). Many different measurement

sensors can be connected to this moving system like thermocouple,

optical probes (Garnier et al., 2001) or hot-wires in this work. By an

adapted specific calibration procedure, which depends on the sensor, it

is possible to determine the accuracy of the probe positioning. In this

study, the accuracy of the positioning is 100 µm whereas the moving

resolution is close to 10 µm.

The instrumentation of the test section only concerns the wall

temperature measurements. Those temperatures are measured using

three platinum micro-probes (Pt100, JUMO Platinum Temperature

sensors) glued to the external face of the heated tube. They are located

0.02 m before the end of the heated length and they are distributed on

the ring every 120°. Those probes were gauged in situ during adiabatic

isothermal liquid single phase tests being relative to the Platinum probe

used for measuring the fluid temperature at the outlet of the test sec-

tion.

The uncertainty of wall temperature measurements is estimated to

be equal to 0.6 °C. Table 3 summarizes the accuracy of the measured

parameters.

In order to guarantee the quality of the measurements, it is of first

importance to check the stability of the boundary conditions, especially

in case of long-time measurements. The temporal evolution of the

control parameters (inlet temperature, outlet pressure, mass flow rate

and electrical power) has been registered during seven hours for a given

set of thermal hydraulic conditions. The fluctuations of those para-

meters remains lower than 0.5% for the pressure, the mass flow rate

and the electrical power whereas the fluctuation of the inlet tempera-

ture is lower than 0.1 °C. Results are summarized in Table 3.

3. Hot wire anemometry in DEBORA experimental set-up

3.1. Operating principle

The principle of thermal anemometry is to put one or more elements

(sensors) heated by Joule effect in an incident flow. Du to heat ex-

changes between the sensor and the fluid, the heated element is cooled.

When thermal balance (steady state) is reached, the power produced by

the Joule effect is completely evacuated by convection and the tem-

perature of the wire stabilizes at a so-called equilibrium temperatureTw.

The electrical resistance of the wire Rw is expressed as:

= + −R R α T T[1 ( )]w a a w a (1.6)

where Ta, Ra, Tw and αa denote a reference temperature, the electrical

resistance of the wire at temperature Ta and the coefficient of thermal

sensitivity of the wire, respectively. αa is defined by the following re-

lation:

≜ ∂
∂α

R

R

T

1
a

a

w

(1.7)

Sensors are thin metallic wires with typical diameter of 0.5–5 µm

and typical length of 0.1–1 mm made of several materials as tungsten,

platinum or platinum–rhodium. For liquids such as water, hot-film

sensors are used. They consist of a thin platinum film deposited by

sputtering on a quartz support. An additional quartz coating then pro-

tects the film from electrochemical effects. The typical diameter is

20–70 µm and sensitive length generally varies from 200 µm to 1.3 mm.

Since these characteristics make them more suitable for use in liquid

flow, their important size lead to lowest performances in terms of

spatial and temporal resolutions than for the wires. Two operating

modes are conventionally used to supply the measurement sensor. The

first one named the Constant Current operation (CCA) consists of in-

jecting a constant electrical current into the sensor. This operating

mode is conventionally used to perform temperature measurements.

The second one named Constant temperature (or resistance) operation

(CTA) consists in maintaining the temperature of the probe at a con-

stant value by means of an electronic feedback circuit. This operating

mode is conventionally used to perform velocity measurements.

Under transient conditions, the energy balance over the sensor can

be written as:

∂
∂ = − −m C
T

t
R I hS T T( )w pw

w
w w w

2
0 (1.8)

where mw, Cpw, Tw, Rw, I , T0, h and Sw denote the mass of the wire, its

specific heat capacity, the temperature and resistance of the sensor, the

electrical current in the sensor, the fluid temperature, the heat ex-

change coefficient, and the heat exchange surface between the wire and

the fluid defined as:

=S πdlw (1.9)

where l and d correspond to the sensitive length and the diameter of the

sensor respectively.

Under steady-state conditions, equation rewrites as:

= −R I hS T T( )w w w
2

0 (1.10)

The heat exchange coefficient h is expressed as a function of the

Nusselt number Nuw :

≜Nu
hd

λ
w (1.11)

where λ is the thermal conductivity of the fluid. Classically, Nusselt

number may depend on various dimensionless parameters. In the pre-

sent experimental thermal hydraulic conditions, the Nusselt number

mainly depends on both the Reynolds and Prandtl numbers defined as:

≜ ≜Re
ρUd

µ
Pr

µC

λ
;w

p

(1.12)

where µ and ρ correspond to the dynamic viscosity and the density

respectively, and U is the incident velocity of the fluid. In the case of

wire infinite in length, Kramers (1946) proposes the following relation

to estimate the Nusselt number:

= +Nu Pr Pr Re0.42 0.57w f f w f
0.42 0.33

, (1.13)

where the index f means that the thermo-physical properties are

evaluated at the film temperature, which is defined by:

≜ +
T

T T

2
f

w 0

(1.14)

The range of validity for the correlation of Kramers (1946) is:

Table 3

: Measurements uncertainties.

Sensor type Accuracy Stability

Inlet Temperature Platinum sensor ± °C0. 2 ± °C0. 1

Outlet temperature Platinum sensor ± °C0. 2 ± °C0. 1

Mass flow rate Coriolis flowmeter ± 0.1% ± 0.5%

Wall temperature Micro-Platinum sensor (JUMO) ± °C0. 6 ± °C0. 1

Inlet pressure Pressure sensor ± bar0.01 ± 0.5%

Outlet pressure Pressure sensor ± bar0.01 ± 0.5%

Heat Power Voltmeter/ammeter ± 3% ± 0.5%
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⎧
⎨⎩

< <
< <
Re

Pr

0.01 10

0.71 10
w

f

4

3
(1.15)

By combining equations, and, we obtain the following expression

for Rw :

=
−

R
R

1
w

α R I

Nu πlλ

0

a a

w f f

2

, (1.16)

Thus, for low values of the electrical current I (cold wire mode), the

resistance of the wire Rw is close to R0 which means that the tem-

perature of the wire is very close to the fluid temperature (T T~w 0). On

the other hand, for higher values of the current I , the temperature of

the wire increases. The sensor operates in hot wire mode and the re-

sistance Rw depends on both the temperature of the fluid T0 (term R0 in

Eq. (1.16)) and the velocity through the Nusselt number Nuw f, in Eq.

(1.16). It is convenient to characterize the operating temperature of the

sensor to introduce the wire overheat ratio aw defined as:

≜ −
a

R R

R
w

w 0

0 (1.17)

Which can also be written:

= −a α T T( )w w0 0 (1.18)

It appears that in order to get accurate measurements of both the

liquid velocity and temperature profiles using hot wires on DEBORA

facility, it is important to develop an adapted and specific strategy.

3.2. Strategy development for velocity and temperature measurements in

DEBORA facility

3.2.1. Choice of the sensors

Since Freon R134A is an excellent electrical insulator

( >ρ m10 Ω.elec
8 ), it is possible to use wire sensors whose main ad-

vantage is in their small size (good spatial and temporal resolution).

Due to its high thermal sensitivity coefficient compared to other ma-

terials, Tungsten probes were chosen.

During our experiments, we used hot-wire probes but also film

probes, despite their lower spatial and temporal resolution. Indeed,

they are classically used for measurements in liquid medium because of

their robustness. It therefore seemed appropriate to test them in order

to quantify the impact of a weak resolution on the quality of mea-

surements and especially in the region near the heated wall. All those

sensors have been manufactured by DANTEC ®. The geometries of the

probes are given below:

• Hot wire probes : (i) hot wire 5 μm diameter and 1.25 mm length

and (ii) hot wire 2.5 μm diameter and 700 μm length.

• Hot film probes : 70 µm diameter and 1.25 mm length

Table 4 summarizes the characteristics of the probes that were used

during the present work:

The theoretical cut-off frequencies of those probes have been cal-

culated for the following thermal hydraulic conditions: fluid Freon

R134A, overheat ratio =a 0.1w , liquid temperature equal to 20 °C and

liquid velocity equal to m s2 / .

Those frequencies are equal to 5 kHz and 20 kHz for the 5 μm and

2.5 μm diameter wire probes respectively, whereas the cut-off fre-

quency of the film probe is close to 200 Hz. It should be noticed that the

theoretical cutoff frequencies are lower for airflows where, for the same

thermal hydraulic conditions than below, the theoretical cutoff fre-

quency of a wire probe (5 μm diameter) is close to 200 Hz. This is due to

a better convective exchange in Freon.

CCA operation was used to perform measurements and in order to

increase the bandwidth, a frequency compensation method is classically

used. This can be done either analogically, using real-time compensa-

tion electronics (Hasan et al. (1992)), or a posteriori using digital signal

processing methods (Wroblewski and Eibeck (1991), Tagawa et al.

(1998), Khine et al. (2013). The whole measurement chain is detailed in

Klédy (2018).

3.2.2. Probes aging issues

During preliminary tests, we noticed a fast drift of the calibration

curves as shown on Fig. 3 for Tungsten wires. Actually, the slope of the

curve R R I( )w w
2 is continuously decreasing in a monotonic way.

These results suggest a possible degradation of the sensor surface

condition. This hypothesis was checked by characterizing the wire’s

surface condition using an Electronic Scanning Microscope (SEM).

Fig. 4 compare the evolution of the surface condition of a Tungsten wire

before and after immersion during few hours in a Freon R134A flow.

A possible explanation for this highly visible alteration is based on a

chemical interaction between the Tungsten the wire is made of and the

Fluorine which is contained in the R134a, the Fluorine being known as

a powerful oxidant. As film probes were not impaired by Freon, we

decided to coat the Tungsten wire probes with a thin layer of Sapphire

(Al2O3) in order to minimize the wire characteristics changes. The de-

posit was made using the so-called ALD (Atomic Layer Deposition)

process by CEA/Liten in Grenoble (France). Some tests have shown that

a thickness of 20 nm was sufficient to properly protect the probe. Before

coating the probe, the drift of the wire resistance Rw was about 17% for

a half-day test (Fig. 3) whereas after coating the drift is lower than 3%

for a one-day test.

3.2.3. Multiple overheats method

As shown by Eq. (1.16), measuring both the liquid velocity and

Table 4

Characteristics of the various probes (DANTEC) used in this study. The values of the physical properties are given at 20 °C - * is related to Quartz properties.

Probe Material d l α20 R20 ρw Cp,w λw

(µm) (mm) (K−1) (Ω) (kg.m−3) (J.kg−1.K−1) (W.m−1.K−1)

Wire Tungsten 5 1.25 0.0036 3.5 19,300 130 190

Wire Tungsten 2.5 0.7 0.0036 3.5 19,300 130 190

Film Quartz + Nickel 70 1.25 0.0045 8 265* 790* 1.5*

Fig. 3. Evolution of the calibration curve R R I( )w w
2 as a function of time.
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temperature requires at least two different sensors overheats. Actually,

the wire must be powered by a low current (cold wire mode) for tem-

perature measurements whereas the supply current must be as high as

possible (hot wire mode) for velocity measurements. In such an ap-

proach, velocity measurement is impacted by the accuracy of the

temperature measurements, when the injected current is low. To

overcome this limitation, the multiple overheats method was used.

Originally developed by Corsin (1947), this method has largely been

used by Bestion et al. (1983), Bonnet and Knani (1988), Barre et al.

(1992) and Barre et al. (1994) and more recently by Ndoye (2008) to

perform calibrations within single-phase gas flows. But, to our knowl-

edge, this is the first time that this method is used in a liquid flow.

The measurement of the liquid velocity and temperature is based on

Eq. (1.16), which provides a relationship between the sensor resistance

Rw and the electrical power R Iw
2 that is injected in the sensor:

= +R R
α R

Nu πl

R I

λ
w

a a

w f

w

f
0

,

2

(1.19)

The multiple overheats method consists of successively injecting

several currents into the wire for an imposed liquid velocity and tem-

perature. For each value of the injected current, the equilibrium re-

sistance of the wire Rw and the dissipated power R Iw
2 are measured.

According to Eq. (1.19) and if we assume that the Nusselt number do

not depend on the overheat ratio, the curve R R I( )w w
2 must be linear. R0

is the intercept and only depends on the liquid temperature T0. The

slope is a function of the Nusselt number, and therefore of the fluid

velocity. By carrying out this procedure for several velocity/tempera-

ture samples, it becomes possible to calibrate the probe by connecting

the fluid temperature T0 to the wire recovery resistance R0, and the

Nusselt number Nuw f, to the incident velocity of the flow U and to the

temperature of the liquid T0. During the effective measurement process,

this procedure will be reversed in order to obtain both the velocity and

the temperature from the calibration curve defined by the relation

(1.19).

The calibration is directly performed within the test section. One

flow condition which is characterized by one temperature and one mass

flux is imposed. The flow is assumed to be adiabatic and its temperature

T0 is measured using both Platinum probes located at the inlet and the

outlet of the tube, respectively. The difference between those two

measurements is lower than 0.1 °C. The hot-wire probe is located on the

axis of the tube. The liquid velocity is given by the correlation of

Zagarola and Smits (1998) whose range of validity is

< <Re98. 10 35. 103 6. According to the authors, the accuracy of the

correlation is equal to ± 0.55%:

= +∗
U

u
Re f5.629log( ) 3.742c

(1.20)

where ∗u , Reand f are the friction velocity, the flow Reynolds number

and the friction factor respectively.

The friction velocity ∗u is defined as:

≜∗u τ

ρ
w

0 (1.21)

Where τw and ρ are the wall shear stress and the liquid density. The

subscript 0 indicates that the thermophysical properties are evaluated

at the temperature T0. τw can be expressed as:

=τ
f G

ρ8
w

2

0 (1.22)

The flow Reynolds number Re is defined as:

≜Re
GD

µ0 (1.23)

where µ is the kinematic viscosity of the liquid.

The friction factor f is expressed as:

= −
f

Re f
1

1.884log( ) 0.331
(1.24)

Since the temperature and the velocity at the probe location are

known, it is possible to calculate the Reynolds number of the wire Rew,0
defined as:

=Re
ρ U d

µ
w

c
,0

0

0 (1.25)

For those specific flow conditions that are now characterized by T0
and Rew,0, we plot the curve =R f R I λ( / )w w f

2 by injecting for this flow

condition several values of the injected current I . The film temperature

Tf can be directly determined using Eqs. (1.6) and (1.14):

⎜ ⎟≜ + = ⎡
⎣⎢

⎛
⎝ − ⎞

⎠ + + ⎤
⎦⎥

T
T T

α

R

R
T

2

1

2

1
1 ( 20)f

w w0

20 20
0

(1.26)

Fig. 5 gives an example of typical curve that can be obtained for

several values of T0 and Rew,0.

As expected, for a given set of flow conditions, there is a linear

relation between Rw and R I λ/w f
2 , which confirms that the Nusselt

number (Eq. (1.19)) does not depend on the overheat ratio e.g. the

injected current. We can also notice that the recovery resistance R0 only

depends on the fluid temperature but not on the fluid velocity. This

result will simplify the calibration and measurement process.

The experimental curves are linearly interpolated and the slope of

those curves gives access to the Nusselt number Nuw according to Eq.

(1.19):

Fig. 4. Visualization of the surface condition of a 5 μm diameter Tungsten wire (uncoated) using a scanning electron microscope - (left) new probe - (right) probe

immersed in a Freon R134a flow during several hours.
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= =Nu Re T Nu
α R

Aπl
( , )w w w,0 0 ,0

20 20

(1.27)

where A is the slope of the curve R R I λ( / )w w f
2 .

We can also observe on Fig. 5 that for a given temperature, the slope

A decreases when the Reynolds number Rew,0 increases. This can be

explained by an enhancement of the convective heat transfer around

the wire which naturally leads to an increase of the Nusselt number and

consequently a decrease of the slope. The calibration curves for the li-

quid temperature and velocity can then be obtained. As the recovery

resistance does not depend on the velocity as mentionned before, we

only obtain one single curve (see Fig. 6). In contrast, Fig. 7 shows a

batch of calibration curves for the velocity Nu Re( )w w,0 ,0 , each of them

depending on the liquid temperatureT0. For a given liquid temperature,

the Nusselt number Nuw,0 seems to linearly vary with the square root of

the Reynolds number Rew,0. Nusselt numbers predicted by Kramers

(1946) (Eq. (1.13)) were also plotted on the same figure. There is a

good agreement with our experimental results (the maximum deviation

being close to 15% as shown on Fig. 7), despite this correlation being

valid for a wire with an infinite length.

In order to take into account for the temperature effect on the ve-

locity calibration curves, since the ratio Nu Pr/w,0 0 seems to be in-

dependent from the temperature as shown on Fig. 8, we propose to

express the velocity calibration curve as follows:

= +Re A B
Nu

Pr
w Nu Nu

w
,0
0.5 ,0

0 (1.28)

Fig. 9 displays the calibration curve which is obtained using Eq.

(1.28). We can observe that whatever the liquid temperature, all the

experimental data gather on a single linear curve. This new approach

thus makes it easier to take into account for the temperature effect on

the velocity calibration process

3.2.4. Procedure for measuring time-averaged quantities

The procedure for simultaneouly measuring the time-averaged li-

quid velocityUL and temperature TL directly arises from the calibration

procedure. It is organized in four steps. The first one consists on in-

jecting several values of the electrical current into the probe. From a

practical point of view, five values are enough to get an acceptable

accuracy for linear interpolation of the curves R R I λ( / )w w f
2 . The time

duration of each test corresponding to each overheat ratio is 3 min. It is

then possible in a second step to deduce from those experimental plots,

the Nusselt number Nuw,0 as well as the recovery resistance R0, by

determining the slope and the origin of the previous curves, respec-

tively. The third step leads to the direct determination of the liquid

temperatureT r( )L by using the calibration curve for temperatureT R( )0 0 .

Finally, the velocity U r( )L is determined by deducing the Reynolds

number Rew L, from the velocity calibration curve:

Fig. 5. = ⎛⎝ ⎞⎠R fw
RwI

λf

2
for several values ofT0 andRew,0. Measurements have been

performed using a hot-film probe from DANTEC®.

Fig. 6. Calibration curve for the liquid temperature. Measurements have been

performed with a ho-film probe from DANTEC®. The dashed line corresponds to

the theoretical relation between the electrical resistance and the temperature

provided by the manufacturer.

Fig. 7. Calibration curves for the liquid velocity. Measurements have been

performed with a hot-film probe from DANTEC® d = 70 μm for several fluid

temperatures. The liquid velocity ranges from 1 to 3 m/s. The liquid tem-

perature varies between 20 and 50 °C. The solid line are related to the corre-

lation of Kramers correlation (1946) - equation.
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=Nu

Pr
f Re( )

w
w

,0

0
,0

(1.29)

We can deduce the liquid velocity using the Reynolds number

définition :

≜Re
ρ U r d

µ

( )
w L

L L

L

,
(1.30)

where µL and ρL are the kinematic viscosity and the liquid density

calculated at the local liquid temperature T r( )L .

The duration of the measurement process for one radial location in

the tube is 20 mn which implies that the whole measurement process

for one radial profile (made of twenty radial locations) is about 6 to 7 h.

3.2.5. Procedure for measuring turbulent quantities

In order to measure the turbulent fluctuations of velocity and

temperature, we use the fluctuation diagram method, which was in-

itially developed by Corrsin (1947) for single phase gas flows at low

velocity. Kovasznay (1953) has extended this approach to the case of

supersonic flows. We introduce here the basic principle.

When the injected current in the probe I is kept constant, the in-

stantaneous probe voltage e t( )w is a function of both the fluid velocity

U t( )L and the fluid temperature T t( )L :

=e t f U t T t( ) [ ( ), ( )]w L L (1.31)

By differentiating Eq. (1.31), we obtain:

⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟= ⎛
⎝
∂
∂ ⎞

⎠ + ⎛
⎝
∂
∂ ⎞

⎠ = ⎛
⎝
∂
∂ ⎞

⎠ + ⎛
⎝
∂
∂ ⎞

⎠de t
e

U
dU

e

T
dT

e

U
u

e

T
t( )w

w

L
L

w

L
L

w

L

w

L

' '

(1.32)

Which can also be rewritten as:

= +de

e
F
u

U
G
t

T
w

w L L

' '

(1.33)

where F and G are the velocity and the temperature sensitivity coeffi-

cients respectively defined as

≜ ∂
∂F

e

U

ln( )

ln( )
w

L (1.34)

And

≜ ∂
∂G

e

T

ln( )

ln( )
w

L (1.35)

Following the pionnering work of Morkovin (1956), we can derive

from equations (1.34) and (1.35) the following expressions of those

sensitivity coefficients:

= ∂
∂F A

Nu

Re

ln( )

ln( )
w

w

w (1.36)

And

= − + ⎡
⎣⎢ − + + − ∂

∂ ⎤
⎦⎥G K A K n k m

Nu

Re
1 ( )

ln( )

ln( )
w

w

w (1.37)

where the parameters K and Aw are defined respectively as :

⎧
⎨⎩

=
=

+

+

K

A

α T

a

w
a

a

1

1

w

w

w

0 0

(1.38)

and the coefficients n, m and k are expressed as:

= ∂
∂ = ∂

∂ = ∂
∂n

µ

T
m

λ

T
k

ρ

T

ln( )

ln( )
,

ln( )

ln( )
,

ln( )

ln( )L L L (1.39)

where µ, λ and ρ denote the viscosity, the thermal conductivity and the

density of the fluid respectively.

Fig. 10 shows the evolution of those coefficients as a function of

both pressure and temperature for Freon R134A as a coolant fluid.

Since the Nusselt number Nuw varies linerly with the square root of

the Reynolds number Rew(see Fig. 11), the expressions for the sensi-

tivity coefficients F and G and can be simplified :

=F A0.5 w (1.40)

and

= − + ⎛
⎝ + − + ⎞

⎠G α T A n
m k

1
2 2

w w0
(1.41)

Fig. 8. Variation of experimental Nusselt numbers with liquid temperature for

different values of the Reynolds number. Comparison with the evolution of

Prandtl numbers in the same conditions. Nusselt and Prandtl numbers are

normalized by their value calculated at 25 °C. Measurements have been per-

formed using a hot-film probe.

Fig. 9. Velocity calibration curves obtained for several fluid temperatures.

Meausrements have been performed using a hot-wire probe d = 5 μm.
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Therefore, the sensitivity coefficients mainly depend on the fluid

temperature Tw, the sensor's overheat ratio aw and the physical prop-

erties of the fluid. For low values of the overheat coefficient aw (which

means that the sensor is operated in “cold wire” mode), the coefficient

F decreases and the measurement is only sensitive to the fluid tem-

perature fluctuations t '. On the contrary, for greater values of the the

overheat ratio (which means that the sensor is operated in “hot wire”

mode), the coefficient F increases and the measurement become more

sensitive to velocity fluctuations u'.

By squaring Eq. (1.33), we finally obtain the following relation also

called the variance equation of the fluctuation diagram:

⎜ ⎟ ⎜ ⎟ ⎜ ⎟= ⎛
⎝

⎞
⎠
+ ⎛

⎝
⎞
⎠
+ ⎛

⎝
⎞
⎠

e

e
F

u

U
FG

ut

U T
G

t

T
2w

w L L L L

'2

2
2

'2

2

' '
2

'2

2
(1.42)

It is possible to deduce from equation (1.42) the fundamental

equation of the so-called fluctuations diagram by time-averaging

equation and dividing by G2:

H R R R R= =
⎡

⎣
⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟ + + ⎛

⎝
⎜⎜

⎞
⎠
⎟⎟
⎤

⎦
⎥⎥

−

−

−

−

−

−

−

−

−

−
e

e G

u

U

u

U

t

T

t

T
( ) 2

w

w
L L L

U T

L

'2
2

'2

2

'2 '2

,

'2

2

0.5

(1.43)

where RU T, and R are defined respectively as:

R ≜
−

− −
u t

u t( )

U T,

' '

'2 '2
(1.44)

And

R ≜ − F

G (1.45)

Which only depends, for given flow thermal hydraulic conditions,

on the sensor overheat ratio aW .

Equation (1.43) is a parabolic equation whose a schematic graphical

representation is given on Fig. 11.

The experimental procedure then consists of varying the coefficient

R by injecting several currents into the sensor (which leads to a change

of the overheat ratio aW ) to obtain the experimental curveH R( ). From

a practical point of view, fifteen values of the overheat ration aW are

needed to get an accurate fluctuations diagram. Then, using a least

squares regression method, we can determine the fitting coefficients of

the parabola (equation and deduce the equation (1.43) variances of the

velocity and temperature fluctuations u'2 and t '2 as well as their corre-

lation

−
u t' ' using Eqs. (1.43) and (1.44). It can be noticed that the tem-

perature fluctuations t '2 is given by the intercept of the diagram and that

the velocity fluctuations are given by the slope of the asymptote. As a

result, the measurement accuracy of the temperature fluctuations is

greatly affected by the signal-to-noise ratio of the hot wire at low

overheating whereas the accuracy of the velocity fluctuations mea-

surements depends on a correct determination of the asymptotic slope

which requires to operate at high overheat ratios. Unfortunately,

boiling occurrence on the sensor may limit the highest value of the

overheat ratio.

3.2.5.1. Frequency compensation procedure. As already mentioned, the

bandwidth of a constant current anemometer is limited by the thermal

inertia of the sensor. This can be an important source of errors while

determining the fluctuating quantities using the fluctuation diagram

method. Indeed, high frequencies may be filtered by the anemometer,

which may lead to a significant underestimation of the voltage signal

variance

−
eW
'2 . To overcome this limitation, we propose to use a signal

processing procedure which makes it possible to compensate a

posteriori for the sensor filtering effect (Wroblewski and Eibeck

(1991), Tagawa et al. (1998), Lemay et al. (2003), Arwatz et al.

(2013), Khine et al. (2013)). The frequency compensation procedure

consists in applying to the experimentally measured voltage signal

(which is attenuated by the filtering effect of the sensor) an amplifying

filter whose cutoff frequency is equal to the theoretical cutoff frequency

of the anemometer fC but whose gain is opposite. This procedure is

described on Fig. 12. In order to achieve this compensation, four steps

are necessary:

• First, the experimental voltage signal is filtered using a digital low-

pass filter in order to eliminate the electronic noise measurement

and prevent it from being amplified during the procedure. The

cutoff frequency is chosen equal to KHz10 ,

Fig. 10. Variation of the n, m, and k coefficients (equation) with the fluid

temperature for two pressures (14 and 26 bar).

Fig. 11. Schematic diagram of the graphical resolution method for the fluc-

tuation diagram.
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• The signal is then transposed into the frequency domain using the

Fourier transform,

• The signal is then compensated by multiplying each of its frequency

component by + if f1 / C.

• Finally, the temporal compensated signal is then obtained by ap-

plying the inverse Fourier.

The use of this procedure requires to know the anemometer cutoff

frequency fC. According to Comte-Bellot (1976), it can be expressed as :

≜ = +f
πτ

Nu λ

πd C ρ a

1

2

2

(1 )c
w

w f f

pw w w

,

2
(1.46)

This value depends on both the flow conditions (Nusselt number

Nu )w and the sensor overheat ratio aw.

3.2.5.2. Maximum achievable temperature on the the probe surface. When

the temperature over the sensor surface is high enough, boiling may

occur. It is no longer possible to use the previous methodology which

assumes a convective heat transfer between the proble and the

surrounding flow. It is then important to estimate as accurately as

possible the conditions leading to boiling occurrence. Some tests have

been performed. The results are shown on Fig. 13 where the heat flux

has been plotted against the wire temperatureTw which can be deduced

from the electrical resistance of the wire Rw. Two different behaviors

can be observed. First, the heat flux varies linearly with the wire

overheating, which corresponds to a convective single phase heat

transfer exchange (points 1 → 2). For higher values of the heat flux,

a slope break is observed, which corresponds to the occurence of

nucleate boiling (point 2). We can observe that the slope of the curve is

higher than for the first regime which confirms an increase of the heat

transfer coefficient in boiling conditions compared to single phase heat

transfer. If the heat flux still increases, the curve flattens and tends to

approach the boiling crisis (which is not represented on this plot). As

the heat flux is imposed, when boiling crisis occurs, the temperature of

the wire suddenly increases and can reach the melting temperature of

the sensor unless the electric power is cut off. According to the range of

thermal hydraulic parameters considered in our work, nucleate boiling

occurs for when the temperature of the wire is eight to thirteen degrees

higher than the saturation temperature.

Those superheats have been validated using the model of Hsu

(1962). This model provides with a relation between the wall superheat

which is required for boiling and the size of the active nucleation sites.

The model assumes that vapor bubbles are created within a thermal

boundary layer and then detach the wall since they have reached a

critical size. After the detachment of the bubble, some cold liquid

rewets the wall and the thermal boundary layer is reformed by unsteady

conduction. Assuming that the steam embryo grows up if the tem-

perature of the top of the bubble is greater than the temperature re-

quired to maintain its equilibrium, it is possible to define the critical

sizes (minimum and maximum) of a cavities allowing a trapped embryo

to grow up. Hsu (1962) assumes that the radius of a vapor embryo,

denoted Re, is related to the cavity radius RC by the following relation:

⎜ ⎟⎡
⎣⎢

= ⎛
⎝⎜

− ⎡⎣+−⎤⎦ ⎛
⎝ − ⎞

⎠ −R

R

δ T

T

T

T

σT

ρ h δ T4
1

∆

∆
1

∆

∆

12.8

∆

c max

c min

t sat

w

sat

w

sat

g fg t w

,

,

2

(1.47)

where T∆ sat, T∆ w are defined as below:

= −T T T∆ sat sat 0 (1.48)

= −T T T∆ w w 0 (1.49)

And δt which is the thickness of the thermal boundary layer is given

as :

δ
λ

h

d

Nu
t

f

w f, (1.50)

According to Eq. (1.47), if the radius of the cavity is too large

( >R Rc c max, ), the steam embryo is too large and its top will be located

outside from the thermal boundary layer. As a consequence, the vapor

embryo will condense, thus preventing its growth. On the contrary, if

the cavity radius is too low ( <R Rc c min, ), the steam embryo is too small

and the liquid temperature in the boundary layer not high enough to

allow the vapor nucleus to grow.

Fig. 14 shows the results obtained using the model of Hsu (1962) for

a Tungsten wire with a diameter equal to 5 µm for the following

thermal hydraulic conditions: =P 14s bar, =U 2L m/s, =T 200 °C and

=T 450 °C. The Nusselt number (Eq. (1.50)) are calculated using the

correlation of Kramers (1946) (see Eq. (1.13)).

The minimum superheat required for the onset of nucleate boiling

corresponds to the top of the curves shown in Fig. 18. According to

Hsu’s model, the superheats are between 8 and 15 °C, which

Fig. 12. Schematic diagram of the digital frequency compensation procedure

(from Lemay et al. (2003)).

Fig. 13. Experimental boiling curve obtained for a wire probe in diameter

(Ps = 14 bar, U = 2 m/s, Ts = 45 °C, Xeq,s = 0.34 diameter of the probe

d = 5 µm).
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corresponds to cavities with a radius bteween 30 and 40 nm. Those

values are consistent with the characteristic sizes of cavities measured

using a scanning electron microscope as shown in Fig. 18.

4. Experimental results

4.1. Mean liquid velocity and temperature

As specified in section 2, the DEBORA test section is a tube whose

inner diameter is 19.2 mm. The heated length is 3.5 m. Local mea-

surements (liquid temperature, liquid velocity) were performed in the

exit cross section using a hot wire and a hot film probe whose char-

acteric sizes are reminded below:

• A hot wire probe =d µm5 and =l mm1.25

• A hot film probe =d µm70 and =l mm1.25

The probe was held and positioned along the radial direction using a

traversing system. Data points were taken at 13 radial positions over

one-half diameter.

Table 5 summarizes the flow conditions corresponding to iso-

thermal and heated single phase flows. Eight runs have been performed.

The exit equilibrium quality is defined as:

≜ −
x

h h

h
eq out

l out f

fg
,

,

(1.51)

where hl out, is the liquid enthalpy at the exit of the test section.

According to section 3, for such a pressure, the maximum achiev-

able temperature for the probe is equal to 62 °C. That corresponds to an

overheat ratio aw ranging from 0.14 to 0.2 depending on the run.

Fig. 15 shows the non-dimensional liquid velocity profile ∗UL (de-

fined as the ratio between the liquid velocity UL and the velocity on the

certerline of the tube UC) as a function of the non-dimensional radial

position ∗r (defined as the ratio between the radial position r and the

radius of the pipe R) for run G3Q0. We also have plotted on the same

figure the theoretical liquid velocity profile obtained using the model of

Deissler (1963). First, this plot confirms that the flow is axisymmetric.

Despite the probe being located near the exit of the heated tube, there is

no influence from the geometry of the region. It also shows that

whatever the probe, the measured liquid velocity profiles are consistent

with each other even in the region of inner wall. In our experiments, the

nearest measurement position is located at 0.3 mm from the wall. Fi-

nally, we can also notice that there is a good agreement between the

experimental results and the theoretical profile.

In order to describe more in detail the liquid velocity field in the

region close to the wall, Fig. 16 plot the results of run G3Q0 with re-

spect to wall units +y and +UL which are defined as, respectively:

Fig. 14. (Left) Influence of the cavities size on the difference between the wire temperature required for the onset of boiling (Tw) and the saturation temperature

Tsat, according to the model of Hsu (1962) (P = 14 bar, UL = 2 m/s). The colored areas correspond to the zones where the cavities are activated by the superheating

ΔTsat = Tw-Tsat - (right) Surface condition of a new Tungsten probe d = 5 µm. The image is obtained using a scanning electron microscope (SEM).

Fig. 15. Run G3Q0: Non dimensional liquid velocity profile obtained with both

probes and comparison with the model of Deissler (1951).

Table 5

Experimental conditions of the R134A DEBORA data base (isothermal and

heated single phase flows).

Run P (bar) G (kg m−2 s−1) Tin (°C) qp (kW m−2) Tout (°C) xeq, out

G3Q0 13.9 2993 20.0 0 20.0 −0.297

G3Q20 13.9 2998 20.0 21.0 23.4 −0.283

G3Q40 13.9 2995 20.1 39.4 26.6 −0.253

G3Q60 13.9 2999 20.0 59.9 29.9 −0.222

G3Q80 13.9 3000 20.1 81 33.7 −0.186

G1Q20 13.9 1011 20.1 19.7 30.1 −0.221

G2Q20 13.9 1998 20.0 19.6 25.0 −0.269

G3Q20 13.9 2998 20.0 21.0 23.4 −0.283
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≜ −+ ∗
y

R r u

ν

( )

L (1.52)

and

≜+
∗U

U

u
L

L

(1.53)

where νL is the kinematic viscosity of the liquid and where the friction

velocity ∗u is defined as:

=∗u τ

ρ
w

L (1.54)

As the wall shear stress τw is not measured, it has been calculated

using the friction correlation of MacAdams (1954):

=τ
C G

ρ2
w

f

L

2

(1.55)

where Cf is the friction coefficient:

= −C Re0.036f
0.182

(1.56)

Re is the Reynolds number defined as :

=Re
GD

µL (1.57)

The physical properties of the liquid are calculated at the exit liquid

temperatureTout .The range of validity of the correlation of MacAdams is

< <Re4. 10 104 7.

We also plot on Fig. 16 the liquid velocity profile calculated by the

model of Deissler (1963) and the model of Churchill and Choi (1973).

This model provides with a single expression for the velocity profile

whatever the distance from the wall.

⎜ ⎟= ⎡
⎣⎢

+ ⎛
⎝

⎞
⎠
⎤
⎦⎥

+ + +
+

−
U y

y

y
1

9.025ln( )
L

2 0.5

(1.58)

As already mentioned, there is a good agreement between experi-

mental results and the predictions given by theoretical models.

However, we can observe that the hot film probe tends to under-

estimate the liquid velocity (compared to theoretical models) in the

vicinity of the wall whereas the hot wire still agrees with both models.

This behaviour clearly reflects the effect of intrusivity of the hot-film

probe coming from its larger diameter.

Mass balance have also been checked for all the tests from Table 5.

As mentionned before, the nearest measurement position is located at

0.3 mm from the wall. Consequently, and to a first approximation, we

may assume that the liquid velocity profile linearly connects to zero at

the wall. Under such assumption, the maximum observed discrepancy

between the imposed mass flow rate and the one deduced from the

experimental data is 3%.

Figs. 17–20 represent the liquid velocity and temperature profiles

for non isothermal runs given in Table 5. Liquid velocity profiles are

plotted in terms of dimensionless velocity ( =∗U U U/L L C whereUC is the

Fig. 16. Run G3Q0 Non dimensional liquid velocity profile +UL as a function of

the non dimensional radial coordinate. +y
Fig. 17. Influence of the heat flux on the liquid temperature profiles

G = 3000 kg.m−2.s−1.

Fig. 18. Influence of the heat flux on the liquid velocity profile

G = 3000 kg.m−2.s−1.

13



liquid velocity on the centerline of the tube) whereas the temperature

profiles are represented in terms of temperature differences between

the local liquid temperature and the temperature measured on the axis

of the tube −T TL L C, . We also plotted on those figures the temperature

of the heated wall, which is measured using the Platinum sensors de-

scribed in Section 2 The liquid velocity profile is calculated using the

model of Deissler (1963) and the temperature profile is deduced from

the liquid one using the analogy of Prandtl (Todreas and Kazimi, 1990).

For all the runs, there is a good agreement between the experi-

mental and the theoretical results up to the radial position =∗r 0, 95

which corresponds to distance from the wall equal to 480 µm. The

maximum relative deviation between experimental data and numerical

one is 4% for the liquid velocity profile whereas the maximum devia-

tion for the liquid temperature is 0.2 °C. We can also notice that the

measured wall temperatures are consistent with the temperatures pre-

dicted using the model of Deissler (1963) coupled with the Prandtl

analogy. The maximum deviation is 0.5 °C which is consistent with the

uncertainty of the wall temperature measurement.

Energy balance have also been checked for non isothermal tests

from Table 5. As presented before, the liquid temperature profiles were

assumed to linearly connect to the measured wall temperature. The

maximum observed discrepancy between the measured liquid tem-

perature at the exit of the test section and the temperature calculated by

energy balance is 0.2 °C which is consistent with the uncertainty of

temperature measurements given in Table 3.

If the liquid temperature profiles seem to be influenced by the heat

flux (for an imposed mass flux, they flatten when the heat flux decreases

as shown on Fig. 17), the impact is weaker on the velocity profiles. This

means that the liquid temperature gradient is too small to significantly

affect the liquid density and as a consequence the velocity profiles due

to boyancy effects. In order to describe more accurately the liquid

temperature and velocity behaviour in the vicinity of the wall, we have

plotted on Fig. 21 the results of the previous runs with respect to wall

units +y , +UL and
+TL where +TL is defined as:

≜ −+
∗T

T T

t
L

P L

(1.59)

And ∗t is defined as:

≜∗ ∗t
q

ρ C u

p

L PL (1.60)

We observe that the temperature profiles +TL all superimposed on the

same curve which seems to linearly evolve with the logarithm of the

distance to the wall y+. A similar trend can be noticed observed for the

liquid velocity profiles +UL . We can also see that the slopes of the curves

on Fig. 25 are very similar for the temperature and the velocity, which

confirms the validity of the Prandtl analogy.

4.2. Turbulent fluctuations measurements

In this section, we give some detailed information about the

Fig. 19. Influence of the mass flux on the liquid temperature

profile. = −q kW m20 .p
2

Fig. 20. Influence of the mass flux on the liquid velocity profile. = −q kW m20 .p
2

Fig. 21. Evolution of the velocity +UL and the temperature +TL as a function of the

wall distance +y for non-isothermal tests from Table 5.
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turbulent structure of the flows. It is possible to measure the turbulent

liquid velocity fluctuations
−

u r' ( )2 using the fluctuation diagram

method described is the present paper.

Two tests were performed. The boundary conditions of thoses tests

are described in Table 6.

Those two runs are adiabatic and were carried out at a pressure of

26 bar ( = °T C79sat ) in order to get the maximum achievable tempera-

ture of the sensor without triggering nucleate boiling on its surface,

which corresponds to a temperature equal to 82 °C and an overheat

ratio aw equal to 0.21. Hot wires probes (diameter =d µm2.5 ) were

used because of their smaller sizes compared to hot film probes.

To get accurate measurements of turbulent fluctuations, it is ne-

cessary to compensate the raw signal using the procedure described in

the paper. According to Eq. (1.46), it is theoretically possible to

Fig. 22. Run G1Q0 - Fluctuation diagram for different compensation

frequencies. =∗r 0.9

Fig. 23. Turbulent velocity fluctuations

−
u'2 obtained for test G1Q0 - Three

different values of the cutoff frequency have been used.

Fig. 24. Comparison between the experimental data from DEBORA Run G1Q0

and run G3Q0 with data from Laufer (1954). Non dimensional liquid velocity

profiles.

Fig. 25. Comparison between the experimental data from DEBORA Run G1Q0

and run G3Q0 with data from Laufer (1954). Normalized liquid velocity fluc-

tuations.

Table 6

Boundary conditions for the liquid velocity fluctuations tests.

Run P (bar) G (kg m−2 ms−1) Tin (°C) qp (kW m−2) Tout (°C) xeq, out

G1Q0 26 1000 19.9 0 19.9 −0.87

G3Q0 26 2998 19.9 0 19.9 −0.81
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determine the cutoff frequency. For run G1Q0, we calculate a theore-

tical cutoff frequency equal to kHz10 for an overheat ratio =a 0.21w ,

the Nusselt number being determined using the correlation of Kramers

(1946). As the cutoff frequency may be influenced by many parameters

like probe fouling, we characterized the impact of this frequency on the

determination of the turbulent quantities.

For adiabatic flows, the turbulent temperature fluctuation should be

null and the theoretical expression of the fluctuation diagram (Eq.

(1.43)) reduces to the following linear expression:

H R R= = ×
−

−

−

−
e

e G
a

u

U
( ) ( )

w

w

w

'2 '2

(1.61)

Where turbulent velocity fluctuations can then be derived from the

slope determination of this curve.

For R > 0.02, we can observe on Fig. 22 a linear behaviour as ex-

pected. In addition, we can also notice that the slope seems to be

weakly affected by the cutoff frequency. This indicates for these tests,

most of energy is at large scales, i.e. low frequencies in energy spectra.

On the other hand, for low values of R , the experimental data de-

viate from the linear behaviour, which can be explained by a low

signal-to-noise ratio, as the tests are adiabatic (no temperature fluc-

tuations).

This behaviour clearly indicates that it is not posssible to measure

the fluctuations of the liquid temperature unless the signal-to-noise

ratio is increased at low overheat.

The turbulent liquid velocity fluctuations

−
u r( )'2 have been plotted

on Fig. 23 for several radial positions ∗r , using different cutoff fre-

quencies for compensating the hot-wire response ( =f Hz500c ,

=f KHz1c and =f KHz10c ). It can be seen that this frequency has

very little impact on the obtained results whatever the radial location of

the measurement (Fig. 24).

Those results have also been compared with reference data from the

literature such as those of Laufer (1954). The experimental data from

Laufer (1954) were obtained in a turbulent flow established in a wind

tunnel (diameter =D m0.254 ). The measurements were carried out

using a hot wire ( = − =d µm l µm2.5 600 ) for two different Reynolds

numbers ( =Re 5. 104 and =Re 5. 105) which frame our test conditions.

( =Re 89. 103 and =Re 178. 103) where the Reynolds number is defined

by Eq. (1.57).

In order to compare our experimental results with those of Laufer

(1954), liquid velocity fluctuations were normalized using the friction

velocity ∗u given by Eqs. (1.54) to (.57)).

There is a good agreement between our experimental results and the

data from Laufer (1954) from both the point of view of average and

turbulent quantities. As a result, we can now consider that the database

obtained by anemometry is validated for the mean liquid velocity and

temperature profiles but also for the velocity fluctuations.

5. Conclusions

The work presented in this paper focuses on the development of

anemometry in single phase flow with heat addition. It is the first part

of an overall study which aims to develop an experimental technic for

measuring the liquid velocity in boiling flows for operating conditions

that reproduce the ones encountered within a PWR. Due to the diffi-

culties in performing local measurements for high pressure and high

temperatures conditions, this work was performed with a simulating

fluid (Freon R134a) following well-established scaling criteria for

boiling crisis.

The Freon R134a being an electrical insulator, it has been possible

to use Tungsten wire probes whose diameter can be as small as

=d µm2.5 instead of hot film probes whose diameter are larger. Those

wires have been coated with a thin layer of Saphhire in order to prevent

any chemical alteration by the Fluorine which is present in Freon

R134a.

The method of multiple overheats has been used to determine both

the mean liquid velocity and temperature using a single sensor. To take

into account for temperature effects, an original approach based on a

new non-dimensional representation of the calibration curve has been

proposed. This new representation reduces the calibration curve to a

very convenient linear fit whatever the liquid temperature. Using the

multiple overheats method, it is also possible to characterize the tur-

bulent fluctuations of the flow using the fluctuation diagram method.

To get an accurate determination of the fluctuating quantities, it is

necessary to compensate the thermal inertia of the wire, which has been

done numerically and to reach a high overheat ratio on the sensor.

However, the maximum achievable temperature at the surface of the

sensor is limited by the occurrence of boiling. The observed boiling

temperature is consistent with the surface conditions and especially the

size of the active nucleation sites.

Some tests have been performed for isothermal and non isothermal

flow conditions. The mean liquid and temperature profiles have been

measured for several conditions using hot wires and hot films probes.

Results are consistent with theoretical profiles even in the vicinity of

the wall, the nearest measurement position being located at 0.3 mm

from the wall.

In addition, the velocity fluctuations have also been measured using

the fluctuation diagram method. Liquid velocity fluctuations are con-

sistent with the ones obtained by Laufer (1954) in a range of Reynolds

number that framed our experimental conditions. Liquid temperature

fluctuations were not measured because the signal-to-noise ratio was

too bad for sensor’s low overheats.

The next work will now consist on using this technic for boiling two-

phase flows.
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