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Abstract—The effectiveness of the state-of-the-art face verifi-
cation/recognition algorithms and the convenience of face recog-
nition greatly boost the face-related biometric authentication
applications. However, existing face verification architectures
seldom integrate any liveness detection or keep such stage isolated
from face verification as if it was irrelevant. This may potentially
result in the system being exposed to spoof attacks between the
two stages. This work introduces FaceLiveNet, a holistic end-
to-end deep networks which can perform face verification and
liveness detection simultaneously. An interactive scheme for facial
expression recognition is proposed to perform liveness detection,
providing better generalization capacity and higher security level.
The proposed framework is low-cost as it relies on commodity
hardware instead of costly sensors, and lightweight with much
fewer parameters comparing to the other popular deep networks
such as VGG16 and FaceNet. Experimental results on the
benchmarks LFW, YTF, CK+, OuluCASIA, SFEW, FER2013
demonstrate that the proposed FaceLiveNet can achieve state-of-
art performance or better for both face verification and facial
expression recognition. We also introduce a new protocol to
evaluate the global performance for face authentication with the
fusion of face verification and interactive facial expression-based
liveness detection.

I. INTRODUCTION

In the last few decades, face verification/recognition
has been an active research topic. However, face verifica-
tion/recognition is a challenge due to issues such as illu-
mination conditions, variation of the pose, occlusion of the
face, etc. [1]. Recently, the deep CNNs enabled to learn very
effective high-level image features and significantly improved
the state-of-the-art performance of the visual object classifi-
cation or recognition problems [2]–[4]. Benefiting from the
progress of visual object recognition, face recognition (as a
sub-problem) has also made great breakthroughs such as the
success of DeepFace [5], DeepIDs [6], VGG Face [7] and
FaceNet [8]. Specifically, Facenet has firstly overpassed the
human-level performance in terms of the accuracy on the
benchmarks LFW [9] and YTF [10].

The great improvement of the state-of-the-art performance
of face verification/recognition and the inherent convenience
of face recognition have boosted the applications based on
face biometric authentication, e.g. paying with the face, face-
BioID as login information and so on. Accordingly, anti-spoof
detection (also named liveness detection) is indispensable in
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Fig. 1: The proposed end-to-end networks based on deep
CNNs can simultaneously perform face verification and live-
ness detection for face authentication.

practice for a face verification system to check for the actual
presence of the user as opposed to a fake representation like
a printed photo or a screen-shot from a video. However,
the existing face verification architecture have either seldom
enclosed any liveness detection, or kept this process as a
separate stage irrelevant to the face verification task [11], [12].
Such face authentication framework which separates those
two stages risks applying the liveness detection procedure
to an individual different from the one who completed the
face verification stage. Thus, a holistic end-to-end convolution
neural networks namely FaceLiveNet is proposed to employ
face verification and the liveness detection simultaneously (see
Fig. 1). The liveness detection methods are of mainly two
types: 1) static methods [11], [13], [14] and 2) dynamic meth-
ods, aka motion-based methods [12], [15], [16]. Static methods
treat spoof detection as a binary classification problem based
on the extracted features representing the texture differences
(e.g. the specular reflection, image blurriness, image chro-
maticity and contrast distortion) between photo/video spoof
and the real individual. However the generalization of the static
methods is still limited between the different datasets (such as
CASIA [17] , IDIAP [14] and MSU [11]). The inter-datasets
evaluations reported in [11] show that in the case of the replay-
attack test, the method LBP+SVM [13] gained only 7.8% in
terms of the True Positive Rate (TPR) when False Accept
Rate (FAR) equals to 0.1 if trained the model on CASIA and
test on MSU, then as well the DoG+LBP+SVM [17] method
gained only 14.2% of TPR when FAR equals to 0.1 if trained
the model on IDIAP and test on MSU. Given that motion
is a relative feature across video frames, the motion-based
methods are expected to have better generalization ability than
the texture based methods [15]. The motion-based methods



work by detecting the motion of the subject including the
eye-blinking [12], the head pose [16] or the face motion [15]
to perform liveness detection. However [18] shows that the
simple motion such as eye-blinking and head rotation can
be easily fooled with the crude photo-attack using images of
the targeted person downloaded from social networks. Face
motion detection based on the optical flow is also vulnerable
to glasses, lighting conditions, and mustache which generates
a distracting flow pattern [19]. Challenge-response authenti-
cation can be used to improve motion-based liveness detec-
tion. In this work, we propose to combine a standard facial
expressions detection with a challenge-response mechanism
to implement a liveness detection. Unlike the methods based
on the 3D depth face or infrared face image which require
expensive or uncommon sensors for anti-spoof detection, our
method can be realized in the low-cost way using commodity
hardware like smartphones. The challenge of this work is about
performing efficient face verification and facial expression
recognition in the same deep CNNs-based multi-task networks.
In this work we propose to construct a deep networks based
on the Inception-RsNet [20] structure with two main branches
corresponding to the two tasks of face verification and facial
expression recognition respectively. As well as face verifi-
cation, the state-of-the-art performance of facial expression
recognition has been significantly improved [21]–[23] owing
to the deep CNNs. Unfortunately, the size of the existing
datasets such as CK+ [24], OuluCASIA [25], SFEW [26] and
FER2013 [27] are relative small comparing to the datasets used
for face verification such as CASIA-Webface [28], MSCeleb-
1M [29], etc. It is hard to train a deep CNNs from scratch
for facial expression recognition with such small datasets.
Inspired by the previous works [22], we leverage transfer
learning to train our facial expression recognition branch
from a pre-trained networks for face verification task. To
the best of our knowledge, there is no dataset yet for the
evaluation of system including simultaneously face verification
and liveness detection based on interactive facial expression
recognition. We therefore proposed a protocol to evaluate the
global performance of FaceLiveNet for face authentication
with the fusion of face verification and liveness detection,
which can be used a baseline for the future work. Our main
contributions are summarized as follows.

• We have proposed FaceLiveNet, a holistic end-to-end
deep CNNs-based network which performs face veri-
fication and interactive facial-expression based liveness
detection simultaneously for face authentication.

• We have introduced a protocol to evaluate the global
performance of FaceLiveNet for face authentication.

• We have demonstrated that, for both face verification
and facial expression recognition tasks, FaceLiveNet
can achieve the stat-of-the-art or better performance on
the datasets LFW, YTF, CK+, OuluCASIA, SFEW and
FER2013.

In Section II we describe the architecture of the networks;
in Section III we describe the training methods and Section

TABLE I: The accuracies of facial expression recognition
obtained by the FaceLiveNet with the different configurations
of the Branch 2. The results are reported on the two datasets
CK+ and OuluCASIA respectively.

Block5 x1 Block5 x2 Block5 x2 + Block4

CK+ 0.905 0.991 0.919
OuluCASIA 0.693 0.875 0.840

TABLE II: Number of the parameters included in the different
deep CNNs architectures.

FaceLiveNet VGG16 AlexNet FaceNet

Parameters 1.31M 138M 60M 7.5M

IV presents the experimental results. Finally in Section V we
draw the conclusions and present future directions of work.

II. ARCHITECTURE OF FACELIVENET

The FaceLiveNet is based on the Inception-RsNet structure.
It is designed to have two main branches corresponding to the
two tasks of face verification and facial expression recognition
respectively as shown in (Fig. 2). The fusion of the results of
face verification and facial expression recognition servers as
the final result for face authentication. Specifically, the Branch
1 of FaceLiveNet extracts the embedded features for face
verification and the Branch 2 calculates the probabilities of
the facial expressions. The structure of the Branch 2 is almost
same as the Branch 1 which can be easier for transfer learning.
However, Table I shows that transferring more lower layers to
Branch 2 have not consequently improved the performance for
facial expression recognition. This may probably be explained
by the lower layers inclining to learn the common features
being less sensitive to the specific task. On the other hand,
constructing the Branch 2 with too few layers, for example
1 block8 (4 layers) instead of 2 block8 (8 layers), weakens
the representative capacity of the networks and results in the
decline of the performance.

Although the FaceLiveNet based on the deep CNNs has
about thirty layers, thanks to the several simplification tech-
niques introduced by the Inception module, such as using the
1x1 convolution to reduce the dimension of the convolutions,
and also factorizing the standard nxn convolution into 1xn
and nx1 modules which reduce the grid-size of the networks
while expanding the filter banks to keep the representation
capability [20]. The total number of parameters of the network
is only about 1.31 millions, which is much fewer than other
popular deep CNNs such as VGG16 or FaceNet as shown
in Table II. Having fewer parameters accelerates the training
process. In practice, it takes about 12 hours to train the
network on the CASIA-WebFace dataset with one Nvidia
TitanX GPU for face verification, and then less than 1 hour to
train the model for facial expression recognition on the CK+
or OuluCASIA datasets.
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Fig. 2: The architecture of the proposed FaceLiveNet based
on the Inception-RsNet structure which can perform face
verification and facial expression recognition simultaneously
with two main branches.

III. APPROACH AND TRAINING PROTOCOL

The two branches are trained with different loss functions:
Branch 1 is trained using class-wise triplet loss [30] joint with
softmax loss for the task of face verification, and Branch 2 is
trained using the softmax loss for the task of facial expression
recognition. The class-wise triplet loss can be treated as a
regularization term of the softmax loss during the training of
Branch 1. The total loss L1 of Branch 1 is given by:

L1 = Ls1 + αLc (1)

where Ls1 is the softmax loss, Lc is the class-wise triplet
loss and the α is the weight of the class-wise triplet loss. The
sofmax loss, i.e. the cross-entropy loss of the Branch 1 is given
by:

Ls1 = −
m∑
i=1

k∑
j=1

1{yi = j}log ezj∑k
l=1 e

zl
(2)

where m is the size of the mini-batch, k is the number of

the classes, i.e. the number of the identities in the dataset, yi is
the label of the identity i. The class-wise triplet loss is given
by.

Lc = max(kDintra + β − θDψ, 0) (3)

Where, β and θ are the constants in terms of the distance
margin and the weight of Dψ respectively. Dintra is the sum
of the intra-class distances of all the features xi of the mini-
batch to the center cyi of its class (i.e. the identities), Dintra

is given by:

Dintra =
1

2

m∑
i=1

‖xi − cyi‖
2
2 , xi, cyi ∈ Rd (4)

While Dψ is the sum of the distances (including intra/inter-
classes distances) of all the features xi of the mini-batch to
all the centers cl of the different classes, then Dψ is given by:

Dψ =
1

2

m∑
i=1

k∑
l=1

‖xi − cl‖22 , xi, cl ∈ Rd (5)

Instead of averaging the features within class to calculate the
center cl, it is updated dynamically with an initialization,
which can avoid a perturbation of the values during the
training:

ct+1
l = ctl − γ∆ctl (6)

where t is the number of the iterations, and ∆ctl is the variation
of the centers during the updating, γ is the learning rate for
updating. The variation of the center ∆cl is given by:

∆ctl =

∑m
i=1 1{yi = l} · (clt − xi

t+1)∑m
i=1 1{yi = l}

(7)

The loss for Branch 2 is simply based on the softmax loss
Ls2. The equation of Ls2 is same as Ls1. The only difference
is that the k in Ls2 is the number categories of the facial
expressions, e.g. 6 or 7 expressions rather than the number of
identities.

The details of the training protocol is summarized in Algo-
rithm. 1.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, the proposed FaceLiveNet is evaluated firstly
for face verification and facial expression recognition tasks
respectively. Then we propose a dataset to evaluate the global
performance of FaceLiveNet for face authentication with the
fusion of face verification and facial expression recognition.

A. Evaluation for face verification

Table III shows the evaluation results of FaceLiveNet on
the datasets LFW and YTF. The model has been trained
on CASIA-WebFace and MSCeleb-1M respectively. In both
of the training and evaluation phase, the face images have
been detected by the MTCNN [31]. Specially, some data
augmentation processing such as the random crop, random flip
and data filtering have been applied during the training phase.
The SGD and the mini-batches of 90 samples are applied



Algorithm 1 Training Protocol of FaceLiveNet
Stage 1: Training Branch1 and the main stem of networks for
face verification task
Input: Training samples {I1,i} for face verification
Output: The Branch1 and main stem networks parameters {w1}

1: Initialize the parameters by Xavier Initialization
2: for i = 1 : T1 do
3: Forward propagation: the total loss L1 = Ls1 + αLc

4: Update the centers: ct+1
l = ctl − γ∆ctl

5: Back propagation: update the parameters of the networks
w1

t+1 = w1
t − λt( ∂Ls1

∂x1,i
· ∂x1,i

∂wt
1

+ ∂Lc
∂x1,i

· ∂x1,i

∂wt
1

)

6: end for

Stage2: Training Branch 2 for the face expression recognition
task
Input: Training samples {I2,i} for the face expression recognition
Output: The Branch 2 networks parameters {w2}

1: Freeze the Branch1 and the main stem of the networks
2: Initialize the Branch2 by the pretrained Branch1
3: for i = 1 : T2 do
4: Forward propagation: the total loss Ls2

5: Back propagation: update the parameters of the networks
w2

t+1 = w2
t − λt( ∂Ls2

∂x2,i
· ∂x2,i

∂wt
2

)

6: end for

Method Images Nets LFW YTF.
Fisher Faces [33] - - 93.10 83.8
DeepFace [5] 4M 3 97.35 91.4
DeepID-2,3 [6] - 200 99.47 93.2
FaceNet [8] 200M 1 99.63 95.1
VGGFace [34] 2.6M 1 98.95 91.6
Centerloss [35] 0.7M 1 99.28 94.9
FaceLiveNet (CASIA) 0.46M 1 98.91 94.88
FaceLiveNet (MSCeleb) 1.1M 1 99.42 95.00

TABLE III: Evaluation results of FaceLiveNet for face verifi-
cation on the LFW and YTF datasets.

for training the deep CNNs in this work. The momentum
coefficient is set to 0.99. The learning rate is started from 0.1,
and divided by 10 at the 60K, 80K iterations respectively. The
model is regularized by using the dropout with the probability
of 0.5 and the weight decay of 5e-5. The weights of the
filters in the CNNs are initialized by Xavier [32]. Biases are
initialized to zero. The weight of the class-wise triplet loss α
is set to 1e-4, the margin β is set to 10, and the weight of
the inter-class distance θ in the class-wise triplet loss function
is set to 0.5. This evaluation shows that the FaceLiveNet can
achieve the state of art on the benchmarks LFW (99.42%) and
YTF (95.00%) for face verification task, while a larger dataset
helps to improve the performance.

B. Evaluation for facial expression recognition

Facial expression recognition is evaluated on the four widely
used datasets: CK+, OuluCASIA, SFEW and FER2013 re-
spectively. The CK+ and OuluCASIA are the datasets for the
posed expression while SFEW and FER2013 are the datasets
collected from website in an unconstrained condition. The
distribution of the expression images of the four datasets is
shown in Table IV. As in [36], the last three frames and the

TABLE IV: The distribution of the expression images of the
different datasets: Neutral (Ne), Anger (An), Disgust (Di), Fear
(Fe), Happy (Ha), Sad (Sa), Surprise (Su), Contempt (Co).

Ne An Di Fe Ha Sa Su Co

CK+ 327 135 177 75 147 84 249 54
OuluCASIA - 240 240 240 240 240 240 -
SFEW 228 225 75 124 256 234 150 -
FER2013 4965 3995 436 4097 7215 4830 3171 -

Happy (CK+) Happy (OuluCASIA) Happy (SFEW) Happy (FER2013)

Happy Happy Neutral Neutral

Fear (SFEW)

Angry

Fear (FER2013)

Sad

Fear (OuluCASIA)Fear (CK+)

Fear Fear

Fig. 3: The samples of facial expression recognition results on
the different datasets. The ground truth labels are on the top
of the images and the predicted labels are on the bottom.

first frame of each video of CK+ and OuluCASIA are selected
for the training and evaluation. The 10-folds cross-validation
with the subject independent split is applied for the evaluation
on CK+ and OuluCASIA. Table V demonstrates the evaluation
results on the four datasets and Fig. 4 shows the corresponding
confusion matrix of facial expression recognition.

The evaluations on the four different datasets show that the
proposed FaceLiveNet can also achieve the state-of-the-art for
facial expression recognition task. However the recognition
results on CK+ and OuluCASIA are much better than the
ones on SFEW and FER2013. Since CK+ and OuluCASIA
are collected in a constrained condition with the distinct
expression and clean data. While SFEW and FER2013 are
collected from the website or the film clip, the expressions
are more delicate and the representation of some expressions
varies greatly depends on the habits of the individuals (see
Fig. 3). Overall, according to the results, the ’Happy’ and
’Surprise’ are the expressions most universal and always with
the highest recognition rate, while the ’Fear’ and ’Sad’ are
vulnerable to be mispredicted. Thus the ’Happy’ and ’Surprise’
are used as the required expressions by the system for liveness
detection based on challenge-response mechanism.

C. Evaluation for face authentication

In this section, we propose a protocol to evaluate the
proposed FaceLiveNet. Unlike the general facial expression
detection problem focusing on the spontaneous expression in
the real-life, in the challenge-response based liveness detection
the facial expressions are required to be presented distinctly
which are close to the ones in CK+ or OuluCASIA. Thus we
use the images from the two datasets to construct the image
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Fig. 4: The confusion matrix of facial expression recognition results for (a) CK+, (b) OuluCASIA, (c) SFEW, (d) FER2013.
The vertical axis is the ground truth label and the horizontal axis is the predicted expression. The darker color the higher value.

Method Acc(%)
LBPSVM [37] 95.1
Inception [23] 93.2
DTAGN [21] 97.3
PPDN [22] 97.3

FaceLiveNet 99.1
AUDN [38] 92.1
FaceLiveNet 98.0

(a) CK+

Method Acc(%)
HOG3D [39] 70.63
AdaLBP [25] 73.54
DTAGN [21] 81.46
PPDN [22] 84.59
FaceLiveNet 87.50

(b) OuluCASIA

Method Acc(%)
AUDN [38] 31.73
MappedLBP [40] 41.92
Inception [23] 47.70
FaceLiveNet 49.50
TL [41] 48.50
MDNN [42] 52.29
FaceLiveNet 53.20

(c) SFEW

Method Acc(%)
RBM [39] 71.162
Unsupervised [27] 69.267
Maxim [27] 68.821
Radu [43] 67.484
Baseline [27] 65.500
FaceLiveNet 68.600

(d) FER2013

TABLE V: The evaluation of FaceLiveNet for facial expression recognition on different datasets. Specially, in (a) the upper
block are the results of six expressions in CK+ and the lower block are the results for the eight expressions; in (c) the upper
block are the results by using SFEW training the model, and the lower block are the results by using FER2013 as the additional
data for training the model.

ID-True ID-False
Ex-True 38 56
Ex-False 56 56

(a) CK+

ID-True ID-False
Ex-True 96 96
Ex-False 96 96

(b) OuluCASIA+

TABLE VI: The positive pairs and negative pairs in the
evaluation dataset for face authentication extracted form CK+
and OuluCASIA.

pairs to simulate face authentication scenario: the first image is
used as the answer of the individual and the second one is the
neutral image used as reference image. The two images are
compared firstly for face verification and then the detected
facial expression of the first image is compared with the
system required expression for liveness detection. The dataset
consists of the positive pairs and the negative pairs as shown
in Table VI. Note that the data used for the evaluation are not
used for the training of the model. Totally, 206 image pairs
are extracted from CK+ while 384 images pairs are extracted
from OuluCASIA. Finally, the accuracy of FaceLiveNet for
face authentication Accg is given by:

Accg =

∑M
i=1 {Vi ∩ Ei}

M
(8)

where M is number of the image pairs, Vi ∈ (True, False)
is the result of face verification for the ith pair, Ei ∈

Accverif Accexpre Acclive Accg
(CK+) 0.990 0.981 1.000 0.990
(OuluCASIA) 0.932 0.935 0.990 0.922

TABLE VII: The evaluation results of face authentication of
FaceLiveNet on the dataset CK+ and OuluCASIA. Accverif
is the accuracy of face verification, Accexpre is the accuracy
of facial expression recognition, Acclive is the accuracy of
liveness detection and Accg is the accuracy of the face
authentication.

(True, False) is the result of liveness detection based on
the verification of the given facial expression ’Happy’ or
’Surprise’, {·} is the indicator function. Table VII illustrate
the accuracy of FaceLiveNet for face authentication. From
the Table VII we can see that the accuracy of the liveness
detection is higher than facial expression recognition rate
since liveness detection only detects the given expressions
’Happy’ or ’Surprise’ rather than the recognition of the six
or eight expressions. However, the global accuracy of face
authentication can be also worse than both face verification
and liveness detection, which is caused by the additive effect
of the failures of face verification and liveness detection.

V. CONCLUSION

In this work, we have proposed a holistic end-to-end net-
works based on the deep CNNs which can employ simulta-



neously face verification and facial expression recognition for
face authentication. Experimental results demonstrate that for
both face verification and facial expression recognition tasks
FaceLiveNet can achieve the state of art. Besides, a protocol
is proposed firstly for the evaluation of face authentication
by FaceLiveNet with the fusion of face verification and
liveness detection. Thanks to the Inception-RsNet structure,
the proposed FaceLiveNet is light with fewer parameters in
compare with the other conventional deep networks such as
VGG16, FaceNet etc. and also low-cost as it can implement on
commodity hardware instead of costly sensors. In future work,
we will develop a larger dataset to evaluate the performance
of our proposed FaceLiveNet.
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