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Languages show systematic variation in their sound patterns and grammars. Accordingly, they have

been classified into typological categories such as stress-timed vs syllable-timed, or Head-

Complement (HC) vs Complement-Head (CH). To date, it has remained incompletely understood

how these linguistic properties are reflected in the acoustic characteristics of speech in different lan-

guages. In the present study, the amplitude-modulation (AM) and frequency-modulation (FM) spec-

tra of 1797 utterances in ten languages were analyzed. Overall, the spectra were found to be similar

in shape across languages. However, significant effects of linguistic factors were observed on the

AM spectra. These differences were magnified with a perceptually plausible representation based

on the modulation index (a measure of the signal-to-noise ratio at the output of a logarithmic modu-

lation filterbank): the maximum value distinguished between HC and CH languages, with the

exception of Turkish, while the exact frequency of this maximum differed between stress-timed

and syllable-timed languages. An additional study conducted on a semi-spontaneous speech corpus

showed that these differences persist for a larger number of speakers but disappear for less con-

strained semi-spontaneous speech. These findings reveal that broad linguistic categories are

reflected in the temporal modulation features of different languages, although this may depend on

speaking style. VC 2017 Acoustical Society of America. https://doi.org/10.1121/1.5006179

[JFL] Pages: 1976–1989

I. INTRODUCTION

The languages of the world show systematic variation in

many of their syntactic, prosodic and phonological proper-

ties. While this variation is increasingly well described and

understood from a linguistic point of view,1 how it is

reflected in the speech signal remains, to a large extent,

unexplored. Yet, typically developing infants rely on this

acoustic signal to learn the abstract lexical and grammatical

regularities of their native language. It has been proposed

that there may be significant correlations between certain

grammatical properties and some acoustic features of the

speech signal, and that young learners might use precisely

these to break into language.2–5 For instance, prominence in

phonological phrases is carried by different acoustic features

in languages with varying word orders: languages with a

preposition-noun order use duration, i.e., lengthening, on the

prominent element, the noun (e.g., Italian: a Ro:ma [in

Rome]), while languages with noun-postposition orders typi-

cally use higher pitch or intensity (e.g., Japanese:^Tokyo ni
[Tokyo to]).

In the current study, we tested to what extent languages

that show systematic typological variation in their linguistic

rhythm and their basic word order may differ in their basic

acoustic properties. Over the last century, a wealth of studies

has promoted the view of speech as a modulated carrier

signal.6–8 According to this “modulation theory” of speech,

speech sounds are seen as a sum of carrier signals produced

by the vocal folds, the amplitude and frequency of which

change slowly as a consequence of the dynamic changes of

the vocal tract during phonation.6 (To avoid confusion with

the notion of “audio frequency,” we will use the term “rate”

to refer to the frequency of these fluctuations hereafter.) The

present study focuses on low-rate (�50 Hz) amplitude and

frequency modulations (AM and FM). The AM component

relates to the fluctuations of the temporal envelope of the

speech signal such as those produced by alternating high-

energetic and silent segments, whereas the FM component is

related to the temporal fine structure of the speech signal,

primarily due to the fluctuations of the f0 and the harmonic

structure. These two components play an important role in

accounting for speech intelligibility. The AM component is

believed to be crucial for intelligibility, especially for speech

presented in silence.9–12 Furthermore, low-rate FM cues

have been shown to play a role in intelligibility when speech

is presented together with competing voices.56,57

The modulation information contained in a given speech

signal can be characterized by the modulation spectrum,13

i.e., the amount of modulation as a function of modulation

rate. The speech modulation spectra (AM spectrum and FM

spectrum) can therefore be understood as a general descrip-

tion of the temporal structure of the speech signal at different

time scales. This description of temporal information in

speech is reminiscent of the original hierarchies proposed by

Rosen,14 and more recently by Leong et al.15 and Giraud anda)Electronic mail: leo.varnet@ens.fr
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Poeppel,16 characterizing several temporal features based on

dominant fluctuation rates, each feature having distinct roles

in linguistic contrasts. Speech cues are typically divided

into, at least, three time scales: stress rate (1–2 Hz), syllable

rate (2–8 Hz), and phoneme rate (8–40 Hz), although the

exact boundaries of these time scales may vary between

studies.

The AM spectrum may be computed in at least two

ways, denoted “AMa spectrum” and “AMi spectrum” here-

after. AMa spectrum is the long-term Fourier amplitude

spectrum of the temporal envelopes across several frequency

bands.17 The AMa spectrum computed for a corpus of 300

monosyllabic English words shows a peak at 2 Hz followed

by a steady decline in amplitude.17 Other natural sounds,

such as animal vocalizations or environmental sounds, show

a similar decrease in amplitude in high modulation frequen-

cies. However, the change of slope for low modulation fre-

quencies seems to be specific to speech sounds.18–21

Another, more perceptually-based way of representing

the AM information contained in a speech signal is the AMi

spectrum.8 In this case, the envelope in each frequency band

is analyzed through a 1
3
-octave filterbank in the modulation

domain. The obtained spectrum is then normalized by the

mean value of the envelope in the frequency band. Figure 1

presents a schematic diagram of this approach. Compared to

the AMa spectrum, the 1
3
-octave-band representation used in

the AMi spectrum emphasizes components in the high mod-

ulation rate region, where the bandwidths of modulation fil-

ters are larger. This is motivated by the psychophysical

demonstration of broad frequency selectivity in the AM

domain in the human auditory system.22–25 Furthermore, the

output is expressed as a modulation index (depending on the

ratio between the intensities of the target and the noise)

instead of an absolute value.12 As a consequence, this repre-

sentation is closely linked to observed behavioral perfor-

mance in the perceptual tasks. Decline in speech

intelligibility caused by noise, fast-acting amplitude com-

pression, or reverberation has been found to be systemati-

cally associated with strong changes in the AMi spectrum of

the degraded speech stimuli.8,12,26,27 In other words, the

extent to which speech intelligibility is affected by a given

transmission system depends on how well the AMi spectrum

of speech is preserved. AMi spectra have been widely used

in the past and several languages have been described,

including English,28–33 Dutch,8,12,26,33–35 Japanese,31

German,33,36 and more recently Chinese, French, Swedish,

Dutch, Danish, and Norwegian.33 These previous investiga-

tions suggest that the AMi spectra of speech in these differ-

ent languages are globally similar in shape: they exhibit a

marked peak around 4 Hz and contain almost all of their

energy in the range from 0 to 30 Hz. However, there have

been very few attempts to compare AMa or AMi spectra

across languages.

Yet, there are reasons to believe that the AM content of

speech may differ cross-linguistically, as languages differ

systematically in some of the features that may influence the

AM spectrum, such as speech rhythm or phrasal prosody.

Languages have intuitively been described to fall into one of

three rhythmic classes on the basis of what perceptually

appears to be the isochronous unit in their speech signal. In

what linguists traditionally categorized as syllable-timed lan-

guages, such as French, Italian, or Spanish, the organizing

time unit was believed to be the syllable. In stress-timed lan-

guages, like English, Dutch, or Arabic, the unit of isochrony

was assumed to be the interstress interval. And in mora-

timed languages, like Japanese and Tamil, the unit was

believed to be the mora. These differences are easy to per-

ceive. Even newborn infants are able to discriminate two

unfamiliar languages, as long as they belong to two different

rhythmic classes, but not if they belong to the same

class.4,37–39

While rhythm-based language discrimination is well

established, it is not clear what acoustic features of the signal

correspond to the percept of rhythm or what theoretical

FIG. 1. (Color online) Schematic diagram of the calculation of the modula-

tion index from a speech sound for a given frequency channel (center

frequency¼ 1000 Hz) and a given modulation channel (center frequency

¼ 8 Hz).
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notions best describe it. The isochrony principle was not sup-

ported by empirical evidence,40 and subsequent findings sug-

gested that rhythmicity is better understood as a continuum,

not as discrete categories. An operational definition was sug-

gested by Ramus et al.,41 who introduced two measures,

%V, i.e., the relative length of vocalic space in the speech

signal, and DC, i.e., the variability in the length of consonant

clusters, to characterize languages. When using these dimen-

sions, it was found that languages traditionally described as

mora-timed have high %V and low DC, syllable-timed lan-

guages have high to medium values for both, while stress-

timed languages have relatively low %V and high DC val-

ues. The rhythm class hypothesis has since then been revis-

ited and reframed in different ways in the literature, and has

even been criticized. In addition to the measures provided by

Ramus et al.,41 several other metrics have been pro-

posed,42–45 and important points like distinguishing rhythm

from timing or speaking rate46–48 have been raised. These

theoretical and methodological points notwithstanding, the

phenomenological difference in “rhythm” across languages

remains. It is thus not implausible to assume that they might

be reflected in the AMi spectra of different languages, as

they are related to the rate and structure of syllables, i.e., the

2–8 Hz peak in the AMi spectrum.27 Specifically, we hypoth-

esized that rhythmic differences between languages will

result in changes in the most prominent AM and FM modu-

lation rates, possibly with somewhat faster modulations for

stress-timed as opposed to syllable-timed languages. This

difference is predicted on the basis of the greater variability

in syllable length and thus the presence of a greater number

of shorter syllables in stress-timed languages. This hypothe-

sis has already been explicitly stated by Goswami and

Leong32 and Leong et al.15

Another linguistic property that might impact the AM

spectrum is the basic word order. The basic word order of a

language, i.e., the relative order of syntactic Heads and their

Complements (e.g., the Verb and its Object, adpositions and

their nouns), has systematic prosodic correlates at the level

of the phonological phrase. In Head-Complement (HC) lan-

guages, such as English, French, Italian or Spanish, that

place the Verb in front of its Complement (e.g., eat apples),

the prominence in phonological phrases is final, i.e., it falls

on the Complement, and it is acoustically realized as

increased duration. By contrast, in Complement-Head (CH)

languages, such as Basque, Japanese or Turkish, the prosodic

prominence is phrase-initial, since the Complement is initial

(e.g., Hungarian: alm�at eszik [apple.acc eat]), and it is

marked by increased intensity and/or pitch.49,50 As it is

known that the regular alternation of prominent and weak

elements is reflected in the AM component, word order may

well be reflected in the AM spectra of languages.

Specifically, we hypothesized that the type of basic word

order will affect both the FM and the AM modulation spec-

trum, as the prosodic patterns correlated with CH vs HC lan-

guages prosody are carried by pitch/intensity and duration,

respectively. We thus predicted that HC languages might

show stronger AM modulation than CH languages, while

CH languages may exhibit stronger FM modulation.

Furthermore, rhythm and basic word order are typologically

correlated.3,51 Languages with high %V values tend to have

CH word order, e.g., Basque and Japanese, while languages

with lower %V are typically HC. Linguistic features might

thus have acoustic signatures on multiple accounts.

To the best of our knowledge, only two studies attempted

to compare the AMi spectra of several languages.31,33 The first

study, conducted by Arai and Greenberg,31 compared the AMi

spectra of English, a stress-timed HC language, and Japanese,

a mora-timed CH language, using semi-spontaneous speech

materials (OGI multilanguage corpus, Switchboard corpus).

They found that the AMi spectra were overall comparable,

maybe due to a similar amount of variability in the syllable

duration in both languages. However, subtle differences

between English and Japanese AMi are observable in Figs. 2

and 3 of Arai and Greenberg.31 Since the study did not report

any statistical comparisons between the spectra, the signifi-

cance of these differences remains to be understood. The sec-

ond study conducted by Ding et al.33 on a wider range of

languages, compared the AMi spectra of stress-timed HC lan-

guages (English, Swedish, German, Dutch, Danish,

Norwegian), and syllable-timed HC (French) or syllable-timed

CH (Chinese) languages. This study used four different speech

corpora of semi-spontaneous (Buckeye corpus, Switchboard

corpus) or connected (audiobooks, TIMIT corpus) speech.

They found that, consistent with Arai and Greenberg,31 the

AMi spectral were overall comparable. However the AMi

spectra were normalized by their maximum values, precluding

the observation of amplitude differences. No differences in

AMi peak rates across the 9 languages and 4 corpora were

reported.

Temporal modulations in speech are not limited to the

AM component. Indeed, speech sounds are also modulated

in frequency,6,52–54 the frequency-modulation (FM) compo-

nents reflecting at least partly the slow fluctuations in the

fundamental frequency (f0) of the speaker (the acoustic cor-

relate of voice pitch) and its harmonics. Moreover, AM and

FM components of band-limited signals are not independent

and are, therefore, expected to covary to some extent in

speech signals.17,55 Sheft et al.17 computed FM spectra for

continuous speech using American-English material, and

found FM spectra similar (in terms of peak rate) to the AM

spectra computed for the same material. They interpreted

this result as being due to covariations of the AM and FM

components in band-limited signals. This is particularly true

for speech, where slow fluctuations in both f0 and temporal

envelope are believed to convey prosodic information assist-

ing speech segmentation and syntactic parsing.58–62 As dis-

cussed above, prominence in the phonological phrase in CH

languages is mainly carried by voice pitch or intensity. We

thus expect the above-discussed typological difference in

word order (HC/CH) to potentially impact the FM and even

more specifically the f0 spectrum, with CH languages having

stronger modulations than HC languages.

Given the above cross-linguistic predictions, the present

study compared the AM and FM spectra across a large cor-

pus of speech recordings from ten languages, including

stress-timed, syllable-timed and mora-timed languages, as

well as HC and CH languages. Unlike in previous studies, a

single corpus of well-controlled (semi-read) connected

1978 J. Acoust. Soc. Am. 142 (4), October 2017 Varnet et al.



speech recordings was used here. We computed both AM

spectra (AMa and AMi) previously described. We also cal-

culated two types of FM spectra for each language. The first

was computed using a technique similar to that proposed by

Sheft et al. described above. The second one, called here-

after “f0 modulation spectrum” (f0M spectrum), was

restricted to the modulation components of the f0 contour of

the speech material extracted using the YIN algorithm devel-

oped by de Cheveign�e and Kawahara.63

The effects of speakers and speaking style might be

potential confounds in the analysis of cross-liguistic differ-

ences. For example, Arvaniti48 has shown that the type of

speech materials used (read sentences, read stories, sponta-

neous speech) has a strong influence on standard rhythm

metrics. For this reason, an additional corpus of semi-

spontaneous speech produced by a large number of speakers

has been used in a second analysis to test for the generaliz-

ability of our results across speaker numbers and speech

styles.

II. MATERIALS AND METHODS

All analyses were conducted in MATLAB R2016b (The

Mathworks, Natick, MA).

A. Semi-Read Speech (SRS) corpus

The main corpus used in this study, referred to hereafter as

the “semi-read speech (SRS) corpus,” comprises speech samples

from ten languages, most of them having already been used in

previous studies: Dutch, English, French, Japanese, Polish and

Spanish,41 Marathi and Turkish,3,64 Basque,65 and Zulu.

The stimuli were produced according to the same princi-

ples, described in detail in Ramus, Nespor, and Mehler:41

sentences systematically varied between 15 to 21 syllables,

were uttered separately by four female native speakers of

each language (only two speakers for Marathi) and sampled

at 16 kHz. Speakers first read a given sentence silently, then

uttered it out loud for recording, introducing a certain degree

of spontaneity in the production.

All stimuli were normalized in root-mean-squared (rms)

power before further analysis. It must be noted that all

recordings were made under similarly good recording

conditions (sound-proof or sound-attenuated booth, high

quality recording equipment etc.), thus it is highly implausi-

ble that the signal-to-noise ratio (SNR) played a role in the

obtained results.

The characteristics of the SRS corpus are presented in

Table I.

B. Semi-Spontaneous Speech (SSS) corpus

An additional corpus of semi-spontaneous speech pro-

duced by a large number of speakers has been used in a sec-

ond analysis to test for the generalizability of our results

across speaker numbers and speech styles. This corpus will

be referred to as “SSS corpus” hereafter.

This corpus consisted of responses of about 100 speak-

ers to a semi-directed interview conducted by telephone

(OGI Multilanguage corpus66). Four of the languages from

the original SRS corpus were included: English, French,

Japanese, and Spanish. This choice of languages was ideal as

the four languages were different from one another in their

rhythms and word orders. A first condition (fixed vocabu-

lary, FV) corresponded to the speakers naming their native

or common language. The second condition (topic-specific,

TS) was collected in response to the prompts “Tell us some-

thing that you like about your hometown” and “Tell us about

the climate in your hometown.” The two conditions differed

with respect to their semantic content, syntactic complexity,

and stimulus duration. The FV condition corresponded to

short utterances of about 1 s (e.g., “my native language is

English” or “English”), whereas the TS condition corre-

sponded to longer, more complex utterances of about 5–8 s.

Even though FV and TS corresponded to the forms of spon-

taneous speech, the TS utterances were less homogeneous in

terms of syntactic structure and lexical content. These

recordings were made over the telephone, so the overall

quality was very poor.

The characteristics of the SSS corpus are presented in

Table II.

C. Calculating the modulation spectra

A block diagram of the algorithm used in this study is

shown in Fig. 2.

TABLE I. Summary of the characteristics of the SRS corpus. Data for %V; DC and slope Q10/fc were provided by the authors of Mehler, Sebastian-Galls, and

Nespor (Ref. 3), Ramus, Nespor, and Mehler (Ref. 41), Guevara Erra and Gervain (Ref. 64), Molnar, Carreiras, and Gervain (Ref. 65). S.D. represents standard

deviation.

Language

Linguistic

characteristics

Number of

speakers

Number of

stimuli (N)

Stimuli duration

(mean 6 S.D.) mean %V mean DC � 100 slope Q10/fc

Basque CH, syllable-timed 4 162 2.8 s 6 0.5 s 48.0 4.41 —

Dutch HC, stress-timed 4 228 3.0 s 6 0.4 s 42.3 5.33 1.04

English HC, stress-timed 4 153 3.0 s 6 0.4 s 40.1 5.35 1.02

French HC, syllable-timed 4 216 2.9 s 6 0.4 s 43.6 4.39 —

Japanese CH, mora-timed 4 212 2.8 s 6 0.4 s 53.1 3.56 0.73

Marathi CH, syllable-timed 2 80 3.3 s 6 0.4 s 51.5 4.30 0.61

Polish HC, syllable-timed 4 216 3.3 s 6 0.6 s 41.0 5.14 0.82

Spanish HC, syllable-timed 4 212 3.4 s 6 0.5 s 43.8 4.74 —

Turkish CH, syllable-timed 4 160 3.0 s 6 0.3 s 48.4 5.15 0.78

Zulu HC, syllable-timed, click 4 158 3.6 s 6 0.7 s — — 1.11
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The first step in the estimation of the AM and FM

spectra consisted in band-pass filtering the stimuli through

a bank of 30 gammatone filters, defined with the same

parameters as in Hohmann.67 An advantage of the imple-

mentation proposed by Hohmann67 is that it provides an

analytical, complex output which simplifies further proc-

essing. The filters were 1-ERB-wide and their center fre-

quencies were equally spaced on the ERB scale (i.e.,

quasi-logarithmically spaced on the frequency scale)

between 70 Hz and 6700 Hz with a density of 1 gamma-

tone filter per ERB.67 The envelope and temporal fine

structure (TFS) of the resulting narrow-band signals were

extracted separately from each complex gammatone

response. The AM component (envelope) thus corresponds

to the magnitude of the analytic signal, whereas the TFS

corresponds to its unwrapped instantaneous phase.53,68

The FM component is obtained by taking the time-

derivative of the TFS. Unfortunately, in practice, this is a

problem for speech as the TFS is erratic and often mean-

ingless in low-AM segments (e.g., in silent intervals

between two words), leading to an overestimation of high

FM rates. Therefore, in a second step, these low-energetic

segments were removed from the FM component and

were replaced with NaNs for all time points where the

envelope of the signal was below a threshold of 0.05

(�13.0 dB rms). A similar correction was used in the fre-

quency amplitude modulation encoding (FAME) algorithm

developed by Nie et al.69

TABLE II. Summary of the characteristics of the SSS corpus. S.D. represents standard deviation.

FV condition TS condition

Language

Linguistic

characteristics

Number of

speakers

Number of

stimuli (N)

stimuli duration

(mean 6 S.D.)

Number of

speakers

Number of

stimuli (N)

stimuli duration

(mean 6 S.D.)

English HC, stress-timed 198 383 1.1 s 6 0.3 s 200 393 6.7 s 6 3.3 s

French HC, syllable-timed 122 235 1.3 s 6 0.5 s 111 218 7.3 s 6 1.9 s

Japanese CH, mora-timed 106 201 1.4 s 6 0.4 s 96 182 6.0 s 6 2.4 s

Spanish HC, syllable-timed 125 243 1.2 s 6 0.4 s 120 237 7.1 s 6 2.1 s

FIG. 2. (Color online) Schematic diagram of AMa, AMi, FM, and f0M spectra calculation from a speech signal.
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Three spectra were thus calculated in each analysis

band. The AMa spectrum was obtained directly from the

amplitude of the discrete Fourier transform of the AM com-

ponent. For the FM component, however, some data points

were removed (see above), making it impossible to use the

Fourier spectrum. It was therefore necessary to calculate the

FM spectrum by taking the root of the Lomb periodogram

(also called Least-Square Spectrum), a generalization of the

Fourier spectrum in the case of partially undefined func-

tions.70 For the AMi spectrum, a 1
3
-octave band spectrum

was obtained by decomposing the AM component using a

bank of 1
3
-octave wide 1st order Butterworth bandpass filters

overlapping at �3 dB (center frequencies between 0.1 Hz

and 410 Hz), and by taking the rms amplitude of the filtered

output multiplied by a factor of
ffiffiffi

2
p

. For each filter, a modu-

lation index was calculated by dividing the output by the

mean amplitude of the AM component for the speech sample

in a given gammatone filter.8 Finally, the 30 band-specific

AMi spectra (respectively AMa and FM spectra) were aver-

aged to generate a single AMi spectrum per utterance

(respectively AMa and FM spectra). Such averaging is made

possible by the great consistency of the shape of modulation

spectra across frequency bands.27,32

A f0 modulation spectrum (referred to as f0M spectrum

below) was also calculated for each utterance by first extract-

ing the discontinuous f0 contour from the speech signal using

the YIN algorithm.63 Only voiced segments (detected

through an aperiodicity measure) longer than 20 ms were

considered here, with upper and lower search bounds of

50 Hz and 600 Hz, respectively. Then the root Lomb perio-

dogram of the f0 contour was computed, as in the FM case.

It must be noticed that YIN performs each single estimation

on a time interval equal to the integration window size

(20 ms in our case) plus the f0 period. Therefore, for a funda-

mental frequency of 50 Hz or more, temporal fluctuations

above 20 Hz should not be considered as reliable.

All spectra were resampled by averaging the values in

logarithmically-spaced frequency segments with logarithmi-

cally increasing widths, before statistical analysis. Average

modulation spectra across utterances were derived for each

speaker and each language, for the purpose of visualization.

The analysis on the SSS corpus aimed at confirming the

results obtained on the SRS corpus. For this reason, only the

AMi spectra were calculated.

D. Statistical analysis

Statistical analyses were conducted on several relevant

characteristics extracted from the spectra of individual utter-

ances taken from the SRS corpus as dependent variables (see

below). The comparison was done by means of a mixed

model including a “language rhythm” factor (stress-timed vs

syllable- and mora-timed), a “basic word order” factor (HC

languages vs CH languages) and a random effect of speaker.

The significance of the effects was then tested with a likeli-

hood ratio test by comparing the likelihood of the model to

that of the nested model with no linguistic factors (i.e., only

intercept and speaker effect).

When necessary, post hoc analyses were carried out to

disentangle the respective effect of each linguistic parameter

by testing a mixed model including only one single factor

and the random effect.

We used the following dependent variables. The “constant

bandwidth” spectra (i.e., AMa, FM and f0M spectra) were

characterized by their high-frequency and low-frequency

slopes and their mean amplitude in the 2–8 Hz range (corre-

sponding to a period duration of 0.125–0.5 s, i.e., approxi-

mately one longer or two–three shorter syllables). Slightly

narrowing or widening the range does not affect the results

considerably. The slopes were estimated by linear fitting on

the 0.3–1.5 Hz and 10–50 Hz ranges, respectively, and

expressed in dB/oct. For the f0M and FM spectra, only the

high frequency slope was measured because of the absence of

a clear linear part in the low frequencies. AMi spectra were

characterized by the value and position of their maximum.

To compare the modulation results with existing phono-

logical and acoustic measures derived from these same

recordings, we calculated correlations, wherever appropriate,

between our dependent variables and the rhythm metrics %V
and DC41 as well as with a measure of optimal, non-

redundant coding Q10/fc.
64 This latter measure was obtained

by calculating maximally independent representations for

speech in different languages using independent component

analysis (ICA) and characterizing the obtained filter popula-

tions by their sharpness (Q10) as a function of their central

frequency (fc). For more details, see Guevara Erra and

Gervain.64 Note that these phonological and statistical mea-

sures were not available for all ten languages tested here, so

the correlations were run on smaller sets of languages.

Because of the restricted number of languages under

study in the SSS corpus (English, French, Spanish and

Japanese), t-test comparisons were carried out on pairs of

languages according to the results obtained on the SRS cor-

pus, instead of a mixed model.

III. RESULTS

The present study sought to determine whether speech

modulation spectra reflect systematically varying linguistic

characteristics. To facilitate the comparison, Fig. 3 presents

all modulation spectra gathered with a color code highlight-

ing the linguistic characteristics of the languages in the SRS

corpus, whereas Fig. 4 shows the normalized AM, FM and

f0M separately for each language.

A. Results for the AMa spectra

The average high-frequency slope of the AMa spectra

across languages was �3.9 dB/oct. There was no significant

effect of any of the linguistic factors on this dependent variable

in the mixed effect model [v2ð2Þ ¼ 0:77; p ¼ 0:68]. The

mean low-frequency slope across all languages was �0.71 dB/

oct. The effect of linguistic factors on this dependent variable

was marginally significant [v2ð2Þ ¼ 5:85; p ¼ 0:054], mainly

because of the effect of syllable-timed languages being slightly

steeper at low rates (p¼ 0.029).

The mixed effect model ran on the averaged (log) AMa

in the 2–8 Hz range revealed a significant difference between
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linguistic groups [v2ð2Þ ¼ 9:52; p ¼ 8:6� 10�3]. This effect

was mainly due to the “language rhythm” factor, with stress-

timed languages showing higher amplitude in this region

than syllable-timed languages (p ¼ 5:3� 10�3). However,

the amount of AMa in the 2–8 Hz range was not significantly

correlated with %V; DC or Q10/fc (p> 0.1).

B. Results for the AMi spectra

The mixed effect model assessing the maximum values

of the AMi spectra showed a significant difference among lin-

guistic groups [v2ð2Þ ¼ 13:90; p ¼ 9:6� 10�4], as for AMa,

the difference being in this case magnified by the 1
3
-octave

splitting and the normalization by the mean of the band-

limited envelope. This effect was due to the “basic word

order” parameter (p ¼ 2:1� 10�4). There was a significant

correlation between average maximum AMi value and %V
[rð7Þ ¼ �0:78; p ¼ 0:012], DC [rð7Þ ¼ 0:77; p ¼ 0:014], but

not slope Q10/fc [rð5Þ ¼ 0:66; p ¼ 0:11].

The mixed effect model assessing the location of the

peak was also significantly affected by language group [v2ð2Þ
¼ 15:018; p ¼ 5:5� 10�4], due to an effect of the “language

rhythm” factor (p ¼ 5:1� 10�3). A post hoc analysis

restricted to HC languages only, showed that maxima for

syllable-timed languages were slightly shifted towards higher

rates (5.24 Hz on average), compared to those of stress-timed

languages (4.40 Hz on average) [v2ð1Þ ¼ 11:52; p ¼ 6:9
�10�4]. However, this measure was not significantly corre-

lated with %V; DC or Q10/fc (all p> 0.4).

These two measures thus defined three groups of lan-

guages: (i) French, Spanish, Polish, Zulu, i.e., HC, syllable-

timed languages (ii) Dutch, English, and Turkish, i.e., HC,

stressed-timed languages with the exception of Turkish, and

(iii) Marathi, Japanese, and Basque.

C. Results for the FM and f0M spectra

Although the FM and f0M spectra had clearly different

slopes, we found the f0M to match almost perfectly the FM

spectra of the lowest gammatones (70–300 Hz).

Both the FM and f0M spectra were characterized by

their high-frequency slopes (on average �1.8 dB/oct and

�2.9 dB/oct, respectively) and their mean log-amplitude

value in the 2–8 Hz range. There was no significant

FIG. 3. (Color online) Averaged modulation spectra for all languages of the SRS corpus. Blue lines: HC, stress-timed languages; indigo lines: HC, syllable-

timed languages; green lines: CH, syllable-timed or mora-timed languages.
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difference between linguistic groups, either for the slope of

the f0M spectra [v2ð2Þ ¼ 5:5; p ¼ 0:07] or for that of the FM

spectra [v2ð2Þ ¼ 0:038; p ¼ 0:98].

The mixed effect model assessing the mean amplitude of

the FM and f0M spectra in the 2–8 Hz range showed no signif-

icant difference [v2ð2Þ ¼ 1:96; p ¼ 0:38 and v2ð2Þ ¼ 3:3;
p ¼ 0:19, respectively].

D. AMi results for the SSS corpus

In an attempt to replicate the above AMi cross-linguistic

differences, we carried out a complementary analysis on a sec-

ond corpus (SSS corpus) that was split into two subsets of

speech materials (FV and TS conditions). Because of the

restricted number of languages under study (English, French,

Spanish, and Japanese), t-test comparisons were carried out on

pairs of languages according to the above results. The proper-

ties under testing were (1) the maximum value between HC

and CH languages (i.e., English vs Japanese, French vs

Japanese, and Spanish vs Japanese) and (2) the peak position

between HC stress-timed and HC syllable-timed languages

(i.e., English vs French and English vs Spanish).

All tested pairwise comparisons were significant in the

FV condition (all p < 5:5� 10�5), but did not reach the sig-

nificance level in the TS condition (all p> 0.2).

IV. DISCUSSION

The aim of the present study was to determine whether

different groups of languages can be distinguished on a

purely acoustic basis in the modulation domain. On the basis

of previous work on the role of temporal modulations in

speech intelligibility, it was hypothesized that features

derived from the speech amplitude- or frequency-modulation

spectra could reflect linguistic parameters such as speech

rhythm and basic word order. We therefore measured the

AMa, AMi, FM and f0M spectra for a large corpus of senten-

ces comprising ten languages (SRS corpus) as well as for a

smaller corpus of four of the ten languages with a larger

number of speakers and a different speech style (SSS

corpus).

A. General similarities across languages

Overall, the “constant bandwidth” modulation spectra

(AMa, FM and f0M spectra) turned out to be very similar

across languages (Fig. 4). They were all low-pass in shape,

reflecting the fact that speech signals mostly comprise rela-

tively slow temporal modulations. This is a common prop-

erty for all natural sounds.19,20,71 However, unlike music or

environmental sounds, speech modulation spectra have been

shown to plateau or even decrease at low rates,17,18,21 which

is consistent with Fig. 3. Furthermore, the cut-off rate

appears to be very similar between the AMa and FM spectra

as already discussed by Sheft et al.17

The disparity between the FM and f0M spectra for each

language may seem surprising, given that these two charac-

teristics relate to the TFS of the signal. However, when

restricting our analysis to the gammatone filters tuned

FIG. 4. (Color online) “Constant-

bandwidth” modulation spectra for all

languages of the SRS corpus, averaged

across speakers. Blue lines: AMa spec-

tra; red lines: FM spectra; green lines:

f0M spectra. All spectra are plotted in

dB relative to their mean amplitude in

the 0.3–50 Hz range.
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between 70 and 300 Hz, corresponding roughly the fre-

quency range of the f0 contour, FM spectra were found to be

highly similar to the f0M spectrum. This observation con-

firms that for speech, FM information is partly based on the

relatively slow (<5 Hz) f0 modulations.

Sheft et al.17 calculated the AM and FM spectra of 300

monosyllabic English words using an approach similar to the

present one. The comparison of their spectra with the AMa

and FM spectra obtained here for English sentences (second

panel of Fig. 4) makes it clear that stimulus type (words vs

sentences) has an impact on the shape of the modulation

spectrum, with the average duration of short isolated words

generating low-rate modulations (at around 2 Hz) in the anal-

ysis performed by Sheft et al.17 In the present study, stimuli

were longer and probably more variable in duration (see

Table I), resulting in a low-pass shape for the average AMa

and FM spectra. This interpretation is supported by the fact

that, using 15-min long speech samples, Attias and

Schreiner18 obtained AM power spectra mostly flat in the

low-frequency region.

High-frequency slopes estimated on the present data

seem to be fairly consistent with those obtained by Sheft

et al.,17 with a sharper decrease for AM (�3.9 dB/oct on

average) compared to FM (�1.8 dB/oct on average).

Following the work of Voss and Clarke,19,20 Attias and

Schreiner18 have suggested that AM power spectra for natu-

ral sounds, including speech, have a 1=f a shape at large f,
with 1 � a � 2:5. The high-frequency slopes estimated on

the AMa spectra in the present study are consistent with this

result as they correspond to a value of a � 2:56 for the AM

power spectra averaged across all languages.

The AMi spectrum (second panel of Fig. 3) offers a

more perceptually plausible representation of the AM infor-

mation contained in the corpus, by integrating the AM

amplitude in 1
3
-octave bands and normalizing it by the mean

of the band-limited envelope (see Methods section). As

noted in the Introduction, such splitting of the AM spectrum

emphasizes the medium- and high-rate regions relative to

the low rates, where the modulation filters have very narrow

bandwidths. Therefore, all AMi spectra reach a maximum

around 5 Hz. This band-pass shape has already been

observed in many studies calculating the modulation index

in specific frequency bands26,34 or across the whole fre-

quency range.36

B. Cross-linguistic differences in the modulation
spectra

The statistical analyses showed that linguistic factors

had a significant effect on both AMa and AMi spectra. This

twofold result reflects the fact that the two spectra corre-

spond to alternative representations of the same AM infor-

mation in the speech signal. In other words, any change in

the temporal envelope of speech should be reflected in both

modulation spectra. However, as explained above, the AMi

spectrum is a more perceptually plausible representation of

AM information than the AMa spectrum, as it takes into

account the tuning of the auditory system in the AM domain

(logarithmic bandwidths). Hence, the fact that the observed

effect of linguistic factors was enhanced in the AMi spectra

is consistent with the notion that the human auditory system

is optimized for the processing of temporal modulation cues

important for language comprehension (as demonstrated for

other species, for a large repertoire of animal

vocalizations21).

1. Word order is reflected in AMi maximum

The study of Japanese and English semi-spontaneous

materials by Arai and Greenberg31 marked a first attempt to

compare the modulation spectra of two languages. As in the

present study, they found the AMi spectra of the two lan-

guages to be strikingly similar, with a clear maximum

around 5 Hz. They interpreted this finding as resulting from

the high variability of syllabic segments in both languages.

However, these qualitative observations leave open the pos-

sibility that more subtle differences separate the two lan-

guages. Here, we carried out statistical tests to assess

possible quantitative differences between the AMi spectra.

Consistent with our initial expectations, this comparison

demonstrated that the maximum modulation index reached

at the peak was significantly lower in Japanese and other CH

languages (green lines in Fig. 3) than in English and other

HC languages (blue and indigo lines). Note that the differ-

ence in maximum modulation index between English and

Japanese in our study is consistent with the results of Arai

and Greenberg31 (cf. their Figs. 2 and 3, although they only

represent the result for the 1–2 kHz frequency band).

The identification of reliable acoustical correlates of lin-

guistic parameters is an important question in psycholinguis-

tics as they are assumed to “bootstrap” the acquisition of

syntax in young children.5,38,41,72 Previous studies have

shown that the syntactic organization of a given language is

reflected in the physical realization of prosody.49,50,65

Namely, in CH languages, prosodic prominence in phono-

logical phrases is carried by higher intensity and/or higher

pitch, whereas in HC languages, it is carried by longer dura-

tion. The present study suggests that HC and CH languages

can be distinguished on the basis of AM features. It may be

the case that in HC languages, long, stressed syllables inter-

leaved with short, non-stressed syllables result in a stronger

AM at the syllabic rate than in CH languages.

To clarify further the origin of the difference in the AMi

spectra, a detailed analysis was conducted on the waveforms

of the sentences with minimum and maximum AMi spectra

peaks. AMi spectra and waveforms of the two sentences

yielding the maximum (“high AMi”) and minimum (“low-

AMi”) peaks for Dutch and Japanese taken as representative

examples of the HC and CH language classes, are shown in

Fig. 5. This figure reveals that high-AMi sentences are com-

posed of short segments interleaved with brief silent inter-

vals, whereas low-AMi sentences have more slowly

fluctuating envelopes, with longer, more sustained segments.

These observations suggest that the amplitude of the peak in

the AMi spectrum is in fact related to the rate of the most

prominent envelope fluctuation in the speech signal. As

explained above, the 1
3
-octave band splitting used for calcu-

lating the AMi spectrum favors the representation of high
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modulation rates (where the bandwidth of the modulation fil-

ters is larger).

2. Language rhythm is reflected in AMi peak rate

In line with our initial expectations, we observed signifi-

cant differences in peak rate between stress-timed and

syllable-timed languages. However, contrary to our predic-

tions, stress-timed AMi spectra showed a lower peak than

syllable-timed languages. Ding et al.33 reported no differ-

ence in AMi peak rate when comparing semi-spontaneous

speech materials from nine languages. However, consistent

with the current findings, the peak rate for French, a

syllable-timed language, was higher than peak rates for other

stress-timed languages (Swedish, English, German,

Norwegian, Danish, and Dutch).

To clarify the origin of the difference in AMi peak rate

between stress-timed and syllable-timed languages, individ-

ual AMi spectra were scrutinized for each language. Figure

6 shows the AMi spectra of the two sentences yielding the

maximum and minimum peak rates for a stress-timed

(Dutch) and a syllable-timed (French) language of the SRS

corpus. Both languages show sentences with a secondary

peak around 1–2 Hz in their AMi spectra. This suggests that

the downward shift in peak rate for stress-timed languages

originates from a greater occurrence of secondary peaks in

this low-frequency region of the AMi spectrum, rather than

from a mere transposition of the modulation spectrum

towards lower rates. This low-rate secondary peak is likely a

correlate of the stress pattern in the modulation domain.11,32

It is unclear why this secondary peak would be less frequent

in syllable-timed languages. It may be the case that the

greater variability in syllable length for stress-timed lan-

guages alters the balance between the primary peak at sylla-

ble rate and the secondary peak associated with stress

patterns, resulting in an increased prominence of modulation

energy in the 1–2 Hz region. This approach stresses the

importance of considering the detailed structure of AM spec-

tra for individual utterances in addition to the analyses to

mean AM spectra across utterances.

3. Relationship with rhythmic metrics

A previous study by Ramus et al.41 has provided phono-

logical correlates of rhythmic classes by calculating the

respective proportion and variability of vocalic and conso-

nantal intervals. Using the %V and DC metrics, Ramus

et al.41 found that languages clustered into groups similar to

the traditional linguistic categories. The present study con-

firms that these linguistic properties are reflected in the tem-

poral modulations of the speech in different languages, by

using purely acoustic metrics (i.e., not depending on a pre-

liminary segmentation of the signal by the experimenter), as

also suggested by the strong correlations between our AMi

measures and %V/DC. Figure 7 plots the languages investi-

gated in the present study on a “AMi peak value” vs “AMi

peak position” space, similar to the %V / DC space.

Interestingly in this respect, it can be seen from Fig. 7

that Turkish, a CH language, reaches a high value of AMi at

FIG. 5. (Color online) (A) Mean AMi spectra for Dutch, French and Japanese (thick lines) and AMi spectra of the two sentences yielding the maximum and

minimum peaks in each language (thin lines). (B) Waveforms of the high-AMi and low-AMi sentences (D1: “erwtensoep met worst is nog steeds zijn favoriete
gerecht”; D2: “de juryleden waren unaniem in hun beoordelingen”; F1: “Les parents se sont approch�es de l’enfant sans faire de bruit”; F2: “Les r�ecents
�evenements ont boulevers�e l’opinion internationale”; J1: “shi-tokyoku ga rekishi-kuiki no sai-kaihatsu ni tchakushu shita”; J2: “opera-za no saigo no konsato
wa seiko datta”).

FIG. 6. (Color online) Mean AMi spectrum (thick line) and AMi spectra of

the two sentences yielding the maximum (dotted line) and minimum (thin

line) peak rates. Left panel: Dutch; Right panel: French.
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peak rate whereas all the other CH languages under study

show low AMi values. This is consistent with previous lan-

guage classifications based on %V and DC3 showing that

Turkish has surprisingly high DC, similar to the current HC

languages. Moreover, visual inspection of the waveforms of

the Turkish corpus revealed that Turkish sentences are com-

posed of short segments interleaved with brief silent inter-

vals, similar to Dutch or English. This lends further support

to the idea of a relationship between the consonant structure

of a language and its AMi spectrum.

While the rhythmic metrics of %V and DC showed

strong correlations with some of our modulation spectrum

measures, the Q10/fc measure did not show significant corre-

lations with the modulation spectra, except for a weak trend

towards a correlation with AMi. This implies that encodings

of the speech signal that are efficient and optimal from an

information theoretical perspective, capturing the greatest

amount of information using the simplest representations,

might capture statistical properties of the speech signal other

than its temporal modulation. One hypothesis is that they

capture its spectral transience as suggested in Guevara Erra

and Gervain64 and Stilp and Lewicki.73 However, as the

Q10/fc measure was available for only seven of our ten lan-

guages, the correlations with this measure have low statisti-

cal power. Strong conclusions are thus unwarranted, and

future research will need to address this issue in more detail.

Evidence for AMi differences similar to our results also

comes from machine learning. Cummins et al.59 have shown

that a neural network trained on a database of conversational

speech is able to distinguish between pairs of languages

based only on the AM component of the speech utterances.

Moreover, they suggest that the performance of the network

is related to the rhythmic structure of the languages to be

compared, with two languages from different groups being

correctly discriminated (e.g., Spanish vs English) whereas

two languages falling in the same group are not (e.g.,

Spanish vs French). Although the language clusters derived

from the discrimination responses of the network are far

from perfect (Japanese and English appear to be indistin-

guishable, for example), this provides a further indication

that the AM component is a cue for identifying the rhythmic

structure of a language. Note that, contrary to the present

study, this result is based on the (temporal) AM component

itself, not on a spectral representation of this component

such as the AMa or AMi spectra. However it is not implausi-

ble that the envelope cue used by Cummins, Gers, and

Schmidhuber’s neural network is the same as the one

revealed by the modulation spectra.

4. No cross-linguistic differences in FM spectra

It may seem surprising that the observed differences in

AM spectra are not reflected in FM spectra, given the covari-

ation of AM and FM components in narrowband signals53,55

and the fact that lexical stress is marked by changes in level

and fundamental frequency. It may be the case that cross-

linguistic differences in FM cues were blurred by signal-

processing artifacts generated by the current demodulation

technique (instantaneous frequency behaving badly in silent

intervals). It may also be the case that FM contrasts can only

be observed for more salient linguistic features. Further

work is warranted to investigate this issue.

C. Effects of number of speakers and speaking style

The initial analysis was based on a corpus using only

four speakers per language and semi-read sentences, two fac-

tors which potentially limit the possibility to generalize the

above findings. It is unlikely at first sight that idiosyncratic

factors such as speaking rate are responsible for the present

pattern of results because these variations are taken into

account by the random factor “speaker” in the statistical

analyses. Nonetheless, we also conducted an additional anal-

ysis to directly address these issues. The analysis of the SSS

corpus indicated that the cross-linguistic differences in AMi

spectra could be replicated on a subset of our original lan-

guages (English, French, Spanish, and Japanese) using more

than 100 speakers per language and a corpus of semi-

spontaneous speech (Fig. 8, solid lines). This demonstrates

that the observed differences were not solely due to idiosyn-

cratic differences such as speech rate. However, this initial

result was obtained for speech materials with limited lexical

content, low syntactic complexity and short duration

(approximately 1 s). An additional comparison conducted on

another corpus of semi-spontaneous speech showed that with

more variable, less controlled material, the cross-linguistic

differences in AMi spectra disappeared (Fig. 8, dotted lines).

It should also be noted that, due to the overall lower quality

of the recordings, AMi spectra from the SSS corpus were

less peaky compared to those obtained on the SRS corpus.

D. General discussion and limitations

The present study aimed to compare different language

classes based on their modulation spectra. We have found

important cross-linguistic differences coinciding with

FIG. 7. (Color online) Value and location of the AMi spectrum peak of all

the languages in the SRS corpus. Error bars represent 6 1 standard error of

the mean.
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language classes mainly in the AMi and to a lesser extent the

AMa spectra. These results were replicated on another cor-

pus of semi-spontaneous speech using a larger number of

speakers, provided that utterance complexity was kept rela-

tively low.

A limitation of the corpora under study is the restricted

number of languages in each linguistic category. Further

work on a larger corpus including more languages and vari-

ous stimulus types is needed to confirm the results of the pre-

sent study.

The additional analysis indicated that these cross-

linguistic differences in modulation spectra may disappear

for truly spontaneous speech as in daily conversations. This

finding certainly limits the ecological value of these cross-

linguistic differences which appear to be relatively subtle

and require homogeneous speech material to be observed.

However, these modulation cues may be perceptible and

used in certain “real-life” training situations associated with

specific speaking styles, such as infant-directed speech or

“clear,” hyper-articulated speech.28,29 Moreover, the current

modeling approach taken here (AMi) is still relatively crude

and it may well be the case that these modulation cues are

enhanced by the auditory system of real listeners. In particu-

lar, the AMi approach focuses on temporal-envelope power

at the output of audio-frequency and AM channels, and does

not take into account short-term adaptation effects, envelope

phase, and across-channel contributions that are known to

play a role in AM perception.23,74

Even though, as demonstrated here, the shape of the

AMi spectrum stems from more basic acoustic features in

the stimulus such as the proportion of silent intervals, the

present analysis is biologically grounded and therefore rele-

vant for the study of speech perception. Indeed, consistent

with auditory processing, the acoustic content of the stimulus

is decomposed into frequency bands and modulation bands

and expressed as a modulation index (i.e., relative to the

mean of the band-limited envelope). While other studies

have already revealed correlates of linguistic parameters in

the acoustic properties of speech,41 the AMi spectrum offers

an insight into the cues that are perceptually accessible.

Furthermore, the AM-based representation more comprehen-

sively captures the multiple, frequency-dependent, periodici-

ties in the speech signal than the simple measure of silent

intervals, limited to amplitude fluctuations reaching low

minimal amplitude.

Another biologically-inspired representation of modula-

tions is the 2-D Fourier transform of the log-spectro-

gram.71,75 In the future, it would be valuable to replicate the

present analysis using this alternative tool.

V. SUMMARY AND CONCLUSIONS

The aim of this study was to analyze a large corpus of

read speech taken from ten languages in terms of their

amplitude and frequency modulation spectra to test the

hypothesis that broad linguistic categories are reflected in

temporal modulations features. The results of the acoustic

analyzes can be summarized as follows:

(1) AM and FM spectra are highly similar across all investi-

gated languages, when spectra are expressed in terms of

absolute value.

(2) When the AM spectrum is expressed in terms of

“modulation index,” a more perceptually-based metrics,

three linguistic groups can be differentiated based on

their AM content: CH languages, HC stress-timed lan-

guages and HC syllable-timed languages.

(3) These findings persist for a larger number of speakers.

Speaking style, however, has an influence on these

acoustic differences that should be taken into account in

future studies.
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