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Abstract
In this work, we present a new direct approach to reconstruct 3D models of objects in the form of homogeneous,
circular generalized cylinders, featuring a planar axis. The input of the proposed method is a single image on
which the user strokes guide the modeling process with a user selected prior. The main idea is the combination of
human perception (via user strokes) with the computational power (reconstructing the 3D circle sections consti-
tuting the generalized cylinders). The proposed method is then successfully applied to generate models of objects
in the public spaces (e.g. lamp posts, tree trunks, and pipes).

Keywords : geometric reconstruction from single images,
generalized cylinders, 3D circles, perspective projection

1. Introduction

Realistic 3D city models are commonly required by vir-
tual reality, computer games and 3D GIS applications. Dif-
ferent techniques have been utilized to produce these mo-
dels at various levels of detail. Recently, sensor-equiped ve-
hicles (namely mobile mapping systems) have been collec-
ting vast amounts of close range data (images and/or lidar
point clouds) in cities, which can be used to reconstruct de-
tailed, photo-realistic models of the public spaces. In this
work, we focus on modeling of the public-space objects that
are in the form of generalized cylinders such as poles, lamp
posts, tree trunks and pipes. The input to our modeling sys-
tem is a single image on which the user strokes along the axis
of the objects are used to reconstruct the model. The main
idea here is to leverage both the cognitive power of human
perception and the computational power of the computer.

A generalized cylinder is defined by a space curve, re-
ferred to as its axis, and a set of cross-sections centered
along this axis [Bin71]. Generalized cylinders can be classi-
fied into different groups according to the properties of their
cross-sections and axes [NE95]. For instance, the axis can be
a straight line, a planar curve or a general space curve. Simi-
larly, the cross-sections can be circles, ellipses or polygons.
Furthermore, a generalized cylinder is called right (rather
than oblique) if the normals of its cross-sections are tangent
to its axis. The transformations between the cross-sections
also define different types of generalized cylinders : a uni-
form scaling (cross-sections with the same shape but varying
in size) yields homogeneous generalized cylinders, whereas
enforcing all the cross-sections to be identical in size and
shape results in uniform generalized cylinders. Please see
Naeve and Eklundh [NE95] for the details of the taxonomy.

Figure 1: Homogeneous, circular generalized cylinder defi-
ned by 10 circular cross-sections and a piecewise linear axis.

In this article, we are interested in the reconstruction of right,
homogeneous, circular generalized cylinders which are de-
fined by a set of 3D circles connected to each other by 3D
linear segments (Fig. 1).

1.1. Previous Works

Modeling objects from single images is an ill-posed pro-
blem due to the loss of depth information during the image
formation. Therefore, all of the works in this field proposed
various assumptions and constraints to infer the 3D geome-
try of a scene or an object. Interested readers may refer to
Oswald et al. [OTNC13] for a survey of single-view mode-
ling beyond generalized cylinder modeling.

Straight, homogeneous generalized cylinders (esp. solids
of revolution) have been studied extensively. Ponce et al.
[PCM89] analyzed the orthographic projections of these cy-
linders using differential geometry and identified several in-
variants. Later, his results were extended for perspective ca-
mera models [RDLR91] and then other researchers exploi-
ted these works to generate models of objects from single
images [SB93, UN95].
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We have been inspired by 3-Sweep method [CZS∗13]
which is a part-based modeling system to model man-made
objects from single images. A part of their work is related
to generalized cylinder modeling in which the user strokes
are first used to reconstruct a sketchy model which is later
enhanced in an optimization process. The initial model is
composed of a set of 3D circles (constructed with a ratio-
preserving projection model) whose centers are positioned
on the user drawn axis in the image plane. The projection
of the initial model approximates the object’s outline / sil-
houette in the image but it does not construct a coherent mo-
del in 3D space. The task of the optimization process is to
correct the geometry of the model (i.e. the orientation and
position of the 3D circles and the axis of the generalized cy-
linder) while trying to keep the model’s projection consistent
with the object’s outline in the image space. However, in or-
der to achieve this, the circular cross-section constraint is re-
laxed which results in elliptic generalized cylinder models.

In this work, we propose an approach similar to [CZS∗13]
for the user input, but reconstruct the model directly from
the perspective camera model based on an overall axis prior,
which does not need further optimization and is guaranteed
to generate right, circular and homogeneous generalized cy-
linder models.

2. Modeling Generalized Cylinders

2.1. Human Computer Interaction - Input

In our modeling system, the user initiates the modeling by
drawing an ellipse on the input image which is the projection
of the first 3D circle located at the beginning of the genera-
lized cylinder. Then, the user piecewisely draws the projec-
tion of the axis by dragging the mouse pointer over the ge-
neralized cylinder image. During the dragging, at every user
clicked point, a copy of the previous major axis is fit to the
outline of the generalized cylinder. The fit is performed by
first rotating the copied major axis so that it becomes perpen-
dicular to last axis segment and then shrinking or stretching
its length until an edge of the outline is encountered (for this
purpose, the edges in the input image are precomputed as a
preprocess). (Fig. 2).

Figure 2: User strokes on the input image : the initial ellipse
(yellow) is drawn by three clicks (green), the projection of
the axis (red) is piecewisely drawn, and the set of the major
axes (blue) fit to the outline of the generalized cylinder at the
user-clicked points.

2.2. Reconstructing the Initial 3D Circle Under
Perspective Projection

The initial problem to be solved is the reconstruction of
the first 3D circle whose projection is fully drawn by the

user on the input image. We adopted the analytic method of
Safaee-Rad et al. [SRTSB92] to compute two possible 3D
circles (except degenerate cases) in the camera coordinate
frame (Fig. 3). Note that, there exists an infinite number of
3D circles with the same projection, lying on the two pen-
cils of parallel planes. A chosen radius determines two of
these 3D circles. In order to eliminate one the two possible
3D circle pencils, we propose to ask the user to finalize the
ellipse drawing by clicking the closest end of the minor axis
w.r.t. the viewing point or camera center. This is used to iden-
tify whether the generalized cylinder is seen from bottom to
top or vice-versa (Fig. 3, bottom left).

Figure 3: Two possible 3D circles with a fixed radius whose
perspective projections are the same ellipse on the image
plane. To differentiate between the two possible 3D circles,
the user is asked to finalize the ellipse drawing at the closest
end of the minor axis w.r.t. the camera center (bottom left).

2.3. Parametric Solution to 3D Circle Center

The perspective projection of a 3D circle might be unin-
tuitive at first since perspective projection does not preserve
the ratio of lengths. Therefore, for non-degenerate cases, nei-
ther the 3D circle centers are projected as the ellipse centers
nor the ellipse axes are the projections of the circle diameters
which complicate the computations (Fig. 4).
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Figure 4: The perspective projection of a 3D circle : the
points with lower-case labels on the ellipse are the projec-
tions of the upper-case points on the 3D circle. The circle
center is C and R is the radius. Pm is the midpoint of P1 and
P2. p1 and p2 are the major axis endpoints, pe is the ellipse
center and c′ is the projected center of the 3D circles of the
other pencil that share the same ellipse projection.

We have seen in section 2.2 that the six parameters of the
first 3D circle are computed analytically from the given el-
lipse (up to an overall depth and radius scaling) : unit nor-
mal (2D), center position (3D), and radius (1D). However,
we only partially observe the projections of the remaining
3D circles : only the major axes of the projected ellipses are
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known (Fig. 2). In order to reconstruct these 3D circles, we
first define the following problem : compute the family of
3D circles whose perspectively projected ellipses have the
given major axis. The solution to this problem defines a pa-
rametric representation for the centers of the circles in terms
of the unit normal (n̂) and the radius (R). To solve the de-
fined problem, we identified three distinct planes (Π1, Π2,
Π3) on which the center of the circle lies. Interested readers
may refer to Yirci [Yir16] for the details of the derived pa-
rametric solution. Here, we only present the outlines of the
derivations. For the pinhole camera model, the coordinates
of the points pi and Pi for i = 1,2 (Fig. 4) can be written
as pi =

[
xi yi

]
and Pi = Zi

[
xi/ f yi/ f 1

]
where xi and

yi are the known pixel coordinates on the input image, f is
the given focal length of the camera, and Zi is the unknown
depth of the point Pi in the camera coordinate frame.

Offset planes, Π1(n̂,R), Π2(n̂,R) : Let li (i = 1,2) be the
two 2D tangent lines on the image plane passing through pi
and perpendicular to the ellipse major axis. Then the two
planes (Ti) passing through the camera center and li are tan-
gent to the 3D circles at the points Pi. In 3D projective space,
these tangent planes can be computed by Ti =MT li, where M
is the 3x4 camera projection matrix. Furthermore, we know
from 3D projective geometry that a tangent plane to a dual
quadric has to satisfy the following equation : Ti

T Q∗Ti = 0.
We applied this equation together with the dual quadric re-
presentation of a 3D circle [SB14] which yields two planes
Πi passing through the center C of the 3D circle. These
planes are called offset planes since they come out to be off-
set versions of the tangent planes Ti. Offset planes are para-
metrized by R and n̂.

Bisector plane, Π3 : The plane passing through C and Pm
(Fig. 4) that is perpendicular to the supporting plane of the
circle. The equation of the bisector plane can be obtained
by (C−Pm) · (P1−P2) = 0. Notice that the bisector plane
is the locus of the points whose distance to P1 and P2 are
equal. Bisector plane is parametrized by n̂ and Z2 (note that
Z1 could also be used equally).

The intersection of Π1, Π2 and Π3 can be computed by
the Cramer’s rule which yields a parametric solution to the
circle centers (Equation 1).

C(n̂,R,Z2) = R

s1
s3
s5

+Z2

s2
s4
0

 (1)

where si (for i = 1...5) are functions of n̂, p1, p2, and f
[Yir16]. Note that p1, p2, and f are known for all 3D circles
contrary to n̂,R, and Z2. However, another relation R =
||C−P2|| is used to eliminate Z2 from the Equation 1 which
results in a 3D family of 3D circle centers C(n̂,R). On the
contrary to the initial 3D circle estimation, this problem is
not ambiguous : there is only a single R-parametrized family
of circle centres, given the normal n̂, p1, p2, f .

2.4. Different Priors to Reconstruct Generalized
Cylinders

To sum up, the initial circle is reconstructed upto a scale
by the methods described in section 2.2 and in order to com-
pute the remaining 3D circles that constitute the generalized

cylinder, a parametric solution to circle centers is derived
in 2.3. However, to be able to use this parametric equation,
we still need to estimate the scale (radius) or depth (the z-
coordinate of the circle center w.r.t. camera frame) and the
normals of the 3D circles. We propose to utilize a prior selec-
ted by the user according to the properties of the generalized
cylinders to be modeled.

Planar axis prior : If the centers of the 3D circles forming
the generalized cylinder are on the same plane (i.e. genera-
lized cylinder has a planar axis), then the user can use this
prior. However, the user input described in section 2.1 is not
sufficient to compute the plane of the axis. Therefore, for this
prior, the user is asked to finish the modeling on the other end
of the generalized cylinder by also drawing the projection of
the last 3D circle. As a result, the two 3D circles (first and
last) can be computed analytically upto a scale (section 2.2).
Since the normals of these circles lie on the axis plane, the
cross product of their normals yields the normal of the axis
plane. The next step is the selection of an arbitrary depth or
scale for the first 3D circle, which defines a point on the axis
plane. Using the normal and the point, the axis plane is com-
puted and the scale (or depth) of the last 3D circle is chosen
such that its center lies on the axis plane. Finally, the normals
of the intermediate 3D circles (between the first and the last
3D circles) are taken as parallel to the user drawn axis in
the image plane after it is projected onto the computed axis
plane. These normals are first used to estimate unit circles
using the parametric center equation (section 2.3), and then
they are scaled so that their centers lie on the axis plane. As
a result, a coherent model of the generalized cylinder can be
reconstructed out of the computed 3D circles.

Linear axis prior : If the generalized cylinder to be mode-
led is a straight cylinder, then the planar axis method cannot
be applied successfully since the normals of the first and the
last 3D circles become parallel (the cross product of their
normals become zero). In fact, the reconstruction problem
is easier for the straight generalized cylinders because the
whole axis lies on a 3D line whose direction is defined by
the normal of the first 3D circle. Once an arbitrary depth or
scale is selected for the first 3D circle, the axis line can be
constructed. The normals of the intermediate 3D circles are
equal to the axis direction and their scales are computed so
that the circle centers are aligned on the axis with minimum
least squares error.

Figure 5 displays examples of reconstructed models. Be-
fore starting to model, the user selects the appropriate prior
for the object to be modeled. If the selected prior does not fit
well to the object to be modeled, then the generated model
might not be plausible.

3. Conclusion

We have presented a new direct approach to model right,
homogeneous, circular generalized cylinders with planar
axis. The user helps the modeling system to reconstruct the
models by performing the cognitive tasks in which the com-
puters are not yet good enough. Then, the system quickly
computes the 3D circles in a split second that forms the ge-
neralized cylinder.

c© JFIG 2016.



Murat Yirci, Mathieu Brédif and Nicolas Paparoditis / Article JFIG2016

An object can only be modeled upto a scale factor from
a single-view when there is not any prior information about
the depth or size of the object. On the other hand, correctly
scaled and geo-localized models can be obtained with mul-
tiple views which can be very important for 3D GIS applica-
tions. Another limitation of the single-view modeling is that
a single image cannot capture the dimensions of the objects
along the viewing direction, therefore those features cannot
be modeled. Also note that, integrating other views into the
modeling system should improve the accuracy of the recons-
tructed models. Thus, multi-view modeling is the first future
work to be done which can be followed by automatic tex-
ture extraction from the images and extending the type of
objects that can be modeled such as polygonal generalized
cylinders.
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(a), (b), (c) and (d) : Lamp post model.

(e), (f), (g) and (h) : Tree trunk model.

(i), (j), (k) and (l) : Pipe model.

Figure 5: Three models are generated using different priors :
a lamp post from the linear axis prior, a tree trunk and a pipe
from the planar axis prior. (a), (b), (e), (f) and (j) display the
models right after the user finishes the modeling, (c), (d), (g),
(h), (k) and (l) represent the models at different positions and
orientations and (i) displays the input image.
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