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CONTEXT-SENSITIVE DECISION SUPPORT SYSTEMS:
SUPPLEMENT PAPERS

P. Brézillon and V. Rajkovic

Abstract:

These Proceedings contains a complerémpiapersto selectedcontributionsto the conference
on ContextsensitiveDecisionSupportSystems held in Bled, Slovenia,in July 1998. The

conference was organised by the International Federatibrformation Processing’dNorking

Group 8.3 on Decision Support Systems,the Faculty of OrganizationalSciencesat the
University of Maribor, Slovenjia, and the Slovene Society Informatika. The Programme
Committeefor the ConferencgGeorgeWidmeyer, University of Michigan BusinessSchool,
USA, chair; Dina Berkeley,London Schoolof Economics,UK; Patrick Brézillon, Paris 6,

France;Vladislav Rajkovic, University of Maribor, Slovenia)servedalso as the editorsof a

book publishedby Chapman& Hall. Vladislav Rajkovic was also the chairpersonof the

organising committee.

Résumé

Ces actes contiennent un complénampapierscontributionssélectionnéepour la conférence
sur les Systemes d'Aide a la Décision Basé sur le Corgakiesttenuea Bled (Slovénie)en
juillet 1998. La conférenceétait organiséepar la International Federationof Information
Processing’sWorking Group 8.3 on Decision SupportSystemgsla Facultédes Sciencesde
I'Organisation de I'Universitde Maribor (Slovénie)et la SociétéSlovened'Informatique.Les
membresdu Comité de Programmede cette conférence(George Widmeyer, Université de
Michigan BusinessSchoo] USA, chair; Dina Berkeley, London Schoolof Economics UK;
Patrick Brézillon, Université Paris 6, France;Vladislav Rajkovic, University of Maribor,
Slovenia)sont aussies éditeursd'un livre publié chez Chapman& Hall. Vladislav Rajkovic
était le responsable du Comité d'Organisation.



PREFACE

These Proceedings presents a complemkepépersto selectedcontributionsto the conference
on ContextsensitiveDecisionSupportSystems held in Bled, Slovenia,in July 1998. The

conference was organised by the International Federatibrformation Processing’aNorking

Group 8.3 on Decision Support Systems,the Faculty of OrganizationalSciencesat the
University of Maribor, Slovenjia, and the Slovene Society Informatika. The Programme
Committeefor the ConferencdGeorgeWidmeyer, University of Michigan BusinessSchool,
USA, chair; Dina Berkeley, London Schoolof Economics,UK; Patrick Brézillon, Paris 6,

France;Vladislav Rajkovic, University of Maribor, Slovenia)servedalso as the editors of a

book publishedby Chapman& Hall. Vladislav Rajkovic was also the chairpersonof the

organising committee. Each contribution for the book assupplemenpaperwas selectedoy

the editorsafter peerreview andwas developedoy its authorsspecificallyfor inclusionin the

volumes.

Working group 8.3 was formally establishedin 1981 on the recommendationof IFIP’s
Technical Committee on Information Systems (TC8). The scope of the working group covers:

“Development of approaches for applying information systems technology to intrease
effectivenes®of decisionmakersin situationswhere the computersystemcan support
and enhance human judgment in gegformanceof tasksthat haveelementghat cannot

be specified in advance.”

The principal aim of the working group is:

“To improve ways of synthesising and applying relevant vk referenceadisciplinesto
practical implementations of systems that enhance decision support capability.”

The group holds workingconferencedike this bi-annually. We are indebtedto a variety of

academicand industrial sponsorswho contribute towards the conferenceexpenses.In

particular, for this 1998 conference, we are thankful to: the Ministry of Scamt&echnology
of the Republicof Slovenija,,Jozef StefanInstitute, SAS Institute Slovenija, Mercator,d.d.
and Temida, d.o.o.in Slovenija, and Entreprise LSE (ELSE) of the London Schoolof

Economics and Political Science, London, UK
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Abstract

Building an effective and adaptabledecision support system (DSS) has long been the
dreamof both practitionersand researchersThere are numerousfactors which affect the
success of DSSs: one of them is having the right context. Thecaglxt could meanthe
designersof DSSshave taken tasks,time, individual differences,and organisationaland
cultural differences into considerations. In this stuitiy researcherattemptedio examine
the contextin the areaof visual displaysand the liberty of choosingand changingthem.
One hundred andixty six participantsuseda computer-basedlecisionsupportsystemto
find the optimal number of employeesto be employed in a canteento maximise profit.
Unlike most studies,participantsin this study had the liberty to chooseand changethe
visual display modes,namely, dynamic, static and text wheneverthey liked. This paper
discusseshe processof changing display modes more than the effect of visual display
modes to the solution of the problem alone.

Keywords
Dynamic visual displays, visual interactive modelling, decision quality, decision time, graphs.

1. INTRODUCTION

Decision making is a complex process which is affected by various fait@scisionSupport
System(DSS) ismeantto aid decisionmakersto makebetterdecisionswhenhavingto solve
semi-structured or ill-structured problems. The right contexblkasone of the main concerns
in building an effective DSS asmany authors(such asJarvenpaaand Dickson, 1988; Liang
1986, Vessey, 1994) attempted to discover the factors affecting the success dii®&Ser,
none of them have identified tlkey elementas contextssuch ascultural, organisationaltasks
and individual differencescould interactand changeover time. The authorsdo not regard
contexts as restricted tbe presentationn words but alsoinclude othermodesof presentation
such as static and dynamic visual displays and the liberty of choosingTthesayinggoes“a



picture is worth a thousand words”. According to Liang (1986), the represeritatiaat is the
most critical factor affecting a user’s attitude for any decision support system (DSS) to be
implementedsuccessfullyWhenthereis a large amountof data,a managemust reducethe
volume to a manageable size and focus on thosedatts that are crucial. Graphicsfit in this
requirement as they help managers to "visualise" relationships and to summarise data.

Variousdisciplines,such agsychologyand statistics,have hosteda considerableamountof
researchwork into graphical displays. Information systems(IS) researcherstartedto do
research in this area in the 1970s (DeSanctis 1984). “Primgnagghsare static, representative
graphsinclude bar chartsand pie charts, whilst the "advanced"graphicsinvolve dynamic,

iconic and model running graphs. Static graphs summarise and display data from a mathematical
model whilst dynamic visual displaysevolve over time during processing.The evolution is
representedoy “flicker" or by animation. The flicker techniqueuses programmed colour
changego depictchangingstatesof the system.The animationeffectis createdby havingthe
imagesor iconsthat representnoving objectsmove aroundon the display screen(Bell et al.

1984).

The earlier research in IS mainly concerned the effectiveness of tables and graprstuSmse
found that graphicalrepresentationsvere betterthan tables(Benbasatand Schroederl977,
Tullis 1981)while othersfound the opposite(Grace 1966, Remus1984, Wainer and Reiser
1976). Some studies showed that there was no difference oesiiétswere mixed (DeSanctis
1984, Dickson et al. 1986, Ives 1982, Lucas 1981, Lucas and Neilson 1980). However,
Jarvenpaa and Dickson (1989) proposed that graphsmaaeeffective for summarisingarge
volumes of data and good for tasks which required identificatipaiérnssuch adorecasting
and trend analysis. Various congruencies between display and task affect both decisaod time
quality (Bettman & Zins 1979, Jarvenpaa 1989).

Researchas recently beenconductedin the areaof dynamic graphics. Some used object-
orientedsoftware(Angehrnand Lithi, 1990; Prachtand Courtney,1990) to model dynamic
systems whilst others used Visual Interactive Modelling (VIM) tools. VIMatonly dynamic,
but also allows usersto intervenein the visual displaysand seea new set of results after
intervening.In fact, VIM hasbeenpopularin the field of operationalresearchfor more than
twenty years but only in the past ten ydaamse DSS researchersisedthis techniqueto present
data. Bell (1988), Belton and Elder (199Kyrrion (1985), Miller (1969) and Smith and Platt
(1987) strongly support the role of dynamic graphics in supporting decision making.

Vessey (1991,1994)summedup the results of publishedstudieson the performanceof
graphical and tabular representations in decision making. ddise empirical resultscould be
explainedby the theoryof “cognitive fit” which matchesthe type of taskswith information
presentation.Vesseysuggeststhat the process orstrategy problem solvers useccould be
classified agperceptuabndanalytical. The processesvere the crucial elementsof cognitive fit
sincethey providedthe link betweerrepresentatiomndtask. Whenthereis a fit betweenthe
representationprocessand task type, it would lead to quicker and more accurateproblem
solving. Lastly, she concluded that decision makers were willifigrégo someaccuracyfor a
substantial reduction in effort (Vessey 1994).

2. RESEARCH OBJECTIVES

Despitethe vastinterestin finding the mostappropriatevisual display methodsn DSS, there

has not been any conclusive proof of whether the presentation format, the use of colihr, and
impact of different graphic capabilitiesinfluence decision making. Keen and Scott Morton

(1978) argued that the success of a decision aid was ultimately measured in terms of its ability to
improve decisionquality or speed.The advantagesof using dynamic graphswere mainly
gatheredby survey (such aKirkpatrick and Bell 1989) and casestudies(such asChauand

Bell, 1994). Little experimentalresearchhas beendone on dynamicvisual displays.In this

respect, the researchers were interested to find out if dynamic gispkly modesimprovethe

quality of decisions.



Funk and Miller (1997)suggestedhatone of the three elementsto supporteffective context
sensitive interfaces was the abilityrtedify the control and display configurationaccordingly.
However, most of the participantswere randomly assignedto different visual displaysin
experimental research, for example, Benbasat and D@@86), Chau(1995), Lucas,(1981),
O'Keefe and Pitt (1991). It was neither clear if a user had visual display mode preferences to aid
the understandingf a problem, norevidentwhetherthe liberty of changingdisplay modes
affected decisions or not.

Since timeliness is crucial for decisiomakingin a fast pacedbusinesswvorld, shorterdecision
makingtime was also thoughtto be animportantfactor for using decisionsupport systems
(Benbasat and Dexter, 1981). Therefore, the researchers were interested to know if:

1. Participants had any preferences of visual display modad tineunderstandingf
a problem.

2. Thereis any differencein termsof the quality of decision making and decision
making time when participants use a particular type of visual disgiegh could be
text, static or dynamic.

3. Thereis any differencein termsof the quality of decision making and decision
making time when participants use one or more visual display modes.

3. EXPERIMENTAL DESIGN

The Experimental Task

The participants were asked to solve a fictitious case of a canteen operating in a univengity.
were askedto decideon the optimal numberof serversservingat the food counter the drink
counter and the cash register so as to maximise net profit per unit time. Assumihgréhaas
no rental costnor othercosts incurredthe netprofit would be grossprofit minus pay for all
servers (serverat drink, food countersand cashregister). The arrival rate of students/staff
during lunch time was between3 to 7 per minute. The customersvould not enterthe canteen
when any counter/cash register had 30 customers queuing up.

The averageservingtime at the food counterwas 1.2 minutes,at the drink counterwas 0.7
minuteswhilst at the cashregisterwas 1.5 minutes. Ingeneral,abouthalf of the customers
would requestdrinks. On averagethe canteercould makea gross profit of $5 per customer
regardless of whether the customers had orddnieéls ornot. The canteercould only makea
profit when the customers paid at the cash register. The servers who worked at thewezneteen
paid hourly. The serversat the food anddrink countersearned$20 per hour and the cashiers
earned $25 per hour.

Table 1- Education Level of Participants

Highest Education Level Number Percentage
A_Level 111 67.3%
Diploma 6 3.6%
Bachelor 34 20.6%
Post_Dip 4 2.4%
Masters 9 5.5%
Ph.D. 1 0.6%

Total: 165 100.0%




Experimental Procedure

The datawas collectedover a period of 5 months,from Februaryto June1997. Participants
were students recruited in thinited Kingdom andin Hong Kongfrom threedifferent tertiary
institutions. A total of 166 students, 52 (31.3%) females and 114 (68.7%) males, participated in
the experiments61.4% of the participantswere studyingin HK and 38.6% were studyingin
the UK. The level they studied rangedfrom certificate courseto Ph.D. The majority of
participantswere undergraduate/certificatiell-time studentswhose highest educationallevel
was A-Level which is shown in Table 1 below (one did not answenqthestion).Basicallythe
participants were either studying a module or a progratmeibusinessschoolor studyingin a
teacher training program.

The Experiment

Participants were given a case, instructionofmratingthe software,a recommendatiosheet
andscrappaperin a computeraboratory.They were askedto solve a queuingproblemof a
canteen as described above. They were asked to read the case before using theAftdtviare.
minutes, the participantswere shown how to use a computeriseddecision support system.
Pencils, scrappaperand calculatorswere allowed to perform any necessaryanalysis. The
participants were told that they wezrpectedo finish the experimentwithin about45 minutes
but they could leave at any time they felt like.

The participants were asked to give sameenographidgnformationlike their sex, ageandtheir
educationallevel after logging in to the system. They were also askedto choosetheir
preferences of visual displays, i.e. text, static or dynamic displays (appearing in that order in the
list box), to input the numberof cashiersand serversemployedin the drink counterandfood

counter in the canteen in order to maximise profit in the second s@ieeparticipantshad full

liberty to switch between different visual display modeasto experiencdhe different output
formats. The output formatsr the threedisplay modeswere almostthe same.The difference
between texand static display modeswasthat the staticone hadconic representationbeside

the counters’ names. The difference betwstaticand dynamicvisual display modeswerethe
movements of “faces” in the queues.

When the participants fethey hadfound the optimal numberof servers they could put down
their recommendationen a recommendatiosheetandleave.The participantswere reminded
about the time after 40 minutes but they were not compelledidov the time constraintsf the
laboratory was available. They would be thankedrantindednot to discloseany information
to other fellow students.The case,instructionsfor operatingthe software, recommendation
sheets and scrap papers were collected after the experiment.

4. RESULT FINDINGS

The Decision Process

As shown in Table 2, most of thparticipants(74.1%) chosedynamicvisual display modesas
their preferred visual display modes at the start followetbkiyand static visual display mode.
About half of the participants(56.6%) were comfortablewith their first chosenvisual display
modesand continuedusing them for the whole experiment.Figure 1 shows that fewer and
fewer participantstried out different visual display modesas time went by. 72.8% of the
participantsdid not makechangesafter changingto anothermodeof visual displaysonce and
86.8% did notchangeafter changingtwice. All except3 participantswho tried out all three
visual display modesand settledon their “preferred” visual display modes. One participant
settledafter trying different visual displaysmodefor 4 timesandsettledon the fifth try. The
othertwo settledafter trying out different visual display modesfor 5 timesand settledon the
sixth try.

Figure 2 shows how the percentageof participantswho useddynamicvisual displaysrose
gradually. Since the dynamicvisual display mode was the most chosenfirst visual display
mode, the number of participants who chose dynamic vissplay modedroppednaturally as
they tried out othevisual display modeslater. 62.0 % of the participantsuseddynamicvisual



displays as their second chosen visual display mode, 67.5% as their third chosetisptal
mode, and 75.3% as their fourth choservisual display mode. Figure 3 shows a consistent
change from other display modes to dynamic visual display mode. It was interestotg ttwat
2 participantsfinally chosedynamic visual display after changingdisplay modefor 5 times.
Table 3 shows that 10 out of 18 participantswho chose static and text visual displays
respectivelychangedo dynamicvisual displaysas their second chosemisual display mode.
Incidentally, the percentageof using dynamic visual displays as the final visual displays
(75.3%) were almost the same as initially (74.1%).

Table 2- 1st Chosen Visual Display Modes

Mode of Display Number Percentage
Dynamic 123 74.1%
Static 18 10.8%
Text 25 15.1%
Total 166 100.0%

Figure 1 - The Trend of Not Changing Visual Displays Mode
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Table 2 shows static was the leastfavourite visual display at the beginning. 15.1% of the
participantschosetext at the start versus10.8% chosestatic. Static becamemore favourable
thantext visual displaysfrom the secondtry onwardseventhoughthe differenceswere not
great (Figure 2). Table 3 shows about one third of the participants who sthtise/ere happy
with their first chosenvisual displays.Most of thosewho madechangedried dynamic visual
display as their second visual display mode. This phenonmeneainecdirue for otherattempts
(Table 4 and Table 5). The numberof participantsselectedstatic visual displays initially
(10.8%) were slightly lower than using it as the final visual display mode (13.3%).

The participants who chose text visual display mode appéatezithe leastsatisfiedasonly 5
(20%) participantsremainedusing text display for the whole experiment(Table 3). Half of
those who changed to another visual displays chose dynamic whereas tinalbtttersestatic
astheir secondtry. However,for thosewho had switchedto using text mode as their third
choice, more tried statigsual display mode. This phenomenomeversedalmostto an extreme
as only one participant changed from text modgtatic modebut 7 changedo dynamicvisual
display mode as their final chosen visual display mode (Table 5). Contrsoyneresearchers’
beliefs that participants would shift to text moddwnedoff the dynamicvisual displaysonce
they had graspedhe information (Bell, 1989; Bookbinderand Kotwa, 1987; Ives 1982), the



number of participants who selected text visual displays at th€Esatfb6) wasin fact slightly
higher than those selecting it as the final visual display mode (11.4%).

Figure 2 - The Trend of Visual Display Modes Chosen
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Figure 3 - Participants Using Dynamic Visual Displays Mode
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Table 3- 2nd Chosen Visual Display Modes

From\To Dynamic Static Text

Total
Dynamic 83 (67.4%) No Change 20 (16.3%) 20 (16.3%) 123
Static 10 (55.6%) 6 (33.3%) No Change 2 (11.1%) 18
Text 10 (40.0%) 10 (40.0%) 5 (20.0%) No Change 25




Table 4- 3rd Chosen Visual Display Modes

From\To Dynamic Static Text

Total
Dynamic 94 (91.2%) No Change 5 (4.9%) 4 (3.9%) 103
Static 12 (33.3%) 15 (41.7%) No Change 9 (25.0%) 36
Text 6 (22.2%) 9 (33.3%) 12 (44.5%) No Change 27

Table 5- 4th Chosen Visual Display Mode

From\To Dynamic Static Text

Total
Dynamic 108 (96.4%) No Change (1.8%) 2 (1.8%) 112
Static 10 (34.5%) 19 (65.5%) No Change 0 (0.0%) 29
Text 7 (28.0%) 1 (4.0%) 17 (68.0%) No Change 25

As morethanhalf of the participantschangedthe visual display modesmore than once, the
longesttime the participantsused a particular visual display mode was consideredas the
preferred visual display mode. Table 6 shows thaite than86% of the participantspreferred
dynamic visual displays. This finding suggestghat participantshad a preferencefor visual
displaysto aid theunderstandingf the problemandthereforethe first researchquestionthat
there is no preferenceof visual displaysto aid the understandingof the problem is not
supported.

Decision Quality and Decision Time

In this study, profit earned per unit time was used as a surrogate of decisionsioeditiis is
the objective of the problem. Table 6 shows the decision quality (profit/timdyf@amicvisual
displays was better than text and statgual displays.Due to the exceedinglylarge proportion
of participantsusing dynamic visual displays, quantitative statistics might not be very
appropriate. Nevertheless, ANOVA was used to analyse but there gtaisticalsignificance
betweenthe decision quality and the preferred visual display mode (p= .234, level of
significance 0.05).

Table 7 shows the participants took a longer time to make decwiws usingdynamicvisual

displays than using static and text visual displays. ANOVA was usedto analysebut the

difference between different preferred visdelplay modesand decisionmakingtime was not

significantly different (p= .113, level of significance0.05). Therefore,the secondresearch
guestionthat thereis no differencein termsof the quality of decisionmaking and decision
making time when participants use a particular type of visual displays is not rejected.

Table 6 - Visual Display versus Decision Quality (Profit/time)

Visual Displays No of Participants Mean Profit/Time Standard Deviation
Dynamic 143 (86.2%) $17.5 3.4
Static 16 (9.6%) $16.2 4.9
Text 7 (4.2%) $16.8 4.0




Table 7- Visual Display versus Decision Time

Visual Displays No of Participants Mean Time(mins) Standard Deviation
Dynamic 143 (86.2%) 49.7 18.2
Static 16 (9.6%) 44.8 16.9
Text 7 (4.2%) 40.6 19.4

Table 8 shows that the mean profit/time increased when moreteatdisplay modewas used.
ANOVA was usedto analyseif therewas any statistically significant difference betweenthe
quality of decision making and decision making time when participantsomssat more visual
display modes. The number of displaypdechangedand the decisionmaking quality was not
significantly different (p=.056, level of significance0.05). Therefore,the researchquestion
that there is no difference in terms of the quality of decision maidren participantsusemore
than a particular type of visual displays is not rejected.

Table 9 shows theneantime participantsspenton making decisionswas similar regardlesof
the number of display modes attempted. Nevertheless, the participants took muchraiger
makedecisionswhenthey changedlisplay modesthreetimes. The numberof display modes
tried and the decisionmaking time was significantly different (p= .03, level of significance
0.05). Thus, the researchguestionthat thereis no differencein termsof the decisionmaking
time when participants use more than a particular type of visual displays is rejected.

Table 8- Change of Visual Display Mode versus Decision Quality (Profit/time)

No. of Changes No. of Participants Mean Profit/Time Standard Deviation
No change 94 (56.6%) $16.8 3.9
One 27 (16.3%) $18.4 3.2
Two 23 (13.9%) $17.6 2.9
Three 19 (11.5%) $17.9 3.5

Table 9- Change of Visual Display Mode versus Decision Time

No. of Changes No. of Participants Mean Time(mins) Standard Deviation
No change 94 (56.6%) 46.9 17.2
One 27 (16.3%) 47.7 18.8
Two 23 (13.9%) 46.4 17.6
Three 19 (11.5%) 63.9 17.3

5. CONCLUSION AND FUTURE RESEARCH

From this experimentalstudy, it was found abouthalf of the participantswere not too sure

which visual display mode could aid decision makingh®y tried out other display modesbut

the otherhalf of themwere happyto usethe first chosernvisual display mode throughoutthe
experiment. This suggested any decision support systems sostuearkel be contextsensitive,

i.e. giving the usersthe liberty of using different modesof visual display to cater for the
different needs of the users. It would be to have more experiments of a similar natur@t find

if there is any “optimal” number of display modes which an user can choose from so as to build
an effective DSS visual display framework. Anothezafor further researchs to comparethe

users’ satisfaction of having and not having the choice of different visual display modes.



Contraryto somebeliefs, it was found that the favourite visual displays at all times were
dynamic.This clearly suggestedhat “a picture” is worth morethanwords. The secondmost
“preferred” display mode was static, followed by text. Peecentagef participantswho used
the dynamicvisual display mode at the beginningwas almost identical to the final chosen
display mode. However, slightly more participants used text nmitidly than static modebut
the preferences reversed afterwards. More analysis could baodeeef the participantsafter
trying different display modes choose to return to their Visial display mode. Furthermore,
it would alsobe interestingto find out if thereis any nationalcultural difference betweenthe
preference of visual display modes and the effects of it.

Since the numbeof participantswho chosedynamicvisual displayswas so out-of-proportion
with the other two modes, it was not very clear whetlymamicvisual displaysaideddecision
guality and acceleratediecisiontime or not. More participantscould be askedto participatein

the experimentsAlternatively, a longitudinal researckcould be conductedto find out if their
behaviour would change when they are more experienced.

The number of displaynodestried hadlittle effecton the decisionquality but obviously made
the decision makers more inefficient if they changed displagle more thanthreetimes. Since
there were only three visual display modes, participantsshould be able to find the most
comfortableone after trying all threeout. Thosewho tried the samedisplay mode more than
oncecould indicatethat they did notfind any visual display mode which could help decision
making. Again, more experimentxould be conductedto seeif usersbehavesimilarly when
given more or less than three display modes. Very likely thatthereis a correlationbetween
the number of visual display modes and the decision time. From this researah tesetatively
draw the conclusion that the type of visual display mode does not thiepiality and the time
of decision making significantly, but when the numbecluingesf display modeexceedshe
given number of choices, the decision making time is slowed down significantly.
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Abstract

Many Slovene manufacturersface increasing competition which demands continuous
improvementsin products and productivity. The well-known methodology of Computer
IntegratedManufacturing (CIM) allows manufacturingcompaniesto remain competitive.
Effective CIM systems require integrated information systems alongDettision Support
Systems(DSSs) to improve businessdecision making. This paper proposes Business
Intelligence Software (BIS) tools of the SAS Systagthe framework for the development
of decision support systems (DSSs), which incorporate operations researchmodeling
techniquesfor an integratedproduction managementThe applicationof DSSsincluding
friendly GraphicalUser Interface (GUI) for the solving of linear programming problems
decomposed from CIM architecture is shown as well.

Keywords
Information systems, operations management, decision making, computer-integrated
manufacturing, linear programming.

1. INTRODUCTION

The transformatiorof the former Sloveneeconomy,known as self-managemenbr agreement
economy,to a free-marketeconomy createsnew demandsfor the Slovene manufacturing
companies. Many firms are just beginningto be faced with the problem of the increased
competition. Manufacturing organizations operate in a difficult environmkith is desperately
short of capital and increasingly competitive. Therefore, acceptdradeangesn manufacturing
methodsand manufacturingphilosophyis a vital prerequisitefor continued progress. An
increasingnumberof the Slovenemanagersare quite awarethat they needa strategicprogram
along with the requisitenowledgeto effectively use newinformationtechnology. They realize
that this changeis necessaryto improve manufacturingefficiency which will then make it
possible to respond in time to market demands.

Computer Integrated Manufacturing (CIM) technology helps to meet strategic business
objectives, such as: fastsponsdo marketdemandspetterproductquality; reducedproduction

costs; enhanced performance; shorter lead times; reduced inventories; mimorim-progress

and market flexibility. Effective CIM requires computer software to control automated processes,
regulate production facilities, and generateinformation to support operational, tactical, and
strategic decision making.

In order to contribute to solutions being able to cover the abegds,someinitial resultswere
obtainedin working ona new researchprojectcalled"Methodology for specifyingcomputer-
aidedproductioncontrol”. The aim of the projectis to developan advancedanethodologyfor
performing the analysisof requirementsand definition of specificationsfor comprehensive
computer-integrategroductioncontrol systems.The methodologyof the projectproposesthe
solving of severatypesof problems,such asComputerAided DecisionsSupport ondifferent
levels of the organizational structure, Production Planning and Control, etc.

In line with the objectivesof the mentionedproject, the papershows on the main decision-
making problemsderivedfrom a CIM architecture(from a strategicdecisionsto production
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constraints). Each one should find solution thanks&ny modelsand methodsof Operational
Researctwhich canbe adaptedor industrialapplications A skillful solution of this situation
representshe SAS Systemfor the information delivery with BIS that can be applied for

developing various types of the user-friendly DSSs which incorporateathigonal operations
research modeling technique.

In addition, the paper presents teefulness of DS8tilizing linear models for solving some
of operationsmanagemenproblems (middle management)n the context of the multilevel

organizationalstructure. Finallya simple theoreticalexampleof an operationsmanagement
problem (product-mix problem)is representedand its solutionis discussedo illustrate the

purpose of such DSS, which employs the capabilities of BIS, from the aspect oflbeitem

making.

2. INTEGRATED PRODUCTION MANAGEMENT ASPECT OF DSSs.

The decision-making requirementas importantcomponenf organizationalinks. Decisions
being a predominantresult of managerstask define the managements a decision-making
process.The efficiency of decisionmakingis conditionedby the quality of information that
constitutes the basis for the numerical and logical pdhexdecision-makingorocess Much of
manager’s time ispentin gatheringand evaluatinginformationso that he or shewill know if
decision is needed, and the necessaigkgroundnformationwill be availableif it is. Making
and implementing decisions are a crucial part of manageiffemsuccess obusinessandnon
profit organizationshingeson their ability of to make good decisionsand to implementtheir
decisions well. Managersustreachdecisionson objectivesand plansfor their organizational
units. They must decide howw: (1) direct, (2) organizeand (3) control. They mustnot only
make many decisions, but also guide subordinates in reaching decisions of their own.

In a productionenterpriseseveraltypesof decisionsare possiblesuch asdecisionmakingon

the productionfunction, or decisionmaking on the entire enterprise.Decisionson the
production function such as planning and control are known as the operational deakiog,
decisionson businessare definedasthe businessdecisionmaking. Thus, we can talk about
operations(middle) managemenand general(top) managementWe considerthe operations
function (also called the productionfunction) an integratedsystemthat obtainsthe necessary
inputs, transforms them to be desirable to the customer (adds value to thenthesmatomer
wishes to purchase them, and gets the product (goods or services) to the customer. Fegure 1 is
scheme that summarizes this view.

Figure 1 Conceptual diagram of a production system

The CIM architecturecan be partially decomposedalong two main axes: the production
managemenaspect(vertical integration)and the logistics aspectghorizontal integration). This
approachensureghat the completeproductionprocesscan be definedas a productionplanning
hierarchy,including integratedproductionmanagementvhich can be specified with several
modules,suchas: ordermanagement, forecasting,productdesign, planning and scheduling,
shopfloor control with quality control and maintenancenanagementsupplying management,
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inventory management, distribution management and invoicing muutlareillustratedin Fig.
2.

These modular notions, which appear in every production system, independently of tineo$ize

the factory functionality, involve aetof operationaldecision-makingproblemsat variouslevels
throughout the organization, which require implementatiorof DSSsutilizing OR modelsand
methods (management science tools) to improve the effectiveness of business decision making.
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Figure 2 The model of Integrated Production Management
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Figure 3 The structure of the SAS software for the information delivery

An effective solution in this case provides the use of the SAS System fofdhmation delivery
(see Fig.3). It includes Business Intelligent Software (BIS) which comprises a sophididtted
of tools andtechnologiedo supportall dimensionsof organizationaldecisionmaking. This is
accomplishedn the mostmodernorganizationdy providing a powerful accesso all kinds of
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data (data warehousing), easy-to-use data exploitation tools, and capabilities for preseiiing
information. Only the SAS System provides a complete end-to-end data warehousing dolution.
this casethe decisionsupportdataare derived from the operationaldata, but are continually
refreshed and readily accessible to managers.

Diverse businessgoals such asimproving productivity, reducingcosts, increasingreturn of
investment,maintainingquality, maximizing profitability can be achievedby the SAS data
warehouse exploitation including a large range of powerful tools (BIS) such as the operations of
research,query, graphics, data visualization, EIS (executive information system), OLAP

(online analytical processing),forecasting,and so on. Operationsresearch(management
science)tools handle everything from the decision analysis, and project managemento
mathematicaprogramming.Thesecomprehensiveools can be used for strategicplanning,
production and operations management, project management, distribution planning and more.

3. IMPLEMENTATION ISSUES OF DSSs UTILIZING MATHEMATICAL
MODELS

lar notions of CIM architectureshow a wide variety of mathematicalprogrammingproblems
which canbe solvedby linear, integer, mixed-integer,nonlinear,quadratic,and network flow
programming. Some of these probletihat canbe modeledas linear or mixed-integemprograms
are listed bellow. In practice, models often contain several types of problems.

* Product-mixproblemswhich find the mix that generateshe largestreturn when there are
several products that compete for limited resources.

» Blending problems which finthe mix of ingredientsto be usedin a productso thatit meets
minimum standards and minimum costs.

* Network flow problemswhich find the optimal flow of material through a network --
networkshaveto provide supply and demandat nodes, cost and capacitieson arcs, and
multiple products flowing through the arcs.

» Transportation problems which find the optimal assignment of source nodes to demand nodes.

» Time-stagedroblemsare modelswhosestructurerepeatsasa function of time. Production
and inventory models are classic examples of these prodiereachperiod, productionplus
inventory carried minus current demand equals inventory carried to the next period.

» Schedulingproblemswhich assignpeopleto times and placesso as to optimize peoples'
preferences while satisfying the demands of the schedule.

» Capitalbudgetingand projectselectionproblemswhich ask forthe projector set of projects
that will yield the greatest return.

» Cutting stock problemswhich find the partition of row material that minimizes waste and
satisfies demand.

In this paper,the main point is in tailoring the DSSsto theseclass of the above mentioned
application areas (specific situations). Inthis casethe BIS capabilities were used asthe
framework for the developmenif a flexible computer-basedSS which incorporateslinear
modeling technique.To supportan easy to use and effective exploitation of the linear
programming capabilities, thgraphicaluserinterface(GUI) was designedand developedat the
Kranj faculty lastyear. With this GUI - this Windows applicationis basedon object-oriented
programming- managersavigatethrough a linear programmingapplication by pointing and
clicking with a mouseon appropriateselections. GUI menu choicesare icons that userscan
select instead of typing numbers and letters (see Fig. 4).

Thus, this prototype of DSS providdatamanagemenand modelingcapabilitiesto assistusers
in making effective operationalmanagementlecisions,such as: planning for operationsand
capacity,plant sizing and location, distribution logistics, inventory managementetc. It also
enablesmanagerdo accessll datain a manufacturingorganization,from flat files to database
management systems, such as DB2, ORACLE, SAP/R3, etc. whiclimpartantadvantageof
such a DSS.
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The following example of a simple product-mix problem (see Table/d)itto show the usage
of DSSincluding a friendly graphicaluserinterface(GUI, seeFig. 3), which providesan
effective applicationof BIS tools, such agnathematicaprogrammingsoftware.This example
alsoillustrateshow DSS canbe adaptedo different environmentand circumstances in this
case linear and integer programming in the CIM environment.

Table 1 Input data and the structure of a simple product-mixed problem

Product-mix problem: ltems Inventory
maximize the profit | ------------ constraints
Z=5X+4Y P1L P2
the components:
A 1X +3Y <21
B 2X +3Y <24
C 2X+1Y <16
Price Coefficients 5 4
Decision (structural) variableg X Y

Table 1 shows that a firm producestwo items, P1 and P2, that are assembledby three
components: A, B, and C. The first item (P1) consists of lafrthe componentA, 2 units of

the component Bind 2 units of the componentC. The seconditem is composedf 3 units of

the component A, 3 units of the component B and 1 unit of the component C. The objective is to
determine the product mix (decision variables X and Y) that maximizes the prtbigfoin (Z)

while not exceedingavailableinventory of the componentsn the warehouse. Each of both

items P1 and P2 contributes C1=$5 and C2=$4 to profit.

Figure 3 represents the input/outgateenof GUI which showsthe input dataof the problem
and it's solution in the form afiumericalresults(outputdata)that represent®ptimal valuesof
the production i.e. the number of items P1 and P2 that maximizedfie The resultsare later
generatedf the »Primal«icon selectionand show that the maximum profit (return) Z of a
manufacturingcompanywill be $46 if an operationananageidecidesto produce6 articles of
the item P1(X=6) and 4 articlesof the item P2 (Y=4), which representhe optimal solution
(production program) in this circumstances.

Moreover, ifthe managemeedsto evaluatehow sensitiveis a solutionto changeassumptions
(whatif or sensitivityanalysis),he cansimply selectthe »RangePrice«r »RangeRhs¢cons
(seeFig. 4). This option enablesmanagerdo examinethe size of a perturbationto the price
(objective) coefficients or right-hand-side constants (limited resources,production time,
minimum standardtc.). For example,in the supposedgroduct-mixproblemeachobjective
function coefficient(C1) and (C2) canvary (separately)n the rangefrom 2.66$ (C1-2.3%)to
8% (C1+33%) or from 2.5% (C2-1.5%) to 7.5$% (C2+3.5%), without changesof the optimal
production program (decision variables remain unchanged). Therefore, four additional
maximum values of the profit (Z) can be calculated (see Table 2).

Table 2 The results of the range price analysis

CL($) [ C2(%)| Z(9)
2,66 4 32
8 4 56

5 2,5 40

5 7,5 60
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Figure 4 The screen of GUI with the input data and the results.

The results oRight Hand Side (RHS) analysisprovide anotherinformationto a managerHe

or she can reduce the inventory of the component A in a warehouse for 3 units (redubgon of
inventory cost) without changing the optimal productionprogramand reducingthe optimal
profit. Thus, we cansaythatthe post-optimalanalysis enhanceshe efficiency of production

and inventory managementvhich has an importantimpact on the manufacturingefficiency
improvement according the CIM objectives .

Linear models that are assuntedbe continuous however,may be usedto approximatea wide
variety of problems.When the problemis not appropriatefor general linear programming
technique(nonlinearproblems),perhapsanotherDSS utilizing sophisticatedset of BIS tools,
such asonlinear(quadratic)programming methods,can be applied along with an adequate
friendly GUI.

4. CONCLUSION

Diverse businessgoals such asimproving productivity, reducing costs, increasingreturn of
investment, maintaining quality, maximizing profitability can be completed by adaptation of DSSs
which incorporate a more sophisticatedafesoftware.A hypotheticalexampleshowsthat BIS

tools of the SAS System provide a comprehensammeworkfor developingof severaltypesof

the specific DSSs (context-sensitive}hat are neededto generateinformation relevantfor the
managerial decision making at various levels of the organization.

From practicalperspectiveDSSsintegrationin the CIM contextprovides(operation)managers
at every level within a manufacturing organization with the capabilityd@asethe productivity.
Ready access to analytical methods (mathematical methods) and aofadigtgbasesncourage
modeling andquantitativeanalysiswhich, in turn, leadto betterunderstandingf problemsand
decisionmaking. Moreover,the work life quality canbe improved throughtimely interactions
with a comprehensive CIMHaving the capabilityto enrich computer-generateeportswith the
analysis form gatternenhancingdisplayscan help the manageto integrateinformationfrom a
variety of sources.
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An effective applicationof DSS forsolving linear programmingproblemsderived from a CIM
architecture is achieved by the user-friendly GUI. Ratthemrequiringusers(i.e. managersjo
remember a series of commands aptions, this interfacepromptsapply for the next choiceor
action. As aresult, managersare productivesoonerbecausehey can masterthe applicationby
little training and documentation. Thehat-if analysiscapability providesa comfortablelearning
experience for managers. The resistance to the use of quantitative mothedsiémisionmaking
by managers can be reduced by the decision supparonmentwhich providesan easyaccess
to models and model managementind presentsthe opportunity to experimentwith models
(modelling and simulation).

In the Republic of Slovenia, aswell as in other countries,a need for building up new
information systemsincreasesachyear to help organizationsto achieve businessobjectives
(CIM strategy) through the improved productiefficiency. One solutionfor this situationis the
SAS System which is one of the best representatives @&ritezprise-widdnformation Delivery
Systems (IDS). Some other competitive representatives ofssaictiardpoackagegsystems)are:
SAP R/3, BAAN4, SSA, JBA, ICL MAX, IBM Mapicsetc. Thus, the needto investigatethe
advantagespreconditionsand limitations of such standardapplicationpackagedor usein the
Slovene manufacturing organizations has become important.
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Abstract

Decision support systems (DSS) make use of a variety of information technchogiesw
technologies are playing an increasingly important role in decsimport. One suchfield

where new techniqueshave been developedis Geographic Information Systems(GIS).

Spatial Decision Support Systems (SDSS) may be built usingé€el$iques.Such systems
are relevantto many important areasof previous DSS application, such as routing and
marketing,which make use of spatial information. The widespreadapplication of SDSS
technology meansthat it can be used in many different situations,by many different
categoriesof users.For this diversegroup of users,someof the featuresof the SDSSare
directly relevant, while others providmntextualinformation for the decisionbeing made.
This paper reviews the role of SDSS and the implications of its use in such ardngaa f

different contexts.

Keywords : Decision Support Systems, Geographic Information Systems

1. INTRODUCTION

Decision Support Systems (DSS3re recognisedas being an important category of the
information systems (IS) researdbyr examplesurveysof IS researcthaveshownDSSto be

an importanttheme(Tengand Galletta1990). In almostthreedecadesincethe publicationof

early work in the field (Gorry and Scott-Morton 1971), the DSS field has built up a
considerablebody of academicresearchand practical applications. While there is some
disagreement as whether this work has provided a cumulative research tradition (Eoma).Lee et
1993) thereis neverthelessa recognisableDSS field. This is reflectedin publicationsand
conferencesssociatedvith DSS. While thereare many definitionsof a DSS, thereis general
agreement that these systems focus on specific decisions and on supporting rather than replacing
the user'sdecision-makingprocessesDefinitions of DSSalsoemphasis¢he needto support
semi-structuredand unstructureddecisions.There is a consensusn the generally accepted
definitions of DSShat identifiesinterface,database@nd modelcomponents, abeingrequired

to supportdecisions.Thesecomponentanust be integratedinto a comprehensivesystem; a
collection of discrete software tools may assist in decision making, but domsiitutea DSS.

As technology changes,the potential for decision support increasesand the effective
employment of new technologies allows the DSS field advance.

The traditional DSSfield largely evolvedfrom businessdataprocessingand generalpurpose
management information systems (MIS), which were tsgulocesselatively straightforward
numeric and text data. Such systemgroduce many different types of standardreport by
processinglatausing relatively simple models, which were pre-programmednto the system
and not easily controlled by the user. DSS was seen as providing a system more foomged on
specific problem area whetiee userhad greatercontrol over the operationof the system.The
DSS user was expected to have sufficient expertigbeir own domain,to interacteffectively
with the DSS. Historically the greatestomplexityin such systemssuallylay in the problem
specificmodels;the typical skilled user wouldbe expectedo be familiar with these.Many of
the systemsdescribedas beingDSSwere in fact managemensciencemodelswith relatively
simplistic databaseand interface components. Systemdevelopedin the past, given the
limitations of the availabletechnology,were economicain the degreeof the decisionsupport
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provided. Many of the indirect influenceson decision making were not supportedby the
computerised system. Such systems concentrated on the direct information needs of the decision
maker,but lackedthe capacityto represenfully the broaderinformation neededto represent

fully the contextin which decisionswere made. The restricted range of decision criteria
modelledby such systems posgmioblemsfor their acceptanceas userswere unwilling to
accommodate the gaps in the decision support provided by the DSS.

Alter (1980) proposea@n influential taxonomyfor DSSwhich describesa numberof systems
which differ in the relativeimportanceof the databasend solver componentsThis approach
recognises that different uskavedifferent decisionneeds with consequentlifferencesin the
requirements of a system designed to suppeit decisionmaking. The modellingcomponent
of DSS, the solver, directly exploitsthe powerful computationabbility of the computer.This
computationalability may be utilised for the calculation of values that directly affect the
decision. In many examples of model driven DSS, this computational ajséitgly extendsthe
capabilities ofthe decisionmaker.However,the quantitativedatageneratedy the solver may
alsobe indirectly usedto facilitate decisionmaking. This information may be usedto provide
the decisionmakerwith information that can then be integratedwith other non quantitative
information to help the systemserreacha betterquality decision.The databaseomponenif
the DSS provides data for use by the modelling componethe sfstem.In a fully integrated
DSS, the solver routines will be closely linked to tla#abaseallowing their operationwithout
unnecessary user intervention. The database compplagstn importantrole in allowing the
user a direcopportunityto explorethe datarelevantto the problem.For thosesystemdalling
into the data driven DSS categoryidentified by Alter (1980), this is the most important
contributionof the systemto decisionmaking. The interfacecomponenthas a role to play in
allowing control of the database and the modelling componetite sf/stem.However,it also
providesa representatiorof the problem, allowing the user easily assimilatethe information
containedin the databaseand more easily to understandthe output of the quantitative
procedures.

In order to provide comprehensivedecision support, a DSS must fully integrate these
componentsand allow the user easily direct their use towardsa specific decision making

situation. For a given decision there will be essential data of direct intetkstiecisionmaker
and transformationsof this data that are directly relevantto the decision making process.
However, other elementsin the DSS will provide indirect support, providing data that is

indirectly usedto calculatevariablesof interest. The absenceof such tangentially relevant
information may not prevent an adequate decision being made, but its pregenmogrove the

quality of the decision. Ina sophisticatedDSS, there exists databasenformation, modelling

transformationsand interfacerepresentationthat make a partial contributionto the decision
making process. It is desirable that these be includadSS, althougha useful systemcould

exist without them. For instance, in a production planning DSS the variables oirtgesstto

the decisionmakermight be the quantitiesproducedandthe costs of productionA variety of

interim calculationswould be neededo derivethesefinal values.A productionplannermight

not be very interestedn the detail of theseinterim calculationsput a managemenaccountant
might value detailedaccesgo this information. Information aboutthe patternof production,
provided by the DSS, would be of interestto the productionplannerand might be usedto

improve the quality of the decision. Ina problem solving situation, specific variablesare

manipulated within a more general context, a comprehensiveDSS should allow this

environmental context inform all of treomponentof the DSS. Dataon the contextshouldbe

contained in the database, it should be processed where appropriatenogésandit should

be represented in the user interface to the extent requirtbe bger. Different usersof a given

classof DSSwill favour different problemrepresentationand will perceive differently the

degree to which information is directly or indirectly relevant.

2. USING GIS FOR DECISION SUPPORT

Developmentdn other fields are relevantto the growth of DSS. One such influence is the
considerablggrowth in the importanceof geographianformationsystems(GIS). GIS hasits
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originsin the fragmenteduse ofcomputertechnologyin the 1960sfor automatedcartography
and addressnatchingsoftware.The original GIS applicationswere of interestto geographers
and those in related disciplines. While this represents quite a different constituératytahe
typical usersof informationsystemsn that period, both groupshad a needto processlarge
amounts of comparatively routirtata. However,geographiaatais much more complexthan
the routine accounting data typically found in early information systems applicatluerefore,
the developmentof comprehensiveGIS software required improvementsin graphics and
databaseechniquesBy the 1980sa numberof different forms of commercialGIS software
becameavailablegenerallybasedon the use ofUNIX workstations At the end of the 1980s,
PC basedGIS softwarebecomeavailable;reflectingthe increasein PC performanceto levels
previously associated with workstations.

Many areasof DSSapplicationare concernedwith geographicdata, including one influential

early exampleof a DSS, the GADS system(Gracel977). The display of maps has beena

feature of DSS and researchers have noted that computer technology can greatly facilitate the use
of mappingdata (lves 1982). However, the technicallimitations imposedon early systems
meanta restricteduse of spatialinformation which falls far short of the potential of modern

GIS. Therehasbeenlimited impact by mainstreamGIS techniqueson DSS researchGIS
techniques are beginning bave anmpacton DSSapplications.Surveysof DSSapplications

(Eom, Lee et al. 1993; Eom, Lee et al. 1998) identified marketing and routing as important areas
of DSS application.Thesefields are also recognisedas areasof GIS application (Maguire

1991). In the area of routing Bodin, identified in the survey by Eom, Lee anq1¥i@3) asan
importantauthorin routing DSS, hasarguedfor incorporationof GIS in routing (Bodin and

Levy 1994). Keenan (1998a) has argued for the use of SDSS for routing problems.
Demographic data is widely available in a suitable format for use in GIS softwardatiesd

to the developmenbf a numberof specialiseds1S products,for examplethe marketingGIS
products from Tactician Corp., or the TransCad @& is aimedat routing and transportation
applications.

Within the GIS field thereas increasinginterestin the use ofGIS softwareto provide decision
support.This is reflectedin the increasingappearancef papersreferringto spatial decision
support systemgSDSS) at GIS conferencesWhile an increasingnumber of GIS based
applications are described as being DB8sedescriptionssuffer from a lack of agreemenbn

what exactly a DSS actually constitutes.As Maguire (1991) points out, some authors have
arguedthat a GIS is a DSS. In somecases,GIS applicationsare describedas being DSS

without referenceo the DSS literature.Many GIS basedsystemsare describedas beingDSS

on the basis that the GIS assisted indbkectionor organisatiorof dataused bythe decision-
maker. This may be a reflection of the trend identified by Keen (1986) forthe use of any

computersystem,by peoplewho make decisions,to be definedas a DSS. However, other
authors justify GIS being regarded as DSS in terms odi¢ffiaition of DSS. Mennecke(1997)

sees SDSS as being an easy to use subset of GIS, which incorporates facihiasipulating
and analysing spatial data. These differences of definition reflect the differing neksdssain-
makersthat use spatial information. For many of the current SDSS applications,the main

informationrequiremenbf the decision-makerss for relatively structuredspatial information.

This group may indeedfind that standardGIS software provides for their decision-making
needs.

The DSS literature incorporatesmany definitions of DSS (Mallach 1994 pages5-7). Many
widely acceptediefinitionsof DSSidentify the needfor a combinationof databaseinterface
and model components directed at a specific problem. In terms of these defin@Et®isvauld
not be regarded as a DSS as it lacks sugpothe use ofproblemspecificmodels.However,
the view of GIS asa DSS isnot entirely without supportin the existing definitions of DSS.
Alter (1980) proposea@n influential frameworkfor DSSwhich includesdatadriven DSS that
do not havea substantiamodelcomponentStandardGIS softwarecould be regardedas an
analysisinformation systemin Alter's framework, the critical componentof such a system
being the database component. Common tdedihitionsof DSS isa sensethat thesesystems
must supporta particulartype of decision.This characteristidistinguishedDSS from general
purposemanagementnformation systems(MIS). While GIS applicationsmay contain the
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information relevant t@ decision,they are usually generalpurposesystems not focusedon a
particular decision.For somedecisions,where the standardfeaturesof a GIS provide the
information essentiato the decisionmaker,a GIS may indeedbe a DSS. However, for the
wider user community of potential SDSS users, a €lithe regardedas the startingpoint for
building a DSS.

3. BUILDING SDSS FROM

SDSS can therefore be seen as an imposiaingéet oDSS, incorporatingGIS techniqueswith
other modellingapproacheswhosepotentialfor rapid growth hasbeenfacilitated by technical
developmentsThe availability of appropriatanexpensivetechnologyfor manipulatingspatial
dataenableghe creationof SDSSapplications.The benefitsof using GIS basedsystems for
decisionmaking are increasinglyrecognised. Ima review of GIS, Muller (1993) identified
SDSS asa growth areain the applicationof GIS technology.However,the value of SDSSis
not determinedby its innovative use of technology. Instead, the contribution of these
applicationswill be determinedby how well they supportthe needfor a spatial componentin
decision making.

Because of the variety of decision-making situations where spatial informatibrmportance,
clearly SDSSwill be anincreasinglyimportantsubset of DSSn the future. It is useful to
examinethe relationshipof GIS softwareto such systems.Densham(1991) discusseshe
development of DSS in the context of the framework proposed by Sprague (1980)(Figure 1).
Sprague's framework, a DSS may be built from tools, individotiWvarecomponentghat can

be combinedto form a DSS. Thesewould include programminglanguages programming
libraries and smakpecialisechpplications At a higherlevel in Sprague’'srameworkare DSS
generators, from which a specific DSS can be quickly built. Generators may be built from lower
level tools. Sprague envisiondtht different specific DSS applicationswould requiredifferent
combinationsof the generatorand tools. Spragueused GADS (Grace1977), which can be
regarded as a form of GIS, as an example of a DSS generator.

In building DSS, specific generators have been designed for certain classes of probthar. In
situations general-purposesoftware such asspreadsheet®r DBMS packageshave been
regardedas generators. ImodernDBMS and spreadsheesoftware,the use of macro and
programming languages facilitates the creation of spegitications.Various generatordrave
strengths and weaknesses in term#heir provision of the essentiacomponent®f a DSS:an
interface, a database, and mod#isthe caseof a spreadsheemodellingis the basicfunction
of the software; various interface featuressuch as graphare provided, but the database
organisationis simplistic. DBMS software,such asAccessor Paradox,has gooddatabase
support, provision for interface design using forms, reportciadts,but almostno modelling
support. In this case, the modelling support has to be added to the dp8&imiilt from such
a system.

In Sprague’s framework, the SDSS builder may make use of tools, mucide some,lower

level dataprocessingIn softwaredesignthesemight include operationssuch assorting or

searching which are important algorithmsheir own right but which are not of directinterest
to the decision maker. The decision regarding the appropriate mix of DSS totite asd of a
generator is an important component of the process of bugdd§S. However,the designof

a DSS is likely to bestronglyinfluencedby the availability of DSSgeneratorgor that classof

problem. The DSS solutions actually constructedare strongly influenced by the perceived
availability of suitablegenerators. Consequentlhe effective applicationof DSS technology
canbenefitfrom additionalgeneratoisoftwarebecomingavailable. Awarenesof the potential
of the use of GIS basedsystems as DS§eneratorswill leadto problems,currently being

solved in other ways, being approached by using a SDSS.
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Specific Applications - Spatial Decision Support Systems
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DSS Tools

Spatial and non-spatial

Figure 1: Technology Levels of SDS@dapted from Sprague, 1980)

GIS can be distinguished from other formsrgbrmation systemby the distinctive datastored
and processedby such systems. Geographic data comprises three fundamental spatial
structures,points, arcs and polygons. Each of these can have conventionalnon spatial or
attribute data associated with it. The characteristic nature of Sg&reninedby components
that storeand allow manipulationof theseforms of spatialdata.Many problemsof interestto
decisionmakersusespatialdata.For SDSStechniquego be of interest,real world problems
needonly have a spatial componentin one aspectof the decisionmaking. While important
elementsof the decisionprocessmay use only non-spatial(attribute) datain the SDSS, the
spatial operations may have amportantrole to play. For example the datasetto be used for
the non spatially based modelling process may be identifispdtyaloperationsFor example,
spatialanalysismay determinethe numberof potential customersfor a new retail outlet; this
could provide data for use in a finanambdel. The decisionmakeris concernedvith financial
data; thespatialcomponenbf the systemprovidesa modelof the real world contextin which
the financial planningis taking place. Conversely,the outcomeof a non-spatialmodel may
identify spatialoperationghat needto be performed.For instance a vehicle routing algorithm
may producetruck routes;spatial techniquescould then identifythe areasaffectedby noise
resulting from the increased traffic. Vehicle routing, a well-establisheabf DSS research, is
a good exampleof the potentialfor SDSS. Routing problemsroutinely employ dataon points
and arcsand SDSSwould facilitate an extensionof theseproblemsto more advancednes
which also considerpolygon data (Keenan1997). Usersof systems such a®muting DSS,
unlike more traditional GIS users, have no direct interest in the basic spatial processing
techniquesThis type of user isfocusedon the informationneedsof the routing processand
requires that theystemfacilitate the provision of this information, by automatingmuch of the
Spatial processing required.

In DSS applications, the focus of the decision-maker is odehbisionbeingmade.The output
from the DSSss of interestonly to the extenthatit facilitatesdecisionmaking. The DSS user
wantsto makeuse ofthe DSSto exploreaspectof the decision.This shouldnot require the
user to go through long sequence®f commandsto enabledata move between different
modulesof the system.lt is centralto the designof DSS that the modelling routines can
automatically extract the relevant data from the database component of the system. Itha DSS,
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user should only need to intervene in the systediréxt the modellingprocessnot to conduct

the basic operations needed meodelling.In a SDSSthe modelsmustbe ableto makeuse of

the spatialdatabaséools asappropriate This requiresthatthe SDSS be built with modelling

tools that allow the model designeraccesso the databaseand interface componentsof the

SDSS. In orderto be used asa DSS generator,GIS software must allow easy automatic
interchange of data between the GIS modules and modelling techniques operating on non-spatial
elements of the data. This may entail a depaftora traditionalassumptionsn GIS designof

the user operating the system by direct manipulation of interface commands. If it is to be used as
a SDSSgeneratorthen GIS softwaremustmake datavailablein a formatthatis appropriate

for modelling techniqguesdrawn from other disciplines. This lack of integration hinders
comprehensive usaf GIS asa SDSSgeneratorfor a variety of problemsthat usegeographic

data.

As standard GIS software may lack the problem specific models ned8BSSapplications,
its role can be seen as a software component, which may be used toSID#ban assessing
the suitability of GIS software fdvuilding SDSS,two major issuesarise.Firstly, canGIS be
effectively integrated with othegoftwareto build a completesystem?GIS usedin conjunction
with othersoftwaremay aiddecision-makingput notconstitutea DSS. A completesystem
providing full decisionsupportrequiresthat modelsand data can interactwithin the system.
User intervention is neededto alter modelling parametersthat affect the decision; such
intervention should not be needed to link the modelling and data componentsystdra.The
second issue is whether systeras be built more easilyusing GIS asa DSS generatorrather
than by usingalternativeapproachesThe use ofsoftwarethat simplifies systemdevelopment,
enables a DSS system builder spend time designing features which divggttyrtthe decision
beingmade, ratherthan having to spenda lot of time attemptingto understandhe tools or
generators being used. Current treimdsoftwaredevelopmentllow the integrationof distinct
software componentsand facilitate the use of modelling componentswith GIS software
(Keenanl1998b). Thesefeaturesallow datato passbetweenthe modelling, interfaceand data
components othe GIS. More importantly,they alsoallow control over the operationof these
elements.

An importantgroup of SDSSusersis thosein the traditional areasof applicationof GIS, in
disciplines such as geology, forestry, dadd planning. Inthesefields GIS wasiinitially used
asa meansof speedingup the processingof spatialdata, forthe completionof activities that
contributedirectly to productivity. In this context,the automategroductionof maps,in these
disciplines, has a role similar to that of data processing in business. Iistigseareas there
will be growth of decision-makingapplicationsin much the sameway asdata processing
applicationsevolvedinto DSSin traditionalbusinessapplications An exampleof this type of
applicationis the DSS for the assessmendf geologicalrisk by Mejia-Navarro(1995). This
group isdistinguishedby a directinterestin the spatialoperationgrovidedby the SDSSand
considerable background knowledge of spatialtechniquesused.For this categoryof users,
the spatialdataandthe spatial processingechniquesare of direct interestratherthan simply
providing the context in which other variables are being manipulated.

The greater complexity of spatial information processing and its greater demanfigroation
technologyhave lead to the tento fifteen year time lag identified by Densham(1991). As
informationtechnologycostsdecline,inexpensivepersonalcomputerscannow cope with the
demandsmposedby the manipulationof spatialdata. The rapid increasan the 1980’s in the
use ofdatabasemanagersled by Dbasell, is being emulatedby the increasein the use of
spatial databasedools at present.In the contextof decisionsupport weare now seeingthe
movement towards the widespread use of PC based GIS systems that reflecigettoavards
PC based DSS in the 1980’s.

The second group of decision-makers, for whom SP&8nakean importantcontribution,is

in fields such as routing or location analysis. Althotighspatialcomponenof suchdecisions
is clear,in the pastDSS designhas beendriven predominantlyby the managemenscience
models used. There model driven systemsoften had very limited databaseor interface
componentandthe DSS providedlittle contextualinformationto the user.In the future these
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modelswill beincorporatednto GIS basedSDSS, providing superiorinterfaceand database
componentgo work with the models(Keenan1998b). The role of the superior GIS data
handling facilities will beto provide a richer contextfor the use ofthe specific modelsandfor
display on the user interface. For this class of probkamsariablesof directinterestmight be
distance travelled, the number of vehicles used and the loads on each vehicle. Early routing DSS
would only havestoreddatarelatedto thesedirectly relevantvariables.However, the use of
GIS technology allows the inclusion of othedirectly importantinformation. For examplethe
inclusion of elevation data would allow more realistic traveltimes be usedin quantitative
modelling ofroutes.The display of distinctive naturalfeaturessuch agivers or mountainson
the interface can make it much eagarthe userto understandhe representatiof the routes
generated.This synthesis ofmanagemenscienceand GIS techniqueswill provide more
effective decision-making. Keenan (1997) has argued that the use tdcAisquesanextend
the rangeof decisionsupport forvehicle routing problems, allowing considerationof path
constraintghat havenot beencomprehensivelynodelledin the past. This group of potential
SDSSusershas limited experienceof using manualspatial techniques.Such users are not
usually directly interested in the spatial processing techniques provided by the S8 but
the interaction of these techniquesvith the managementcience models. However, the
secondaryuse ofspatialdataby the models and the display of spatial information on the
interface can greatly enrich the decision making process.This group can benefit from the
geographic context being fully reflected in the problem representations used.

The third group of decision-makersvho will find SDSSimportantinclude thosewhere the
importanceof both spatialdataand modellingis somewhaieglectedat present.in disciplines
such asmarketing, additional possibilities for analysisare provided by the availability of
increasing amounts of spatially correlated information, for example demographic data
(Mennecke1997). Furthermore,the geographicconvenienceof product supply relative to
customers' locations is an importaodl of marketdriven competition.The availability of user
friendly SDSS to manipulate this type of dati#l leadto additionaldecisionpossibilitiesbeing
examined which are difficult to evaluate withabe use of suchechnology(Grimshaw1994).
The group of potential SDSS usershave little backgroundin spatial processingand are not
usually experiencedusersof DSS technologyof any type. This categoryof usersare not
accustomed to the restrictions on modgllismandthe interfacelimitations that many usersof
managemensciencebasedDSS have beemwilling to put up with in the past. Suchuserswill
thereforerequiresystemghat are straightforwardto useandwhich do not require the userto
accommodate artificialestrictionson the problemrepresentationSuchuserswill benefitfrom
the more realistic modelling and interface representationgacilitated by the inclusion of
additional contextual information provided by SDSS and other sophisticated technologies.

4. MULTIPLE DECISION CONTEXTS FOR SDSS

The increasing suitabilitpf GIS softwarefor use aghe basis ofa SDSSreflectsthesetrends
towardsintegration.However, it alsoreflectsthe greaterawarenessf the needto extendthe
use ofspatialtechniquedo a wider rangeof applications. SDSSrepresents form of ‘second
order DSS where complex and maturetechnologyacts as a basis for system# support a
generalclass of problems.This general technologyis synthesisedwith more specialised
elements, for example modete,form a problemspecificDSS. This wider setof applications
inevitably involves many potentialusersof the SDSSwho arenot drawn from the traditional
geosciencalisciplines.The extensionof SDSSuseto sucha broadercrosssectionof users
offers greatpotentialbenefitsbut alsoraisesa numberof interestingissues.How shouldthe
design of a SDSS for a business user differ feosgstemdesignedor a geologist?Canusers
makegood use of suchystemswithout substantialtraining in the use of spatial processing
techniques?hile someof theseissuesariseonly in the contextof SDSS, the issuesarising
from the design of these more advanced systems are also of interest to DSS designers generally.

SDSS applications, on the other hand, contain relatively complex spatial datmbesgesand

powerful tools for manipulatingthe datastoredin thesestructures A commonfeatureof all
such systems is the use of spatial data, points, lines and polygons, butvaneityeof models

27



may be applied to this basic data. Gi&edDSS applicationscan makeuse ofthe spatialdata
processing provided by th@lS; these techniquesould be supplementedby problemspecific
models for a given application. Howevére wide rangeof areasof SDSSapplicationimplies
the existence of a broad spectrum of potential users of SDSS. Theseiliseos be interested
in the full range of spatial processingtechniquesbut only in those relevantto a given
application. The trend in the future is likelylte for a growth in the use ofSDSSby business
userswithout formal training in disciplines such asgeographyor cartography(Mennecke
1997). This posesa challengefor SDSSbuildersto caterfor this diverseuser group using
systems built on a similar basic spatial processing platform

This userdiversity canlargely be cateredfor if thereis a clearfocus onthe specific problem,
rather than on the technology used. For easysitEmbuilding a DSS generatomay be used,
such as a GIS, that has multiple functions. However, for any one problene usermany of
these facilities may not be need. Existing design frameworks such asthe ROMC (the
representationgperationsmemoryaids and controls)approach(Spragueand Carlson 1982)
should be usedto identify the systemfeaturesof interestto the specific user. The general
purposefeaturesof the generatorcanthenbe customisedy the systembuilder to provide the
representationgperationsmemoryaids and controlsappropriateo the problem. Thesemay
differ substantially from user to usét.is an importantcharacteristiof successfulnformation
systemshatthey provideinformationin a format appropriateto the user. Different usersof a
giventype of information may be accustomedo quite different presentatiorformats for the
information. Distinctive nomenclaturemay be used in different disciplines. This posesa
problemin the contextof SDSSwherethe languageused bygeographerswhich underlies
documentation and interface design GIS software,may be quite different thanthatused by
potential users of SDSS. A successful systenst provide systembuilderswith the flexibility
to accommodateiserpreferencesThe DSS componentscan be configuredto provide direct
usersaccesgo information of interest,while otherfeaturesof the DSS provide contextual
information to enrich thelecisionmaking process Contextualinformation canbe found in the
database, processég spatialmodelsand displayedin an appropriaterepresentatioron the
interface (Table 1).

Table 1: Contextual Information in SDSS

Directly Relevant Contextual Information

Solver customised business models e.g. general spatial processing tools e.g.
marketing, routing, location buffering

Database data on planning units, e.g. routes, elevation data, base geographic entities,
administrative regions points, arcs, polygons

Interface decision outcomes, e.g. routes, areas ofgeographic features, e.g. lakes rivers,
influence mountains

If GIS softwareis seenasa DSS generatoryatherthanasan endin itself, different strategies

for interface design might present themselves. The aim of the system builder must be to cater for
the problemrepresentatiof the user, the logical view of the problem, ratherthan provide a
system too closely related the physicalgeographialata. Different usersmight have different
system representations and operations, in similar way to the conajitscthemaproviding a
distinctive presentatiorof a databasd¢o a user. Not all the datain the systemneed bemade
directly available to every user. Even if limited acdessformationis provided,the full range

of GIS operationsneednot be made available. Simplified information representationsthat

might be appropriate for users who only indirectly employ that information, might be inadequate
for other users directly interested in that data. Undidier systemamnodernDSS canbe much

more complex, for examplélS basedSDSS,this implies multiple featuresat a level of detail

that goes beyond that needed by any one user.

A userbaseddesignwill not imposeunfamiliar control conceptson the user. For example,a
typical operationin GIS might involve selectinga procedurgrom severallevels of submenu.
The spatial data to bhesed forthis operationmight be thenidentified by drawinga box onthe
screen with the mouse. This approach presents problems for theuSBXS&o is not familiar

28



with many of the operations provided by the GIS. A more user centric approach mighhallow
user draw the born screenwith the mouseandthena menuwould appearoffering only that
subset of operations appropriate to that set of data.

Artificial intelligence (Al) techniquesmight be usedto facilitate this interface simplification.
Two existing interestingexamplesof DSS prototype which use Al techniques,Tolomeo
(Angehrn and Lathi 1990) and Alto (Potvin, Lapalme efl8B4) canbe regardedas a form of
simplified GIS. Tolomeo allows the usersdescribethe problem visually and the interface
includesa mapthatincludesthe representatiof visual featuresother than thosethat can be
directly manipulatedoy the user. Thesefeaturesprovide the geographiccontextwithin which
the userspecifiesthe problemin termsof the citiesto be visited, etc.This type of intelligent
DSS interface could usefully be incorporate@iilly fledgedSDSSto increasdts acceptance
to a broader user community.

5. CONCLUSION

Given the advancesn informationtechnology,modernDSS canincorporatea more extensive

directly and indirectly relevant information for a given class of decisions. The desigtieesef
systems must aim to provide maximum user control over those aspects of the decision where the
user has specific expertise, while providing the user with maximum supparetswherethe

user is less experthis may requirethat DSS generatoisoftware,such asGIS, be designed

with flexibility in mind so that differenttypesof usercan make use ofthe intelligencein the

system for less critical parts of the decision.

We suggest, therefore, that much DSS development in the fututekeiplaceusingrelatively
complex combinationof DSS generatorsand tools. A substantialvariation in the type of
problemanduserwill existwithin the generalgroup of systemsuilt from such generators.
Spatialdecisionsupport systemare a good exampleof a classof sophisticatedDSS. Such
systems have largely been usedhiepastfor problemswherethe manipulationof spatialdata
was the key or only information component of the decision to be taken. Sucheggersdfull
control over the spatial operations in the systewrderto improve the quality of the decision.
In the future, the use of SDSS wlilk extendedo applicationswherethe spatialinformationis
only an interim stage or a subset of thiermationrequiredfor the decision. Suclinformation
providesthe geographiccontextwithin which specificdecisionsare taken.Usersdealingwith
this broaderset of applicationsneedto be given control over the importantvariablesin the
decisionwhile otherprocessings performedwithout the needfor extensiveuserinteraction.
With the developmendf suchsystemsnew classef decisionand new typesof usercanbe
effectively supported.
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Abstract

The literature review provides contradictory evidence regarding the social effects of
collaborativetechnologiessuch as groupwareand electronically mediatedcommunications
in support of organisation-wide decision-making processes.Due to their inherent
characteristics, these technologae believedto contributeto freedom of speechgequality
of access,and the lowering of social barriers, and thus are considered to advance
participatory, democratic decision making (a technological deterministic approach).
However, many recent studies challenged these views and provided evidéneeaatrary.
This paper attemptsto addressthe core problem in understandingthe social effects of
technologies on organisational decision making processes whibk complex interactions
amongthe actorsand thesetechnology as contingentupon a social and cultural context
This paper reports research results from a case study Organisational Support System
(OSS) in a consultative organisational chapgecessin an Australian University. Through
the provision of a “virtual discussionforum”, the OSSbhasedon e-mail and intranet was
deployed to enable equal participation of all University members, and freedom of
expression(“everybody will havetheir say and will be heard”) and to contributeto more
participative and consensushased decision making The data collectedin this research
(messagesjocumentsjnterviews,notes) provide mixed evidenceregarding the attainment
of these objectives. We identified significantly different modes of use db8feacrossthe
institution, by departmentsgroups and individuals. We found that contextualdeterminants
such as management traditions, the ob@ower,and the possibleexistenceof a culture of
consultation, conditioned the modes of use and consequently the role thel&y8&in the
process. On the other hand, we atdservedhow the OSSand the Consultativeprocessin
turn impacted upon these contextual factors.

1. INTRODUCTION

The use ofinformation technologiegIT) to supportorganisationwide decision-makinghas
become commonplace.Information sharing and problem identification, discussionsabout
problem situations,alternativeactionsand expectedoutcomes selectionand coordination of
actions,to namejust a few, are performednot only in face-to-facebut also in any-time-any-
place interactions. Organisation wide participatiodecision-makinghasbecomesignificantly
enhancedhrough the deploymentof a variety of collaborativetechnologiessuch as group
decision support systems(GDSS), computer-supportedcooperative work (CSCW),
groupware,e-mail, computer-mediated-communicatio€MC), computerconferencingand
their different combinations. The ideals of open communication and equality access, freedom of
speechand participatory, democratic decision making, seem to be consistentwith the
assumptions behind the designtlsésetechnologies. They are, as Sproull and Kiesler wrote,
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“surprisingly consistent with Western imagasdemocracy’(1991b,p13). Theyfound CMC
and especially e-mail instrumental in fostering democracy in organisations.

One important assumption behind these technologibe exquality of accesswvhich meansthat
all the participantshave anequal opportunity to accessthe communicationnetwork and
information in the system,to contributeto the discussion,and affect the opinion of others.
Equality also means an equal time sparttiecommunicativeperformanceof participantswith

no regard tdheir statusdifferences(Mantovani,1994). This equalityof accesss particularly
emphasisedvhen contrastedo someof the limitation of accessand statusrelatedbarriersin

face-to-faceinteractions. Mantovani found this aspect of CMC and other electronic
communications really important for increasing democracy in organisations.

In a seriesof controlled experimentswith groupsof studentsusing CMC Dubrovsky et al.
(1991), SproullandKiesler (1991b), Kiesler and Sproull (1992) provide evidencethat high-
statusmembersspoke lesand low-statusmembersspokemore, thus reducingthe impact of
statusdifferences. This equalisingeffect howeverhasnot beenconfirmedby Adriansonand
Hjelmquist's(1991) study ofCMC in everydaywork situations. Thesedifferencesmay be
partially explainedoy the different populationsinvolved in theseresearchstudies:studentsvs.
real employees. The impact thle organisatiorwide electroniccommunicationsn the equality
of access still remains a controversial issue.

Neilson (1997) for instance found that Lotus Ndtdsmocratisesnformationaccesgendering
traditional structuresmeaningless.In Taylor-like organisations, Noteisnplementationvreaks
havocwith commandand control Weberianhierarchies. In information heterarchiesNotes
provides a means for any-time and any-place access to information.” (p41). Sproull and Kiesler
(19914a, 1991b) provide evidencethat electronically mediatedcommunicationsaffect social
inequalities by softening the status related barriers and decreasingthe informational and
emotionaldistancebetween the center and peripheral employees. Rice (1990 otherhand
found quite the opposite- that computer—-mediatedommunicationsystemstend to enforce
ratherthanreducestatusrelateddifferences.Child and Loveridge (1990) foundthat because
thesesystemsare designedo supportexisting power structuresand hierarchiesthey facilitate
existing relationships and interactipatterns.and maintainstatusbarriersand power distance.
“Electronic links primarily enhanceexisting interactionpatternsratherthan creatingnew ones”
(Bikson et al., 1989, p102).

Technological determinism,which views various groupware and electronically mediated
communicationgs inherentlyapt to supportdemocracyhas beenwidely challenged. “It is
apparentthat somedegreeof technologicaldeterminismis implicit in searchingfirst for the
social effects of the new communicationtechnologyratherthan the multiple ways in which
individuals, social groups, and organisatiaositrol cognitive artefacts so asto adaptthemto

the uniquenessf social contexts.”(Mantovani, 1994, p47). The controversialevidencefrom
researchon the social effects of these technologiesindicates the necessity for deeper
understanding of social contexts and their subtle ways of determining the use of technology.

A significant body of research has contributed touhderstandingf the contextwithin which

the information systemsoperate. Technologydoesnot operateas a technicaltool outsidea

social context, but rather as part of socio-technical “webs” that generate and use itl(@3&ag,

Kling and Scacchi,1982,Kling and lacono, 1989). In studyingthe contextof information
systems Walsham(1993) focuses ofithe various social structureswhich are presentin the

minds of the human participants involved with the system...Their interpretatioeality, their
sharedand contestedsense othe world, createcomplexinteractingcontextswithin which the
information system, as a human artefeetrawn onandusedto createor reinforcemeaning”

(p4-5). This in turn may lead to a reinforcing existing power structures or creating new systems
of authority and meaning.

The literaturereview showsthat the expectationghat the use ofgroupwareand electronically

mediatedcommunicationsn support oforganisation-widedecision-makingwill contributeto
freedom of speech, equalibf accessandthe lowering of social barriers,andthusadvancing
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participatory, democratic decision making, have some substancebut still remain highly
controversial. The major problem is the deep understamditechnology’sinterventioninto a
fabric of organisationaprocessesr, in Zmud’s words, of “complex interactionsamongthe
intentionsof key actors, attributesof the technologyinvolved, and dynamic organisational
processes”. (Zmud, 1990, p95)..

The issuesof “complex interactions” are addressedoy an exploratory case study of an
OrganisationalSupportSystemin the Sygma University (a pseudoname of an Australian
University). Sygma went through an organisationalchange process(carried out as an
Consultative Process) during 1997. The process involveditbée managemenstructureand
all the staff membersof the University. The OrganisationaSupportSystembasedon E-mail
and Intranet, wadesignedo be anintegral part of the ConsultativeProcess. The purpose of
the OrganisationaBupportSystemwas to provide equalaccesso information to all staff, to
enablea university-wideelectronicforum for discussion,and to supportthe coordinationof
tasks and activities of the many individuals and groups involved in the process. The objective
our case study was to advance the understanding of complex intera€tindividuals, groups
and the organisationwith the OrganisationalSupport System, within specific social and
organisational conditions. The qualitative nature of this research approach enabledoaos o
and examine contextual determinantsof how the Organisational Support System was
interpreted, appropriated and used by actors across the institution.

The purpose of this paper is to present the segment attlig which observedhe interaction
patterns, useand impacts of the OrganisationalSupport Systemin different stagesof the
ConsultativeProcess. To this endwe first presenta brief descriptionof the casestudyin the
next section. Insection3 we presenta summary of researchfindings: characteristicsof
particular social and cultural contexts and patterns of social interactionsmediated by
OrganisationaBupportSystem.The contextualdeterminantf the use ofthe Organisational
SupportSystemandits effectsareinterpretedwithin democraticvs authoritarianmanagement
traditions. In section 4 Concluding Remarks we summarisedthe findings and major
implications of this study.

2. CASE STUDY

The purpose of this case study was to explore, document and interpret:

» the natureof the organisationalsocial and cultural contextsgoverning SygmauUuniversity
within which the consultativedecision making process(referredto as the Consultative
Process) was undertaken

» the way the Organisational Support System (OSS) washyseulividuals, groupsandthe
institution

» the interactionof individuals, groupsand the institution with the OrganisationalSupport
System within the context, during the Process.

The authors were involved in the stualyparticipantsin the ConsultativeProcessEachof the
authorsplayedan establishedole prior to the study. Datawere collectedpatrtially using the
participant as observertechnique(Gold, 1958, Junker, 1960, Atkinson, and Hammersley,
1994) and partiallyas participantsengagingin reflective practice after the event(Schon,1987).
Being participantsin different parts of the Consultative Processthe authorsalso received
messages, memos, discussions, docunardether materialscreatedduring the Consultative
Processjncluding a summaryof the surveyadministeredn Sygma. The researchteamwas
also interested in collecting experiences of and insights about indivithtalsictionwith OSS.
To this end semi-structuredterviewswere conductedwith thirty staff memberdrom a broad
cross section of the University. The interviews were crucial not orfiglmingto recognisethe
different patternsin the use of OSSut alsoto understandhe contextualunderpinnings.The
fieldwork occurred in the second half of 1997, and interviews were conducted in tipegdst
of 1997andthe beginningof 1998. In the analysisboth manualrecordsand the computer
support for qualitative data analysis, NUD*IST (Richards and Richards, 1993) were used.
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2.1 SYGMA UNIVERSITY

The SygmaUniversity is situatedin a semirural areaon the outskirts of a large metropolitan
centre.lt was originally establishedn 1891 asa single purposecollegeand evolved over the
ensuing years to become, upon the destruction of the binary higher edsgatemin 1989, a
part of a greater universityetwork. It hasanenrolmentof morethan5500 studentsand can
thus be regardedas a small university. The staff body comprisesof approximately 250
academicstaff distributedover five faculties and approximately420 general staff members
including administrative staff, technical and scientific officers, field and maintenance staff, etc.

This University hasundergonea numberof restructures ovethe pastten years, which have

been instituted on the basis of greatly varying management practices. Confronted wighntong
budget cuts, increased competition and other economic, political and social uncertainties, Sygma
embarked on another strategic change process in IB®ig.organisation-wideestructurevas

thefirst carriedout asan explicitly designedconsultativeprocess. Everyonewas invited to
participate on equal terms. Union representatives wehededin the official decision-making.

An OrganisationalSupport Systembasedon e-mail and Intranet, was designedto enable
organisation-wide communication, equal access, and broad participation.

2.2 SYGMA CONSULTATIVE PROCESS

The objectives of this Process as defined by the President of Sygma were:

* “Greatercapacityto function as an integratedscholarlycommunitywith a sharedsense of
belonging to a common academy,

* Maximisationof our competitive capacityto pursue ouracademicmissionwith success,
flexibility, and integrity,

* Improvement in our quality and quality assurance processes,
* Increase in our potential and capacity for income generation,
» Achievement of essential savings and efficiency gains.”

The Consultative Process spanned three phases:

Phase 1 Pre-Planning Conference

At the beginningof 1997 the SygmaExecutiveissuedfive strategicpaperswhich addressed:
teachingandlearning,researchand consulting,funding and income generating the structure
and managemenbf Sygma, and the organisationalculture of Sygma. The paperswere
distributedwidely by email and as hard copy to every staff memberwith an invitation to
respond. Responseswere distributed initially through an email discussion forum and
subsequentlyvere collatedby a ConsultativeProcessCoordinatorand lodgedon the Intranet,
an internal website. At this stagethe design of the OSS was finalised and subsequent
discussions paperswritten by the Executiveand other staff contributionswere presented,
distributedand storedvia the OSS (managedby the Coordinator). A survey called: Critical
Issues — Staff surveyas formed from the data arising in tthiecussionsand sentto eachstaff
member. Two forums open to all staff were held on each of the two campuses leaditigeup
Planning Conference.

Phase 2: Sygma Planning Conference and the development of The Blueprint

1998 — 2001 Principles

The Planning Conference, attended by approximately 10% of the total staff group, was held mid
yearto discussand explorethe majorissuesasraisedduring Phase 1o do with the structure

and function of Sygmaand make recommendationso the President.The Report from the
Conferencavas madeavailableto the staff body through email, the Intranetand hard copy.

After a short postConferencealiscussiorthe Presidentwrote the documententitled Blueprint

1998 — 2007Principles,which wasfirst discussed byhe Executiveandthen circulatedto the

total staff of Sygmafor comment. The documentwas widely discussed byacademicand
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administrative units, discussion groups and public foruB&submissionsvere publishedon
thee-mail and intranet by the Coordinator.

Phase 3: The Blueprint Principles — Implementation and Planning

The final version of the Blueprint was released. The changes &atler draft, someof which
were significant, were basedon the outcomesof Phase2. An ImplementationPlan was
attacheddetailing the process ofimplementingthe Blueprint, including the formation of an
ImplementationCoordinationTeam chairedby the President;the formation of four smaller
teamsto designthe four new divisions as defined by the Blueprint; and the Joint Union-
University ConsultativeCommitteewas createdto overseehe Process. During this phasean
increasing proportion of staff took part in the implementation teams and special pyrpogs.
Through keeping aaccuraterecordof the latesteamoutcomesandby enablingcoordination
of their activities the OSS played a vital role in the functioning of the complexofvelamsand
groups. The implementatiorphasewhich was intendedto endin 1997 hascontinuedinto the
first quarter of 1998.

2.3 ORGANISATIONAL SUPPORT SYSTEM

An integral part of the Consultative Processwas a computerisedOrganisationalSupport
System, basedon e-mail and the Intranet.  This system performs functions of an
OrganisationDecision SupportSystemby supportingorganisation-wideprocessesgnabling
communication and coordinating decision-making across functional areas and levels.
Consideringa wide rangeof definitions of OrganisationDecision Support System§ODSS),
from Hackathorrand Keen (1981), to Watson(1990), Swansonand Zmud (1990), King and
Star (1990), George (1990), @arter,etal. (1992)and Turban(1993), Sygma’s OSSanbe
seenas an embryonicversionof ODSS. In the classificationof Fedorowiczand Konsynski
(1989) Sygma’s OSS wouldelongto Type 2, Structurelndependen©ODSS, that “spansthe
organisation”,and is “used by individuals outside functional or hierarchical boundaries”.
However, in its presentversion, it must be noted that the OSS doesnot conform to the
traditional model of ODSSsuch asthe one presentedby Carter,et al. (1992) and Turban
(1993).

The OSS was designed along with the overall Consultative Process with the objectives to:

* enable organisation-wide communication, discussion and sharing of information
independent of time and space limitations

* maintain the repository of messages and documents created in the process

» enable effective and efficiesbordinationamongdifferent individuals and groupsinvolved
in the Consultative Process.

The OSSwas basedon the University wide communicationnetwork and included an e-mail
systemwith ‘Sygma-All' facility (enablingl:n communication)controlledby a Coordinator, a
repositoryof e-mail messagegublishedon the Intranet,and a structuredset of documents
regularly updated on the Intranet.

The designof the OSSwas basedon the assumptionghat Sygma embodieda democratic
academic tradition and espoused broad based consultation in making stiategjans as well
as opendialog in a non-threateningfriendly discussionclimate. Various forms of public
discussionssuch asforums, consultativecommitteesand conferenceshad previously been
practised whenever the circumstances or issues required an organisational réspeleseent
previouslymissing,it was believed,was an appropriateelectronicsupportsystemthat would
provide avirtual forum in which all membersof the SygmaUniversity could participate. The
underlying assumptionwas that if such an OSS was availableto everybodythen Sygma
University would useits full potential for democraticdecision making. Almost all Sygma
members hadccesdo the University network and thereforewere potentialusersof the OSS.
The OSS communicatedntensively with its users:it sentall the messagesand documents
createdin the ConsultativeProcess,promptedor requesteda responsefrom the userson
particular issues (survey, discussionpapers, etc.), alerted users about important events,
deadlines, new documents etc. The OSS@isuvideda full setof accumulatednessageand
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documents (including different versions) which could be searchedawmadloadedat any time.
Due to thesepropertiesthe designersaassumedihe OSS wouldempowerboth academicand
general staff membersof Sygmato participatein the Consultative Processand actively
contributeto the innovationof their own work processes.Consequentlythey believed, staff
would not only be consulted but would feel ownership of the outcomes.

3 RESEARCH FINDINGS: A CONTEXT AND THE MODES OF
USE OF OSS

The nature of the Consultatirocessvas suchthat we haveto distinguishfirst betweentwo
levels of use of the OSS:

» group level interaction of individuals among themselvesthin a groupandthe group’s
interaction with others

» organisational level institution wide, public interaction between individuals and groups.

The research findings at each level will be summarisedviigéiean emphasion the socialand

cultural context and the patterns of use of OSS, schematically presented in figures 1 through 5.

3.1 GROUP LEVEL

3.1.1 Authoritarian and Bureaucratic Group Context

Characterisiics o1 the local context
 rigid hierarchical structure and authority of power,

» authoritarian andbureaucraticstyle of managemengroup leader(managerdirectsand
controls the work of members (subordinates)

* members’ dependence on their leader
* subordination and obedience to the leader demanded
« controlled access to information

Group Mode 1A Group Mode 1B Sidestepping-
Represe jon-bv-Manager the-Manager
0SS

: y p
submission

Fig 1 Authoritarian and bureaucratic local context and the modes of use of OSS

Several groups in the Sygma University exhibited an authoritarian, hierar@hetdalireaucratic
management model anshdemocratidocal culture. During the ConsultativeProcesamembers
of these groups were typically asked to meet itir leaderor manageito discussproposals,
issuesand concerns. The managemwould thenfeel responsibleto interpretand representhe
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group’s position. He/shewould for example submit the proposalor responseo “higher

levels”, via OSS. The characteristics of the local context and the modes of use of tfeeI@5S

in this type of context are presented in Fig 1.

Dueto his/her power position, a managerof this type would appropriateOSSto fit his/her
managemenmodel and values(Mode 1A). Despite open accessto all information in the

Consultative Process and repeated invitation by the Executive to all gtaftitopate,members
of suchgroupstendedto feel disempowere@ndvoiceless. Their perceptionof statusrelated
constraintsand pressureto conform to their manager’sviews appearedio make them feel

peripheralised in the Consultative Process. They perceived the role of @SSstiagexisting

interaction patternsand social inequalities, as well as reinforcing their manager’spower
position, something “that is for him/her not for them”.

In afew caseshowever,somemembersof a group got togetherwithout their managerand

submittedtheir contributionby e-mail. They perceivedOSS asan opportunityto avoid their

manageland escape the inhibiting forces within their unit (Mode 18)hough theseexamples
demonstrate a potentially emancipatory us®8f, the fact that the membersactedoutsidethe

“accepted’interactionpatternsand did notbasicallychangethe local culture,indicatesthat the

provision of an open communication platform, lR&S, may not have beerenoughto change
the local culture.

3.1.2 Close Knit Group Context

Someacademicgroupsrevealeda very strong local culture (see Fig 2) characterisedy a
particular valuesystemand professionaktandardsbelievedto be distinctfrom the restof the
University. Membersof such groupsfelt a strong identification with their group (often
coincidingwith professionidentification) and were committedto the bettermenbf their group
wellbeing and the protection of their interests. Members of the smaller cloggdunisopenly
discussedll the relevantissues(often using their group e-mail) and submittedtheir group
position or response to the Consultative Process (Group Mode 2A, Fig 2).

Characteristics of the local context

to the group in contrast to the alienation from and mistrust towards the University

freedom and creativity.

» democratic and participative management style and consensus based decision making
» astrong sense of community, collective responsibility, and high commitment and loyal

* mutual interdependence within the group; feeling of physical and emotional closenessg
» the University perceived as the “bureaucracy”, constraining their autonomy, academic

by

Group Mode 2A Group Mode 2B
Close Knit Group Interaction Larger Closed Group Interaction

Fig 2 Close Knit Group local context and the modes of use of OSS
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Largergroups,often consistingof severalfactionsor sub-groups(Group Mode 2B, Fig 2),

also submitteda consolidatedyroup responseput spentmoretime andeffort in negotiations.
Irrespective of the size though, close knit groups tended to petbei@®nsultativeProcessas
a new threatto their autonomy, asn intrusioninto their own businessand their professional
responsibility. They perceived the OSS not as an opporttaritg University-widedebateand
engagementith the broadercommunity, but as a meansto more effectively promote their

values and protect their group interests.

3.1.3 Open, Democratic Group Culture

A lot of groups exhibited an open, democratic and participative local culture (Fig 3),
encouraging

loyaltiestoward both the group andthe University. They not only engagedn the consensual
processeswithin the group but also actively promoted and battled for participative and
democraticideals within the University. Most of the active participants (apart from the
Executive) in the Consultative Process cdroen thesegroups. The availability of information
andthe transparencyf the ConsultativeProcessachievedthroughthe OSS madethem feel
empowered and better prepared to take a critical approach.

Characteristics of the local context
* open, democratic, and participative local culture encouraging both loyalties toward the
group and the University

» active engagement in the consensual decision making and collaboration within the grojp
as well as in the promotion and affirmation of participative and democratic ideals within
the University

* information and knowledge shared within the group and a broader University

ocaonanaluahy
SORRHRLHAEY

Group Mode 3
Open Communication Within and Without

Fig 3 Open, democratic local context and the mode of use of OSS

These groups used the OSS according to their idéas openand democratigorocess. They
usedthe full potentialof electronicallymediatedcommunicationdo engagein the University
debateto hearfrom othersandto be heard. They experiencednany benefitsreportedin the
literature: equalityof accesssofteningof statusrelatedbarriers,and decreasén their physical
and emotional distance from the Executive and from other fellow members.
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3.2 ORGANISATIONAL LEVEL
3.2.1Top-Down and Bottom-Up Hierarchical Interaction Process

Characteristics of the organisational context

* top Executive actingas brain and mind of the organisation, responsiblefor its
performance

» top down, hierarchical process; information flow from the Executive at the top
downwards to the members

» |egitimation of organisational knowledge based on the authority of power

Organisational Mode 1: Two-Way Flow of Information
Executive

Implementation

team \
Implementation \

team

’7 group

(t/
uni Individuals

Fig 4 Hierarchical, two-way interaction context and the mode of use of OSS

At the very beginning,the ConsultativeProcesswas conductedas a top down, hierarchical
process, characteriséy vertical flow of informationfrom the Executiveio the membergFig
4).

This use of theslectronicmediaby the Executiveo disseminate informatiowas perceivedby

some interviewees as an exercise of the authority of powas.feedbackirom the community
was neverthelessriggeredas eachmemberof the University and all the departmentsunits,

groups were invited to respond. A public two-way vertical communicaaibeenestablished
(OrganisationaMode 1, Fig 4) and towardsthe end of Phase 2antensified. The OSSwas

instrumental in achieving thevo-way communicatiorbetweenthe Executiveandthe members
of Sygma. Some interviewees found it democratising and contriktotihg more participative
decisionmaking. Others, lesgnthusiastic,found the interactions“controlled and carefully

managedy the centre”, “diminishing the origins of potentialresistanceand taking control of

them, appropriatingthem”. Although technically enablingan n:m interaction,the OSS was

perceivedas a meansfor two-way communicationpetweenthemandthe Executive,not as a
dialogue among the members.This mode of use of the OSS reiterated vertical flow of

informationtypical of bureaucratic and hierarchical organisations.

3.2.2Collaborative Interaction Context

The turning point in the use of tl@SS, andin particularthe Intranet,was an agreemenat the
beginning of the implementation planning processthat documentsmight be published
electronically in draft form as they were created or changedout necessarilybeing officially

approved. Despite the strict policy that required Presidential apgbaaly official document,

consistently applied prior to this point, the major Implementation team (chaired by the President)

admittedthat the sheervolume of documentsn circulationandthe dynamicsof their creation
and refinement made tipwlicy unrealistic.Instead,divisional teamswere encouragedo share

their draft documents via OSS, so that others could learn about them and check if there were any

problems (inaccurate assumpti@isoutanotherdivision, its tasks orresponsibilitiespossible

39



inconsistencies of solutions, proposed policies, procedures, &te)culture of sharingideas
with others and collaborating on the critical issues was gradually developing (Fig 5).

Characteristics of the organisational context

» more flexible, less hierarchical structures and relationships in the Phase 3 of the
Consultative Process

» authority of power positions in establishing organisational knowledge declining;
increasing sharing of information and knowledge across the University

» development of collaborative culture among members of the University

Urganlsatlonal Mode 2: Collaborative Interaction

Executive
Implementation
team
Implementation .\Af_o

team

Tndividuals

Fig 5 Collaborative interaction context and the mode of use of OSS

Comparedto the previousphase,the mode of use of OSS hashanged:variousteamsand
groups used OSSmore and more for lateral communications,knowledge sharing, and
collaboration.The process otreationandrefinementof documentswithin an implementation
teamand interactionwith other teams,groups and individuals via OSS was acceptedas a
knowledgdeqgitimationprocess Interestinglythe participantsin this process foundhemselves
in control of what was establishedas organisationaknowledgedespitethe fact that it was
contingent upon the President’s final approval.

4. CONCLUDING REMARKS

From a technologicalpoint of view the OSS provided equal opportunitiesfor accessand
contribution to organisation-wide decision making, as well as equal chanoessactwith and
influence others. These sametechnologically enabled opportunitieshave beenperceived,
interpreted,and used in many different ways acrossthe institution. OSS was used asan

instrumentto reinforce the existing interaction patterns,the authority of power, and status
relateddifferences,thus reproducingthe existing value systemand managemenstructures.
These findings are in line with the researebultsby Birksonetal., 1989, Rice (1990), Child

and Loveridge (1990), mentioned earlier. On the dtlaed, the OSShelpedsomeindividuals
and groups escapisting hierarchicalstructuresand bureaucratiaelationshipsand havetheir

voice heard.Many also usedthe OSS to interact with othersand engagein a discussion
irrespectiveof their statusandrank. This is consistentvith findings of Sproull and Kiesler’'s
(19911, 19911Db) that electronically mediated communications foster democracy.

The vast differencein use reportedin the literature and also found in our researchcan be

explainedby significant differencesin the social, cultural and organisationalenvironments
within which the technologywas embedded. The deepanalysisof the local contexts(units,

departments, groups, teams) on one hand, and the organisational contexgtbarthevealed
an essential role of the following contextual features:

40



e Subordination and obedience to superiors, lack of trust, dependemceghority, autocratic
managemenstyle using monitoring, control and reporting, typical of hierarchical and
bureaucratic systemproducea climatein which superiordegitimately usethe technology
(asany othermeans)to reinforcetheir power position and in which subordinatesuspect
that this might be the case. We do adreeewith Mantovani(1994)that the technologyis
adapted to the “uniqueness of the social contextotlerwords, the mereopportunityfor
egualaccessand freedomof speech(technologicallyfeasible)is not sufficientto changea
non-democratic, authoritarian context to become a more democratic and participative one.

» Questioningdisapprovalandrejectionof existing power structuresand the legitimacy of
power motivatedsome membersto use the technologyas an instrumentto escapethe
establishedbureaucraticconstraintsand voice theiropposing idealsyalues, and norms.
They usedthe technologystrategicallyto influence others, particularly top management,
with the aim to change either théacal contextor the broaderorganisationatontext. This
may be interpretedas having a democratisingimpact on the interaction patterns.Note
however that the technology in these cases did not affect the establistexdstructurenor
did it affect the role of the authority in legitimating organisational knowledge.

* A high level of trust, mutual interdependence, the authority of knowladdéhe climate of
collaboration and cooperation, information and knowledge sharing, characteristic of
democratic and participative management systems, seem to ideally maexthti@ogylike
the OSS. Although this management moalak rarely presentn its full colours,or at best
is found in pockets (groupseams), westill learneda greatdealfrom the changegealised
by the use of the OSS. The OSS helped those individuals and groups that were committed to
the democratiomanagementalues anda participativedecisionmaking. Essentiallythe use
of OSSenabledthemto actively participatein the creation,sharing,and legitimation of
organisationaknowledge. In sucha subtleway the OSS contributedto the fundamental
changes in the control of communication channelsraechanismsy which organisational
knowledge is established. These changes, we bebewpotentially extremelypowerful in
affecting the painful transitiofrom the bureaucraticauthoritariantype of organisatiorto a
more democratic and participative one.

Our casestudy demonstratesiow qualitative researchcan contributeto the understandingpf
particular social, cultural and organisationalcontextsthat conditioned complex interactions
among the actors and the technology (an Organisational Support System in our essd)ledt

us to uncover and understamlltiple contextualfactorsthat affecteddifferent perceptionsand
interpretationsof the OSS’s purposeand role, different ways of appropriationof the OSS
relative to the individual or group needs, interests, and position, as well as different implications
on the particular contextual conditions at the group and organisationallevel. The lessons
learned should be of interest to both tlesignersof technologiedo supportorganisation-wide
decision making processes and organisations that implement them.
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Abstract
Operational tools can be introduced into a real decision process to siipgifferent phasesf a
clear understandingof the multiple complexity elementsthat can characterisethe problem
situation allows an intelligent and integrateduse of valid tec hnigques. The mainelementsthat
characterisghe context complexity are presentedand put in relation with some typical decision
situations which can be faced by a technical appro&ometechnicalpossibilitiesof consistently
providing decision support with the context complexity are discussed.

Keywords
Context complexity dimensions, multicriteria evaluation, technology support.

1. INTRODUCTION

The understandingof which context an analystis working in is essentialfor a correct
intervention. Reasoningboutco ntextis essentiafor the choiceof a consistenapproachthe
identification of a usable method and the correct use of this method, mainly in terms of
decisional parameter modelling and choice of interactivity and sensitivity analysis procedures.

Problemformulationand structuringis an essentialaction that should precedeeachtechnical
choice,in the analyst'stechnicalinterventionandalsoin the structuringand developingof an

effective DSSThe contextunderstandingin the initial analysisandtestingof the information
systemrelatedto the problem situation, can have a strong influence on the two technical
contexts.This information systemis constitutedby elementsof a different natureand from

different sources and it is strategic to unde rstand the situation and then to supptextteach

action in the intervention process. The same structured knowledge can improve the effectiveness
of a consistent DSS.

A systemwhich includes and makesall thesedifferent information elementsusablem ay
support problem and context understanding and may orient the definitispetific courseof
action and the correct integration of differémbls, to reduceuncertaintyand contextcriticality.
A system,which canuseall thesedifferent informatio n elementsmay be moreflexible, in
terms of technical integration with different environments, orientatidhe userandthe user’s
problem, analysis of the market and its tendencies.

An analysison the relationshipsbetweencontext, knowledgeorganisation and definition of
decision situations is presented in this papevhich the secondsectiondescribesa schemeof
context analysis, key element modelling and main situation identification. The decision
situationsthat can be faced by a technicalappr oach (and more precisely by a multicriteria
approach)are presentedn detail in the third sectionand the relationshipsbetweenthese
situations, their main factors and the different technical actions is analysed in the last section.
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2. CONTEXT ANALYSIS

Contextunderstandings essentiaffor a correct intervention and this activity, in the initial
analysisandtestingof the informationsystemrelatedto the problemsituation,is orientedto
recognisingthe specific organisational processand operation al context and the multiple
complexity elements which can characterise the prokiamation. The main elementsproposed
in literature and here recognisedas significant and sufficient to elaborate an operative
framework, are synthesisedin a scheme and are related to three dimensions:
organisationatontext, processcontextandtechnical and operational complexity. Flood and
Jackson (1991) using the organisational and the complexity dimensions propose a categorisation
of problem contexts with the aim of grouping the different systemsmethodologiesand
suggestingwhen a situation favours the use of one rather then another. Here the two
dimensions and the thiggrocessuatlimensionare presentedvith a similar aim of recognising
and grouping situationsin which a specific technical approachcan be used and precisely
oriented to the situation.

2.1 Organisational and process context

The first micro-dimension is related to thiganisationatontextwhich influencesthe decisional
situation and the technicalaction. Some methodologicalapproacheshave beenproposedin

literatureto distinguishthe different situationsand adoptconsistentourses ofaction (seefor

instanceBowen, 1983; Ostanelloand Tsoukias,1993). In a real syntheticway three typical
situations are recognised and indicated stalale and unitariastate, stable andpluralistic state
and arevolving and pluralististate.

The first state identifies the most advantageous situation for the analyst, intkehpcbblemis
seen from the onland stabledecisionmaker’spoint of view and, if the solutionderivedby a
methodis acceptedjmplementationis assumedo follow. The secondstateis relatedto a
situationin which severalgroupsof peopleor stakeholdersre involved with different roles
andeachof themproposesa differentway of viewing and interpretingthe problem situation
basedon his orher backgroundgxperiencefraining and values. The situation can presenta
different complexity (in terms atonflict level and numbepf the involved stakeholdersind of
their perspectivesand objectives),the only positive aspectis the relative stability of this
situation, which implies time margins to analyse and face the problenfastiséateproposesa
pluralistic and evolving orga nisational context which implies clear difficulties for the analyst.

The secondmacro-dimensions relatedto the processontextthat characterises situationin
which problem formulation, involved actors, “means” , data, information, knowledge and
preferencegvolve continuously.A technicalaction should evolve during the interventionin
termsof the main purpose methodological approach,choice and use ofappropriatetools; a
DSS should memorise these evolving situations and allow arpeasggérom an information
anddecisionstateto a new one, from old to new problem formulation, possiblecourses of
action and decision criteria.

Three different statesare defined as pre-decisional,decisionahnd post-decisionalcontext in
order to synthesise the different elements which can charadtezigehnicalactionsin relation

to a decisionprocess.In the first statethe interventionis mainly orientedto understanding,
analysis and problem structurinigne limits ar e not so restrictedbecausesachdecisionis not
imminent. In the secondstate the problem situation should be sufficiently clear and well
structured, or it still has to be analysed but the technical actaefiredand may be urgent.In

the last situationat leastone decisionhavealready beenmade,but the resourceshaveto be
identified and mobilised and the decision implementation has to be supported and managed.

2.2 Technical and operational complexity

The third and last micro-dimensionis defined as technical and operational complexitand
includesa multiplicity of elementghat characterisend limit the operationalcontextin which
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every technical course of action develops. They catigimguishedasinformation, actorsand
environment characteristicahich are articulated in five criteria, each of which joins to different
qualification states(Roy, 1985; Vincke, 1992). Combinationsof these states(one for each
criterion or attribute) identify differertiéchnical and operational complestiuations.

Information characteristics

Two main complexity forms (orientation and understandingcomplexity characterisethe
information situation. Elementsof a referencesystem (points, co-ordinatesand categories)
allow the course of action to be oriented; tia¢ureand conditionsof this referencesystemcan
be different andthe possibleanalysedstatesare: Total absenceof a referencesystem(ARS),
Presencef arestrictive referenceystem(RRS) and Presenceof a limited referencesystem
(LRS) which is not restrictive and can b e improvednodified by a technicalaction. The first
state is especially critical because there is no particular idea ahlegwoblemhasto be faced,
the secondstate (RRS) proposesthe opposite situation in which a clear referencesystem
imposesg reat constraintsand sometimedimits the view. The last state(LRS) is the most
favourable because the reference system can guide the action without a strong restriction.

Information elementson the organisation anthe specific problemsituationcanbe globally or

partially lackingand may requirespecificinquiry activities. Threemain situationsare analysed
in terms of Total lack of information (LI), Constraintsin the use of previously acquired
information (Cl) and Imperfectinformation (Il). As in the previoussituationthe first stateis

especiallycritical, the secondproposesa differently critical situationandthe third representsa

normal situation.

Actors’characteristics

Decision complexityg related to the nature of the decision system. Tistegescharacterisehis
systemas a conflict or coercive(Flood and Jackson,1991) situation(C), a scarcelyrelational
situation (SR) and a co-operative situation (CO). fiils¢ situationis the mostcritical, because
conflict views reducethe mar gins of a technical action. The second,in which a lack of
communication can be technically solved, buh@y be the sign of latentconflicts, is relatively
less critical. The third situation is the most favourable, because a co-opamareachimpli es
different points of view, but also an inclination to debate and negotiation.

The perspective®n actionn an organisationcharacterisehe problemandimpactthe technical
approach. External and internal critical factors can generate a crisis situation; positive stimuli and
internal interests can generate opportunities (Mintzberg, 1976; Pettigrew, 199@)rational
actor" perspectivegpeopleand organisation®valuatealternativecourses ofactionand exercise
free rational choices; in the "situ ational control" perspe@kiternalfactorsor eventsconstrain
or force peopleand organisationgo behavein certainways. In the "emergent“perspectiveon
action, the behaviour of people and organisations emerges from a dynamic interaetiennaf
| circumstances and internal motives of interests (Pfeffer, 1982; Markus and BR888y, The
adoption of the first approadRRA) implies that the problemis well structuredandinformation
is available,completeand usable. This approachbecomesdangerous if the situation is
different. The secondstate (SC) implies an organisationapassiveattitude towardseachrisk
situationand a very attentivetechnicalintervention.The third stateis the most favourablefor
each technical course of action.

Environment characteristics

The natureof the environmentalstimuli to the problem situation characteriseand limits the
operationalcontext. They can be critical factorswhich are externalto the organisation(CEF),
internal critical factors (ICF) and internal stimuli and advantagegISA).The first two states
propose critical situations, the last state is completely different.

2.3 Classification schemes
The combinationsof all the different qualification states,for the five criteria, identify 243

different technical and operational complexitgituations, but not all theseare possible and
significant.In (Noreseand Maccio, 1997)all the situationswere analysedand ten setswere
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excluded because they wenepossible(3 sets),improbableor without any meaning (7). The
remaining67 possiblesituationswere classifiedinto nine typologies,in relationto the main
critical factors or simple constraints, and then ranked in four macro-levédsimaof criticality
and complexity gimple, difficult but under control, very complaxd critical situation), which
characterise the operational dimension (figThesefour statesmustbe connectedo the three
situations(stableand unitarian, stable and pluralisticand evolving and pluralistic) which are
indicated in relation to therganisationatontexts and the othstates(definedas pre-decisional,
decisionadnd post-decisiongl which characterisethe processontext. Twelve different
contextualsituationsare recognised(fig.2), in relationto the organisationaland operational
dimensionsandtheseacquiremore detaileddistinctionswhenthey arerelatedto the decision
process evolution and the operational finalities and time limits which characterise each phase.

If attentionis concentrate@n evaluation the contextanalysiscan underline specific elements

which conditionthe evaluationdevelopmentin somesituationsthe definition of an evaluation
procedureis quite impossible;in others,when the recognisedcomplexity is acceptableand

clearly characterised, the support ofspecific techniquesis requiredto reduce the critical
conditions and allow the evaluation development; the content of an evaluation, thatadydise
andcriteriato be considerecand what shouldbe measuredchangeswith the specific context
situation. In the next section the differavaluationconditionsin the variousdecisioncontexts

are examined, mainly in relation to the multicriteria approach and to its methods and procedures.

The relationships between these situations, thein factorsandthe different technicalactions
are analyseth the last sectionand connectedo a new generatiorwindow-basecdenvironment
which allows the processing of structured data, images, documen ts, graphics and voice).

Macro-levels Typologies 67 possible
| situations
Critical situations Urgency, conflict and innovation (crisis) 3
Urgency and conflict 4
Conflict 6
Very complex situations Urgent and without any reference situation 4
Urgency 14
Inconsistent decision approach 6
Restrictive reference or information system 4
Difficult but under control |Information and decision constraints 24
Simple situations Structuredproblem, without information and 2
decision system limits

Figure 1. Operational dimension macro-levels.

3. EVALUATION AND MULTICRITERIA AID FOR DECISION

Evaluation is a complex and elusive notion that has a number of overlapping interpretations. It is
an on-going activity, which is always present in a decision process; the contents andtf@m of
evaluation change in relation to the specific phase of th e decision process, to its nature and to its
main purpose. Evaluation can be seen as a process and at the same time as andegisidant
supportfunction; it may be defined as a collective learning pro cesswhich links evaluation
contents (that is the values and criteria to be consideréd/hat shouldbe measuredjvith the
evaluationcontext(Serafeimidisand Smithson,1996). The evaluationcan be consideredas a
process fordiagnosing malfunctions an d suggestingappropriate remediesas well as
contributing to the planning of organisational activities. From a system’s perspegtlgtion

is the crucial feedback function, which helps the organisation learn and which helps managers to
plan andcontrol their investmentsFrom a managemenpoint of view, evaluationis a process
orientedto establishinghe value of an object(or a project, a candidate,an idea, a courseof

action and so on) for the organisation.
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This last interpretationis the core of methodologicalapproachesvhich focus onvaluesand
alternativesto solve decisionproblems(seefor instanceKeeney, 1992) or onthe multiple
consequencesf the possibleactions-decisionsseenas applicationpoin ts for decision aid
(Roy, 1996). This last, the Multicriteria Aid for Decision,is a discipline orientedto support
decision processesn different organisationcontexts, usinga multicriteria approachand
evaluation multicriteria methods. These methods are flegitd@igh(and numerousenough)to
be used in different contexts, but the choice of a specific method and the correct mstraich
(mainly in termsof decisionalparametemmodelling and choice of interactivity and sensitivity
analysis procedures) are closely related to the context.

Theevaluationprocessdevelopsand assumedlifferent roles and meaningsin relationto the
organisationabnd operationalpeculiaritiesof its context.In the classificationschemeof fig.2
twelve different contextual situations are recognised in relation t o the congextisationahnd
operationaldimensions.Situationsll, Ill, IV and VIl cannotbe faced by a multicriteria
approach and evaluation multicriteria methods because of their great cordlictative nature.
Situationsl and XIlI arenot realistic or not significant. The other situations,which may be
faced by a multicriteria approach, are defined as:

00 multiplicity of homogenous point of view (situations 1X, X and XI);

O multiplicity of non homogenougoints of view in a generalattitude to co-operationand
negotiation (situation V);

OJ multiplicity of non homogenouspoints of view from non collaborativeinvolved actors
(situations VI and VII).

These three macro-classes acquire more detailed distinctions when thayianelationto the

decision process evolution (and thterthe operationalfinalities and resource/timdimits which

characteriseachphase)andto someimportantelementghat characteris¢he decisionprocess
andimpactthe evaluationcontent,such aghe structuringlevel of th e problem situation, the

multiplicity and interdependency level of the problsituationissues,the initial definition level

of decisionalternativesand criteria and the information state. Somedifferent global contexts
may be proposed, three of these a re here desdrédmadisef their greatinfluenceon the way

of thinking and developing an effective DSS.

A formal multicriteria model and a multicriteria method

Whenthe problemsituation,the model (in termsof decisionalternativesand criteria) and the
information state are at least partially structured,the decision processstate is generally
decisional.In the presenceof homogenouspoints of view, the operationaldimensionfirst
macro-classdentifies the contextualsituationwhich canglobally be definedas relatively easy
(situations IX and X) or rather complex, but only in termhsirgencyor informationrestriction
(situation XI). Several evaluation multicriteria methods lbamsedand the choiceof a method
is mainly relatedto the problems tatementdefinition (choice, sortingand ranking problemsg
Roy, 1985) to determine a subset of actions consideredtte bestwith respecto the family
of criteria, to divide a set of actions into subsets accordisgrieenorms, to rank the actionsf
rom best to worst) and to the specific information state (accuracy or uncertainty of the data). The
presence of homogenous points of view means that each decisional paraessigynsodelled
and a plurality of parameters are defined with the aim of a s ensitivity analysis.

If information is not partially but completely structured and binding (RRS and CI as Information
characteristicsgf. 2.2),thesituationcan becomedifficult when the information structureand
quality are not consistent with the method requirements easy (situations X and XI).

If the contextsituationis characterisedy a multiplicity of non homogenougoints of view
(situationsV, VI and VIl), evenwhen a generalattitudeto co-operationand negotiationis
shown, the deci sion process requires a collective validation of both the conoapde&bf the
problemsituation and the formal model (Landry et al., 1983) and then, if they are globally
acceptable, passage to a method. The collective validation of a partially struc turedhmattél
be supportedoy a very flexible system,such aghoseproposedn (Belton, 1985and Friend,
1989).
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| Operational  Simple situation Difficult but Very complex Critical

| dim. (Well structured under control (Urgency, decisiosituation
Organisational problem without (Information and and information (Urgency, confligt
dimension information limits)decision constraintsyystem restrictionand innovation)
Evolvingand _Conflict and_evolving situations

pluralistic state (I) Not realistic  (Il) No MC (1) No MC _(IV) No MC
Stable and Non homogenous points_of view

pluralistic state V) (VI (VI (VIII) No MC
Stable and _Homogenous _points_of view

unitarian state (IX) X) (XN (XII) Not realistig

Figure 2 Contextual situations.

A formal multicriteria model as an "evolutive” system

When the problem situation, tieodelandthe information stateareill-structured, the decision
process state is generally pre-decisional and the intervention is mainly oriented to
understandinganalysisand problem definition and structuring. The contextualsituation is
frequently relatedo the stableand pluralistic stateand, whenit is identified by the first or the
secondmacro-clasf the operationaldimension(situationsV and VI), specific techniques
should be activated for each class to reduiteal conditionsand uncertaintiesand allow more
detailedcharacterisationdDifferent approacheand tools have beerproposedin recentyears
(seefor instancelLendaris,1980; Bowen, 1983; Kling, 1987; Rosenhead1989; Rohrbaugh
and Eden, 1990; Basadur et al.,1994; Buffalet1996). Someof thesehave beerorientedto
specific aims, such agproblemidentification, formulationand structuring,while othershave
been more concerned with the global management of problems and hadalsritical review
see Baldwin et al., 1991). Some of these tools are proposed as Decision S upport (Systems
for instance Eden and Radford, 1990; Jelassi et al., 1992), otheasherenethodologicabnd
technicaltools. The initial perceptionof the situation complexity should orient in adoptinga
correctapproachand a specific technique.The integration of some key tools in a context-
sensitive system could lzeusefulanswerto the multiplicity of ill-structuredsituationsandthe
only possibility of supporting a formal modelling phase.

A formal multicriteria modelhasto be developedfor t his situationas an "evolutive system"
(Ozernoyand Gaft, 1977; Schneeweiss1987; Ostanello,1990) which is basedon different
elementssuch aghe problemstatementthe set of actionsand the family of criteria, which

changeduring the process.Often none of theseelementsare known at the outset of the
modelling processand different analysisand modelling stepshave the main task of element
identificationor elaborationand making theseelementsoperational.lt rarely happenghat the
actionsandc riteria of a decisionproblemare objective realities which are easyto graspand
model. Multicriteria aid to decisionsimplies that the scientist, before attemptingto apply a
method, should helfhe decision-maketo definetheseelementsandthe latter may be one of

his most arduous tasks (Vincke, 1992).

Innovative situation and collective action on the models

When the problem situation and the model are ill-structured and anyinformation elementis

absent (ARS or LI as Information characteristics, cf.2. 2), the decision process state is generally
pre-decisional (post-decisionalwhen the decisionimplementationis difficult, new for the
organisation and object to structuring and planning) and the contextual situation can be identified
in relationto different situations,with a growing level of difficulty (situationsX,VI, Xl and

VII); the situation can be defined as innovative and the intervention is oriented to the
management afiew ideasand proceduresput mainly to acquiringinformationelementsThis

implies an individual and/or collective work on the possible model elements,which are
developedby interactingwith differentlogics of action and the severalrepresentationsf the
involved actors, exploring each possible information element, acquiring information and
redefiningit until an acceptabldevel of stability is obtained.This implies the employmentof
techniquesandtools which canfacilitate discussionand explicit negotiationof the significant
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problemelementsgenablingthe structuringo fdifferent courses ofctionand their assessment
and control. Effective and efficient modellingquiresa greatdeal of expertiseandis generally
not supported by well structured tools. A model should include all the significant pbwitsv
on the pr oblem and eear specificationof eachelement;its structureshouldbe simple, easily
understandable and rigorous.

Eachsituationneedsspecific capabilities,of nonhomogenouslatahandlingin interconnected
databasessignificant informationselection,graphicdisplay of the resultsand direct use of
selected data as inpidr a method,without any specificinterfaceprogram.The growing level

of difficulty of the identified macro-situationsimplies other possibilities such as use of
hypothetical infor mation elements in addition to the others, combination of hypothetical and real
information elementgo determinepossiblescenariosicomplex searchesn the databasewith
ranking ofthe results,managemendf complexelementclassesvherereliability, satisfaction,
sharing, etc., areonnectedo information; dataanalysisby hypertextuahavigation,similarity
analysis on the database information.

The possibilitiesfor providing decisionsupport,consistentlywith the contextcomplexity, are
now almost a reality. Some of these are discussed in the next section.

4. SUPPORTING TECHNIQUES

The needof translatingfacts, proposals points of view and preferencesnto formal models,

where mental, written and numerical ddtam different sources areorganically synthesised,
is commonto eachof the analysedsituations.This is not a novelty. Inthe 1980'’s research
mainly focusedattentionon the hypothesighat data,knowledgeand inferential capacitywere

the basis of a DSS. In this context themeret wo mostimportantaidsthe systemwould have

to provide: analytical capability and data managementThe advantagesof non procedural
manipulation and inferential retrieval (Bonczek et al.,1981) were emphasisedversus the

limitations of proceduraimanipulation. The use ofgraphicaluserinterfaceandfacilities (such

asreportgeneratiorand graphicproduction)were overvalued A correspondencéetweenthe

relational view of data and models were also hypothesised (Blanning, 1987).

The 1980’s approachwas also characterisedy an attemptto directly find decisionproblem
solutions by meansof the tools and the opportunitiesthat the market supplied (window
interfaces expertsystems hypertexts,nformationretrievaland so on). Whe n, for example,
conventionalDBMS were onlgbleto handlefactsin the form of relationsandtuplesor in the
form of files and records,the expertsystemapproachattemptedto overcomethis limitation

because the essential knowledge in a DSS could no longer be described only with facts.

In the oppositeposition and over the sameyears, the ideas and requirementsof the DSS
researchers were acquired in the context of design and developinirgiokmation management
systems.An exampleis QuerySys(cf. Marzano et al., 1993; INSI EL, 1993), a data
managemensystemwhich was developedin the early 1990’s for the purpose offull text
management, but was then experimented in a multi-actor conteKieassson SupportSystem.
Textsare not the only information type in a DSS, theref ore QuerySysevolved towardsthe
managemenbf other data, such astructureddata, imagesgraphics and voice. From a
documentmanagemensystemit becamean information managemensystem.The QuerySys
environmentnow integratesthree different paradigms of data managementDBMS for
processingstructureddata,informationretrievalfor processindull text dataand hypertextfor
browsing and linking differenthunk®f information. QuerySysnanagesinidirectionaland bi-
directional links between data objebtislongingto the sameor different databasesA label can
also be associated to a link areh be usedto retrieveand browseover the dataobjectswhich
sharethe samelabel. This featurewas usedin ( Buffa etal., 1996) where the main database
conta ins complex data objects formedfby text data,structureddataandlinks and eachdata
object corresponds to the stereotyped representation of asiagi@roblemor a specificsub-
problemof an unstructuredand multi-actor problem situation. QuerySys link management
function was usedto build the Actor StructureNetwork andto link the items of the main
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database tohunk®f information stored in the support databa3ée Actor StructureNetwork
describeghe relationshipsbetweeneachindividual or collective actor who is recognisedas
being aninformation sourceand/or a key stakeholdelin the past, presentor future decision
processesndis quotedin the main databasen terms of main elementsthat characterisehe
actor's positionn relationt o the problemsituationandthe decisioncontextand process.The
relationships can be made explicit in a logic and graphic way.

The externallinks, which are posedbetweenthe main databasedata objects and the items
belongingto the support databaseare also very useful, and make it possible to obtain
information from other specific databases by mearikedfeferencecontainedn anitem of the
main databaseAn unlimited numberof supportdatabasegan be used. Since the program
adopts a multi-document approach, ipassibleto openvarioussearchsessionn the screen
at the sametime and simultaneouslyvisualiseinformation from different databasesA search
session is a window containimgformationretrievedby meansof a sequencef queries.Th e

system also offers the opportunity of collectistpringand savingthe outcomesselectedrom

several search sessions.

The full text search is also an important facility use@ Buffa et al, 1996). It is easyto obtain
access to the data objects by usingkieygwvordscontainedn the full text fields. Eachword of
the text is a keyword, with the exception of those that appdhe stopwordlist. The usercan
specify topics of interest through a query so that the system cadgafiadbjectsthat deal with
the sametopics. Keywords are also combinedusing Booleanoperatorgo specifytopicsfor a
query. Links can then be established between the data objects that satisfy a given query.
In relationto this last opportunity,the systemshouldagaindevelopto connectthe actorsin a
decisionprocessand managedifferent knowledgeforms, in relationto the pre-decisionattate
requirementsThe new query form, in additionto the othersin use, is characterisedy a
dialogue window where the user cadic atewhetherthe full text searchhasto be madeon a
specific field or on all the full texts (fig.3). The query words can be filtered by the elimination of
: stopwords, less then three character words, cipherg/arts that are characterisedhy a less
or greater

%
full text field = Rl?_l?ram_:g.

Search string ¥ Stiing Analysis ... T keys ...

multicriteria decision aids in financial, business environment

Structured fields Keys to search

| [] | |

Figure 3: Query form.
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Figure 5: Relevance assignment: second modality.

then a specific thresholdfrequency.A statisticalanalysis can be developedto determinea
correctand specific thresholdvalue. A relevancevalue can be assignedo eachword in the
guery and memorised. Two different modalities can be udwlfirst calls the list of the word
valueswhich have beemmemori sed and then changesthe values interactively (fig.4). The
second modality implies that the values are changed on the quenyhett,is presentedn the
dialogue window (fig.5). The query words assumethe colours which are relative to the
assigned valu e.The relevance values can be: very high, high, mediuandowll. QuerySys
allows the search outcomes to be saved in folders. In Query®jderis a window in which
it is possibleto collectand storerecords.Belongingto a databasecopiesof rec ords can be
transferred to &older, which canreceivea name,canbe savedon diskandrecalled.A folder
cancontainany numberof exportwindows, aslong asthey are compatiblewith the available
memory resources.

5. CONCLUDING REMARKS

Contextunder standingis essentialfor a correctintervention mainly when it is oriented to
recognisingthe multiple complexity elementsvhich cancharacteris¢he problemsituationand
limit each technical course of action. Process evolution goes together with deestandingpf
different contingentsituationsthat evolvein termsof problemformulation, actor structureand
informationrequirementsand processingThe different approachesnd points of view of the
involved actors, in the context of work, induce lim its in the technical approach besidists

53



in the globalcourseof action. This criticality implies choices(of a communicationanguagea
methodological approach, a class of acceptable methods, etc.) which aretsithgarhoice of
an Information System environment for an effective DSS.

Technology continuously progressesand the technical possibilities for providing decision
supportmore consistentlywith the contextcomplexity are now almosta reality. The growing
complexity of situations,which t he analystswish to face, inducesnew complexity in a
supporting system and this system risks becormmgomplex(andlost in an oceanof details)
thatit cannotbe managedA strong control on the natureof the effective Decision Support
Systems main r equirements should reduce this risk.
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UTILIZATION OF DATA OF NATIONAL STATISTICS
IN THE PROCESS OF DECISION MAKING

Toma_ Banovec, Niko Schlamberger

Abstract

The paper deals with general problems of decision making. For a decidgiemniade,there
are three entities involved. Datagenerally recognizedas a necessaryrerequisiteto come
to a decision. Nexto data,an adequatemodel to deploy the datais needed,and both data
and model must beonsideredwithin a relevanttime interval. All of the three put together
provide groundsfor a correctdecision.As the presentmethodsallow to decide upon the
correctnesf a decisiononly afterwardsthe authors proposethat insteadof the term "a
correctdecision",the term "a probability of a correctdecision"be used.Further,they also
introduce a concept of a provably correct decisiontfis end an impartial method should
be devised to help extract relevant information, relevant knowleatgkrelevanttime frame
to construct a particular decision function for a particular situation.

Stateand political decision making is treated further in the paper. Decision making is
probably one of the few generic functions of every government. Fanfact on all of the
subjectsand very often also international consequencest would be desirableto have a
method for producing provably corredecisions.For this, impartial, nationally normalized
and internationally harmonizeddatais required. In most casesit is provided by national
statisticaloffices. Categoriesuse,and importanceof statisticaldataare presentedand it is
proposedthat for statedecisions,impartial and transparentmethodsbe used. The authors
believe that semi-quantitative models would greatly improve the process.

1. INTRODUCTION

One of myths of information sciencesis that of the correctnessof decisionsbasedon

appropriateinformation. Yet, in history, not to speakabout personalexperienceof every
individual person, the authors included, there is plehtyxamplesof wrong decisionsevenat
havingall the necessarynformationat hand.More rare and more surprisingare caseswhere
decisions wereorrectalthoughbasedon irrelevantinformation. Probablythe mostillustrative
exampleof suchdecisionsis the life story of an American millionaire Timothy Dexter, who

lived atthe beginningof this century.The story deservedo betold in more detail, but just to

summarize -- he was a joke to the business world of theB¥ghandof his time, and mostof

his moves were laughed at. Surprisingly @achone of themhe becameall the more richl1].

How canthis be?An obvious answeto the questionis that besideghe relevantinformation,
somethingelseis requiredfor a correctdecision.For this reasonthe statemerdboutrelevant
information as a basis for correct decision is an oversimplification and thus deceptive.
Information (or data) is a necessary, but not sufficient condition for a correct decision.

The categoriegdlealtwith in the paperare known, but nevertheleset us define someof them
that are usedfurther in this paper,knowing at the sametime thatfor everyone of them,even
tens of definitions have been offered and used.

A systemis a hierarchical aggregationor assemblageof objects joined in some regular
interactionor interdependenci order to performa functiont. They are composedof entities
which are described attributesand which executactivities For the purpose of the paper, it is
convenient also to offer a classification of moti@Riagram 1).

A modelis abody of information abouta systemor a process,gatheredfor the purpose of
studying [2]. The body oihformation may be formalizedand structured, ounformalizedand

' Definition as found in [2] and extended; extensions are shown in italics.
? Classification as found in [2] and extended; extensions are shown in italics.
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unstructured, oa combinationof both. Strictly speakinga modelis only presentf it is being
structured and formalized. In this case a model of a system is a valid funstrophiication of

a partof a systemor of a systemasa whole. A modelis context-dependerds it dependson

what part or a property of a system or a process is examined. To test a sgsi@msmethods
areavailable.In mostcasest is more conveniento testa model of a systemratherthan the

system itself, so a model httsbe setup to simulatethe real system.A modelis testedfor its

validity by enteringdatainto the model, byobservingthe datathat is the result of operations
required by the model, and by comparthg resultsagainstthe requiredor desiredvalues[2].
Normally this is done by iterations whereby during the process the model itself may change too.

MODEL
REAL ABSTRACT
PHYSICAL MATHEMATICAL
STATIC DYNAMIC STATIC DYNAMIC
NUMERIC ANALYTIC NUMERIC
QUALITATIVE SEMI-QUANTITATIVE

QUANTITATIVE

Diagram 1: Taxonomy of models

2. ON MODELS, THINKING, AND DECISIONS

2.1 Correctness of a decision

When studying decisionswe are dealingwith real situationsin real systemsand with real
consequences. lprofessionalas well as in everyday life decisions are made daily.
Undoubtedly, the concept of decision is common and familiar. Also it is commonly agreed upon
that
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(1) for decisions, information is needed, and
(2) it cannot be certain in advance whether a decision is to be a correct one.

A questionis whetherit is possibleto discussdecisionsin generalwithout testingthem on
specialcases.In particular,thereis a needto define when isa decisiona correct one. To
generalize this question, we nefadt to definea correctdecision As a decisionis requiredto
reach a goal, let us offer the following definition:

A correct decision is such thiaas produced the required or desired results in such a mahaier
goals need not be changed subsequentiat the decisionitself doesnot haveto be changed
subsequently.

The definition implies that the correctnes®f a decisioncanbe provedonly subsequentlyi.e.
after the decision has had its effects. Insteadof the expression“a correct decision” and
“correctness of a decision” it is therefore more appropriate to deal witthability of a correct
decision which may be decidedonly afterwards.Let the decision functiorD be a function of
three variables: of a modeh), of data ¢), and of time ):

D =D(m, d, t).
The model itself is depends on go@s limitations(l), and rulegr), thus
m =m (g.,l,r).

Generally,the goals are agreedupon, the limitations are known and recognized,so that the
contextual dependency of a model is brought about bgutes. Thesevary with the properties
of a system that are the subject of study. As generalized problems do not exist, theaeraso
exist generalized models. Let it only be noted that models must be somehow forrbalizéd,
form of a diagram, of an algorithm, of a function, of a structure, or otherwise.

The decision function may be assigned any value frmtading O (a certainlywrong decision)
to inclusivel (a certainly correct decision). It is rather easy to sede¢pendencyf a decision
upon the model and data. Timetl® third variablefor an obviousreasonthat the more distant
the future, the harderis a correctdecisionto comeby, all other conditions being equal. A
probability of a correct decision is more likely when

an abstract modein) is simple,
relevant datad) is available, and
the time in questiort)is short.

Knowing this, we now also know the answer to the quesigikedin the introductorychapter,
namely how can this be. Let psoposea matrix containingdataand model (for the sametime
frame, Table 1):

model + -

Table 1: Model, data, and decision

In the above matrix, let + representrelevant data and relevantmodel, and let - represent
irrelevant data and irrelevant model, respectively. The four possible combinations are (+ +), (+ -
), (- +), and (- -). Provided that time is the same for all the off them, the combinatipmwit

yield a correct decision,the (+ -) and the (- +) will yield incorrect decisions, and the
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combination(- -) will yield an uncertainresult;in particular,it may, surprisingly,alsoyield a
correct decision.

It is commonly acceptedthat decisionmaking should be studiedin depth and that decision

making may be improved by using computers. However, there does not seem to be a commonly
acceptedrationale behind the extensive study of decision making processesand their
enhancement with or without a help of software tools. The authors b#lehtke ultimate goal

of studying of decision making should be devising of methodsand tools that will enable
provably correct decisiond.o put it simply -- a correct decision is just aod enough.Again

there arises the question of a definition, and let us offer the following.

A provably correct decisionis suchone to which any person, given the sameknowledge,
information, and time span, would come regardless of the person's individual preferences.

An example of a class of provably correct decisions are proofs in mathematics. Obviously, if we
want to eventry to cometo provably correctdecisions,there mustfirst exist a method. A
schematic representation is givienthe Diagram2. In any particularsituationfor a decisionto

be reached, there exists a badyknowledgefrom which appropriatesubsetmustbe extracted

to createa model simple enoughto be considereds a relevantsimplification of the situation.
From the body ofinformation, the relevantsubset ofdatamustbe extractedio be usedin the
particular model. From the time continuum, a particular ttma time spanmustbe chosenfor
which the decision functioB will be valid. Provided there existedreethodo help producehe
above, and that there existed a decision function, the decision shaudebly correctone.
Unfortunately,asyet thereis not a methodavailableto be employedfor the purpose.Nor is

there a general decision functionavailable, for that matter. Computer programs are not
necessarilyneededo carry out the schemento real life. They are usefulonly inasmuchas to
enable us to produce models easier, to extract relevant data easier, and to test models faster.

body of knowledgs

body of info
ontinuum

method— relevant knowledge relevant information
relevant time

' v

decision function

Diagram 2: Elaboration of decision function
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2.2. Making decisions

It is commonthat decisionsarereachedrrationally and that only afterwardsdecisionmakers
rationalize, i.e. look after the arguments to supgi@tecision.It is alsoknown that, in order
for decisions to be made, there must normally exist motives. No decisions middevithout
motive, and manytimesdecisionshaveto be madeunder pressure,of which the time is the
most known general constraint. All of the above preaamnvironmentin which decisionsare
to be made.To be ableto studythe process ofdecisionmaking we shall thereforetry not to
consider the environment.

We speak of making decisions when there is a tablke twcomplishedr a goal to be reached.

It is not importantwhethera taskis an easyor a difficult one, or whethera goal is nearor
remote, or whether ways to solution of the problem are known or not. The decision isaatfinal
of a mental process of thinking. Act (or acts)follow decision(or decisions).The process is
represented in the Diagram 3.

Diagram 3: Thinking to a purpose

In the abovediagram,thinking is understoodas a process ofdevelopingabstractmodelsand
their testing by means of data and information. déasionis the choice of a model, and finally
anactionfollows by utilizingreal resourcesin the abovediagram,all threequantitiesmustbe
present in order to be able to consider a true decision making process. It may happeahat
more of them do not occur. In sucha casewe are not dealingwith a real decisionmaking
process. The possibilities are shown in the Table 2:

thinking decision action
1. + + +
2. |+ + -
3. |+ - -
4. - + +
5. |- - +
6. |- - -

Table 2: Thinking, decision, and action

In Table 2, + and - indicate whether a quantity is insttieemepresentor not. Only in the case
1. we may speak aboutreal decisionmaking process.Case2. is a caseof a uselesglecision
since it is not followed by an action. Case 3. represents a needless thinkirsgnas followed
neither by a decisionor by an action.Case4. is anintuitive decisionasit is not precededy
thinking. Case 5 is an example of a reflex action thabigprecedecheitherby thinking nor by
a decision, and the last case is void. Only the first case meyniselerechs completeandthus
the matter to be dealt with further. In the scheme, the process of thinking implitetbé an
abstract model to be tested. The more appropriate the model atatdttbe morelikely is that
the decision will be the correct one.
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3. DATA OF STATE STATISTICS AND DECISION MAKING

State statistics is a veppecific caseof statistics.lt employsrecognizedstatisticalmethodsfor
purposesof measurementzomparison,and presentatiorof phenomenan three domains of
observation: population, territory, business, and combinations thereof. Methods of
determination and saturation of information needs in administta@@mingly differ verynuch
from countryto country. Still, in marketorienteddemaocraticcountriesrules are quite similar
and methods are internationaligrmonizedhroughefforts of internationalinstitutions (United
Nations, International Monetary Fund, OECD, Eurostat),and decision making process is
sometimesextto aritual. Informationutilized is mainly resemblingrelated,and comparable
alsoin termsof methodsemployedto provide the data.Internationalinstitutions are normally
ready to help to accomplish reconciliation and comparability of common statistical platforms.

It is often so thata considerablgortion of informationneedsof a statesooner orsometimes

later becomes represented in programsotiécting of statisticaldata. The resultof this is that
national statistical offices (NSO's) support most of traditional collection of national dais #hat
platform and of importancefor domesticusers(stateand civil servicesin complete, private
sector, household and natural persons, non-government institutions) auoddose offoreign
useandinternational comparabilitfinternationaland stateobligationssuch asUnited Nations

and its institutions and others mentioned before; internataomall/sts'groups,forecastersand
related; stock brokers, finance markets, commodity markets, financial institutions, stock
exchanges; and other users such as neighbour states, predominant partners, intelligiévece, and
like).

Governmen@andrelatedinstitutions are to be understoodas responsibleholdersof common
state and civikervicesfor their subjectslbusinesses;itizens,andtheir associationsLikewise
areto be understoodolesof NSO's as thoseof information servicesinstitutions. However,
thereis a differencebetweenthe two in the political power of the state,which may be and
indeedshouldbe professionalput is periodically questionedy meansof electionsandis for
thatreasonin a specificposition. To the contrastthe NSO"s normally have anemphasized
professionalfunction and a position that is professionallyindependentof the state and the
government. In particular it may come about that statistical measurement of swdedase of
the actualgovernmeniare understoodas an arbitratory function and may, althoughbelatedly,
even influence elections. Divers ranking of accomplishmeingtate their stability, security of
investment and similar criteria, introducedthg IMF after the Mexicancrisis, are a proof that
statistical data and activities of official state statistics are used as a main platform for decisions
those categories.

Most of decisionmakerson governmeniand other executivelevels understandmportanceof
state decisions.In Europeanenvironment.are extremely important obligations of the EU
countries as stated in the proposed compendia. Their volume is huge and virtually
misapprehendetb most. Eachnew governmenttendsto begin by creatingof a model of
metadata bases, so hoping to understand macro data, micrardtaeir sources.Somebasic
statisticsand accountsthat are of interestto domesticand foreign governmentsalike are the
following:

- growth and expenditure of the gross domestic product and their sectorial distribution,
- interest rates and cost of capital,

- unit of measure of inflation and indices,

- variations of employment and unemployment,

- migrations of population,

- health statistics and social policies,

- balance of payment and related data on international commerce,

- savings in households, intended spending, condition of funds,

? as stated by Abraham Lincoln in the Gettisburg Address -- elected by people in service of people.

62



- immediate foreign investments,

- births, deaths, life expectancy,

- agricultural production,

- data on the environment,

- taxes and tax policies,

- development of information society.

There are also other statistics that are departmeiigdigtedand hencehorizontally not readily
comparable. Their administrative content is a consequence of partleptmentategulations
and does never consider a phenomenon in complete. It is crucial that decision makevgtaced
a abundanceof data and contradictions,have to decide upon the future of a country and
therefore about their political destin@orrectnes®f decisions-- whetherthey will be liked or
not by users of state servicé®,. voters-- is periodically decidedupon at elections.Thereare
very few political projectsthat extendover more than one mandateperiod, and there are very
few voters-- or citizens,for that matter-- that are preparedo believeinto necessityof being
deprivedthemselvesn order to so provide their offspring a better life. Resemblingis the
situation in various sectors and parts of the society thdiesr@usef their monopolypositions
in situation to price their services uncommonly high as compared to the rest.

The new wave of globalizationthat was startedby developmenif information technology,
information highways, and better communication has openednew problemsof generaland
statisticalcomparability. The stateof today is extremelydependenbn global economicaland
socialenvironment.Countriesare looking after more safetyandthey createnew alliancesand
partnerships (such as EU, North American Free Trhs#®ciation).Internationalcomparability
of statisticaldatahas becomethe prerequisitefor subjectsin power to begin cross border
dialogue all. For somecountriesratingsare extremelyimportantfor their presentandfuture
destiny. At the sam#me new financial tycoons(legal and naturalpersonsalike) are more and
more driving and global.

4. MODELING FOR STATE DECISIONS

Decisions that are made on the government or political levelcaineally in oneway or another
of importanceto all the subjectsin a country. Consequently, amuch neutraland impartial
source of data is needed to be sure that the information used in the decisionprad@sgvas
as much relevantas possible.Typical of those decisionsis also that they require complex
models thatre hardto build, that estimatesandinformation are often usedratherthan precise
data, and that time span is normally rather long. Athekeprovidefor thatthe solution of the
decision functionn termsof high probability of a provably correctsolutionis ratherdifficult.
But let us supposehat thereis a methodas proposedn chapter2. What a strengthfor any
government it would be if it were able to produce provably correct decisions!

In political decisionmaking, it is often that goals are vaguely defined (but not necessarily
vaguelydecidedupon at the sametime), that limitations are neglected that the actual datais
unimportant, and therefore a model is hardly possible to be spoken of. An examplditdal
decisionpar excellencavould be the answerto the following question:is Sloveniaat the time
being already fit to join th&uropeanUnion? Let us keepin mind thatthereare two aspectgo
be considered when answering the question: that of Slovenia and that of the Europeals Union.
it possible to predict the decisions of cred the other?All relevantdatais known as Slovenia
hides nothing in this respect. Time is the same for both -- now. Bwe &sow, decisionsare
different. So there must keedifferenceand, accordingto the process aslefined in chapter2,
the difference must b@ the modelsused.Otherwisethe resultoughtto be the same,whether
positive or negative, but threame.Another possibility is that goalsof one or anotherare other
than declared.

The aboveexamplehasbeenusedjust to illustrate the issue.Internally, political decisionsare
normally much more evident in terms of models for two reasons: dhatis is so requiredby
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democraticparliamentary,legal, and other procedureswhere transparencyis the common
denominatorThe otheris that every governmentmust deliver measurableesults. Therefore,
datais the sameandequalfor everybody,and modelsare hopefully agreedupon beforehand.
However, as there is as yet no means to providprimrably correctdecisions thereis always
a danger of forcing models to fit decisions or vice versa.

5. THE STATE, DECISION MAKING, AND THE STATE STATISTICS

There is quite a lot of study of decision making at the governmerdepaitmentalevels. Also
known are various methodsto build or provide platformsfor decisions.Many of them are
preparedby ministries, governmentdepartmentsand are proposed by ministerdmportant
decisions-- in the domain ¢égislation,for example-- arealsoproposed byotherbrancheof
administration such as parliament, and ministries or cabinet must consider the decisions and take
an attitude also to proposals ofothers. Data, and not only statistical,is often used asan
argument to support a decision. Authors have a relatively long term expeneurinistration
and musthaveof necessityeadmanylaw baseddecisionson projects.The conclusionthey
havecometo is that normalizationof datathatis collectedat present,and strategicdecision
about the information to be needed in the future (and by that requirements for stdasdi)zie
of utmost importance.

To define information needshere are severalmethodsknown, but not discussedin detail

further. They may be divided in two categories:inductive methods(interview, analysis of

existingdocumentsmirror image), and deductivemethods( information requiredfor future

decisions, goal orientedmethods).As all of themhave their strengthsand weaknessesit is

convenientto combinethe both categorieslt is importantto understandpresentand future

decision processes.To supportthis objective, the Republic of Slovenia has successfully
accomplisheda project Data Model of the Republicof Slovenia.State Statistical Office has
playedan importantrole in the projectandhasalso proposed neveategorieof dataand new
sources of collection thereof. As it has not executive power séwagghand cannotinfluence
methods of work in ministries, the proposals were not always successful.

Whereas sources of dadad information are quite formalizedand available,lessimportanceis
normally givento the first elementin the decisionmakingmatrix - the thinking. This is not to
say that the decisions made havelme#nthoughtover manytimesandin manyways. It only
meansthat the process isiot asformalizedin termsof an abstractnodelasit could be-- and
indeed should be. There are many possible approéehiesbuilding of models,which areall
valid andlegitimate.lt is the challengeof optimizing the effort of modelbuilding that leadsto
the conclusion thaa relatively easymethodshouldbe used.Ratherlately, besidesquantitative
models, described in [2], and qualitative models, semi-quantitative modelbdmveroposed.
They seemto be very appropriaten describingcontinuoussystems.Detailed descriptionand
some examples are given in [4] and [5].

5.1 Semi-quantitative modelind

Systems can be studied in different ways: by observation, by experimenting with real-life and/or
real-sizesituations, or byobservatiorof models.In the caseof stateand statisticaldatait is
practically impossible to experiment with réié situations.A real economicsystemcannotbe

studied by arbitrarily changingof needs, requirements,and by changesin providing an
economyor a populationwith commoditiesand servicesIn suchcasesnodelsare of utmost
importance. A model is not merely a substitute of a system for purposes of study and it is also a
valid functional simplification thereof. Inthis respectit is worth mentioning that different
students will probably produce differemiodelsof a systeminasmuchasthey areinterestedn

* The method is described in detail in [5].
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different aspectof the samesystem,but -- if the body of knowledgeand the information at
handis the same-- if they are studyingthe sameaspect,the model should be the same.As
different aspectsof study yield different modelswe may concludethat models are context-
dependent.

Semi-quantitative modeling seemdimfavourableto be usedin caseof complexsituationsas
they offer models,testingof which is nearto the way of humanthinking. Normally, people
tend to think in qualitative terms, and the beauty of semi-quantitative modeling isitnatiets
a necessary impartiality which is needed if decisions are to be provably corescthe below
diagram presents a semi-quantitative model of a queue before a motor way toll station.

Incoming vehicles is an independent variable, + and - in circles deflaenceof variableson
one another, and the vertical line in the variables denotes increasing or decreasing of aavalue of
variable. The more vehicles are coming in, the loigequeue the more active the toll station
will be and the more of the capacity of the toll station willlsed. The abovediagramis but a
pale picture of a real situation as it is static. The computerprogram for semi-quantitative
modeling howevergives an incomparablymore illustrative picture as it has also a dynamic
component in that models may be animated and so tested -- relations may cifiaregzti pe -
and proved. Consequently, webelieve that the methodis able to deliver provable correct
decisions. The above example is not particuleelgitedto statedecisionmaking;its valueis in
that the toll stationqueuecanbe dealtwith alsoanalytically. The resultsobtainedby the semi
guantitativemodel can be proved, and indeedare proved, by an analytical, i.e. gquantitative
model

activify of
toll| ptation

gueue 7 | |

‘/"'\\‘ ‘/"'_\\‘ + ( Ve "\\‘ +
/\,,/ ./ :| AN ‘“/ <>
toll station inconfijg (M average no. of
capacity vehiclep — vehicles

unused capacity of
the toll station

Diagram 4: Semi-quantitative model of a queue before a toll statidn

It is obvious that state decisions deal wittmeasurablymore complexsituationsand therefore
with incomparablymore complexpotentialmodels.Neverthelesshe methoditself is suchthat
makes possible building and testing of models where exact \@llwasiablesare not required,
but solutions are still valid and applicable in real situations.

The advantageof semi-quantitativemodelsis in that they utilize entities, relations and
interactionsamongthemratherthan exactvaluesof variables.They are rather simple to build
and much moreasyto testas comparedo the quantitativeones.At the sametime, they offer
much more insight into the behaviour of the system that they describe as cotopgpraitative
models. For those reasons,authors believe that semi-quantitativemodels may be used
successfully in cases where complex situations abpe evaluatedand decidedupon, and most
of the governmensituationsfollow that paradigm.May we finally add that semi-quantitative

> The reproduction of the diagram was kindly allowed by Mr Radovan J Slanc.
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modeling is a rather young area of study, and that also the concept provably correct decisions is,
howeverpromising, rather new. Neverthelessve believethat the two combinedwill prove
extremely useful: statistical data dealwith probabilities rather than exact values, and state
decisions deal with relations among entities rather than variablealsd/eelievethatthereis a

need to deliver provably corredecisionsat the statelevel; the real issue isthat of the political

will to do so.

6. CONCLUSION

In the paperthe authorstried to introducea conceptof a new class of decisions- that of
provably correct decisiong-or thispurpose --andnot to eventry to introducenovel concepts
of systems and models -- it seemedbémppropriatetco commentshortly on the two categories
aswell. Next is thatthey tried to proposea relatively new methodof modeling, namelythe
semi-quantitativene. Statisticaldatahasbeendiscussedn the contextof the statedecisions
ratherthanin the contextof methods,samplingtechniquesand mathematicatools that lay
underneath. May it at this be noted point that statistical data may ibdeedardedas impartial
for two important reasons. The first is that it doessesteany particularpolitical party or any
particular government, but rather it serves the state itselthe stateis immenselymore stable
thanits infrastructurespolitical or other, the statisticaldatahasto observeneedsof the state.
The next is that statistical methodshave to be rather stable over time or else they would
jeopardizecarrying out longitudinal studiesand probably alsothe comparability of data in
wider, e.g. international context.

Related to statistical data as used for decisions at the statenkgyit|be notedthat thereare so

far no decision support systeriit yield provably correctdecisions.For now it is basicallya
guestion of attitude whether a decisjgmoducedby a decisionsupportsystemis regardedas a
correct one. The fact thatogecisionis a resultof a formal procedures by itself not enoughto

grantit a propertyof a provedcorrectnesslt is to be hopedthat a study ofa new group of
decisionsupport systemwill be initiated, possibly basedon semi-quantitativemodeling and
this, combinedwith provably correct decisions,would without any doubt greatly improve
decisions making processes and help the decision makers on all ledetssains-- the higher
the level, the more the help.
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Finsim represents a family of knowledge-based DSS applications used for financial analysis and
planning in banks. Thgoal of the systemhasnot changedsincethe first versiondescribedn
Klein ( 1989F FINSIM was designed to provide the user with:

- an in-depth analysis of the financial history of a company.
- areporting system on the economic and financial performance of a company.

- atool to simulate the consequences of the main financial decisions and of the ewbltiteon
environment of the company

In our 1989 paper we pointed out that the main objective of the system was tote@aablerto
makethe systemevolvesaccordingto his needs.Sincethat time we have observedthat these
needs have evolved in the following directions:

- the needto takeinto accounta wider rangeof sources oflatawhich can be usedwith the
system,

- the necessity of using a graphical interface to improve the ease of use and comfort,

- the needto improvefurther the capacityof the systemto evolve by implementinga better
independance between the interface and global logic of the systdta gburcegmodels,
reports, knowledge bases, etc.),

- the need to adapt the system more easily to various contexts,

- assistance of the financial diagnosis process using a knowledge based function.

Concerning the first pointve usethe term "family of models"becausdhreestandardversions
of this modelarein usein Frenchcompaniesand banks. Each version correspondgo the
standard lay-out of balance sheets and income statementglifféhent tax categoriesused for
reporting to the French fiscal authorities. Ea¢lthesestandarday-outsis definedby a list of
accountingvariables.The existenceof this standarday-out alsomakesit possibleto develop
applications using data readily available in French companiégstry specificversions ofthis
DSS application have also been developed and are currently in usadtransportcompanies
Klein ( 1987) and for large farms.

Concerningthe secondpoint the new versionof FINSIM, describedfor the first time in this
paper, has now a graphical user interface. This version of FINSIM was first us@@5nT his
versionis developedusing the objectversionof OPTRANS. The use ofthis object version
implies several fundamental consequences for the application:

- the interface is separated from the models,
- the modeling formalism has been improved in clarity and power,
- the capacity to evolve has been extended.

Since the introduction of this new version the system as been transfered to new organiations and
a strategy has been defined to adapt it more easily to new contexts.
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In the paper,we first give a genepksentatiorof FINSIM with the natureof the datathat are
used, the report edition, the way in which graphicafenedand stored,the formulationfo a
scenario,and financing. Section3 introducesthe problem of transferingFINSIM from one
organizationto another.Section4 describeghe developmenbdf the environmentthat is used,
and Section 5 the architecture of FINSIM. Section 6 presentsapén which contextis taken
into account.
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