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The ExtendedKanbanSystem forProduction
Control of AssemblySystems

C. Chaouiya G. Liberopoulos, Y. Dallery™

Abstract : In many manufaduring systems, production d parts proceals in stages. An
important managerial concern is how to control the flow of parts through the stages. In many
systems this is dore by implementing a pull control padlicy, that is, a pdicy that deddes when
to produce parts based onwhen customer demands arrive to the system. A significant amourt
of work has been devoted to this isaue for seria systems, i.e., systems consisting of stages in
series. Different pull control medhanisms have been proposed in the literature, among which
the Base Stock Control System (BSCS) the Kanban Control System (KCS) and the
Generalized Kanban Control System (GKCS) are of spedal interest. Recently a new control
medhanism referred to as the Extended Kanban Control System (EKCS) was introduced in
[7]. The purpose of this paper is to generalize the EKCS to asembly structures. It turns out
that we neal to define two dfferent control pdicies depending on whether parts are
transferred simultaneously or independently into the assembly stage. This leals to the
definition o the Simultaneous Extended Kanban Control System (SEKCS) and the
Independent Extended Kanban Control System (IEKCS). Properties and comparisons of these
two control mechanisms are presented.

Universite Fragaise du Pacifique, CUNC
BP4477, 98847 NoumeadNEW CALEDONIA
chaouiya@ufp.nc

" University of Thessaly, Department of Mechanical and Industrial Engineering
Pedion Areos
GR-38334 Volos - GREECE
glib@uth.gr

“ LIP6, Laboratoire d'Informatique de Paris 6
Universite Pierre et Marie Curie - CNRS
4, Place JussieuF-75252 Paris Cedex 05 - FRANCE
Yves.Dallery@ip6.fr



1. | ntroduction

In many manufaduring systems, production d parts proceals in stages. Each stage may be
thought of as a production/inventory system composed of a manufaduring process and an
output buffer. The manufaduring processmay consist of a single macdine or a subretwork of
several madiines (e.g. a production line or a manufaduring cdl). It contains parts which are
currently being processed (referred to as the Work In Process, (WIP) of the stage). The output
buffer is a storage aea that contains parts that have completed processng in the stage
(referred to as finished parts of the stage). The manufaduring system is fed by raw parts, and
releases finished parts to customers.

An important managerial concern is how to control the b parts through the stages. In

many systems this is done by implementngull control policy, that is, a policy that decides
when to produce parts based on when customer demands arrive to the system. A significant
amount of work has been devoted to this issue for serial systems, i.e., systems consisting of
stages in series. Different pull control mechanisms have been proposed in the literature,
among which the Base Stock Control System (BSCS) and the Kanban Control System (KCS)
have proved to be of high interg¢4}. The BSCS is a classical mechanism borrowed from
inventory theory, while the KCS was invented by Toyota and has since been widely used in
industry. The main advantage of these control policies is that they are very simple to
understand and implement. In particular, they depend on only one parameter per stage.
Therefore, to define a policy of this type it suffices to fix this parameter for each stage of the
system. However, it has also been found that these policies do not always achieve a good
trade-off between inventory costs and customer service levels. As a result, several authors
have proposed more general pull control policies with the goal of leading to better trade-offs.
Among these, the Generalized Kanban Control System (GKCS) introduced in

[3] and studied in detail in [4] and the Extended Kanban Control System (EKCS) propased in

[7] are of spedal interest. Both of these pdlicies are charaderized by two parameters per stage.

A genera discusson and comparison d these four control padlicies can be foundin [7]. It
appears that the EKCS has some important advantages over the GKCS.

For industrial applications, it isimportant to extend these cntrol padlicies to systems having
more genera structures, in particular assembly systems. In this case, a stage may have more
than ore immediat upstream stage. Although this stuation is highly encourtered in industry,
littl e work has been dore in this area In [8] the KCS is extended to assembly systems. One
important additional fedure aises (with resped to the serial system case), namely the
definition d the way parts are released into the assembly stage. Two cases can be @mnsidered,
namely a simultaneous transfer mechanism or an independent transfer mechanism leading to
the definition o the so-cdled Simultaneous Kanban Control System (SKCS) and the
Independent Kanban Control System (IKCS), respectively.

The purpose of this paper is to generalize the EKCS to aseembly structures. As for the KCS
we nedal to define two dfferent control palicies depending on whether parts are transferred
simultaneously or independently into the assembly stage. This leals to the definition d the
Simultaneous Extended Kanban Control System (SEKCS) and the Independent Extended
Kanban Control System (IEKCS).

The rest of the paper is organized as follows. Sedion 2 briefly describes the EKCS defined in
[7] in the cae of serid systems. In sedion 3, we define the generalization d the EKCS to
asembly systems, successvely describing the SEKCS and the IEKCS. Properties of these two



control mecdhanisms are given in sedion 4. These properties are pertaining to invariants,
bounds, evolution equations, the influence of the variation d the parameters and production
cgoadty. Findly, the two medhanisms are @mpared in sedion 5 For the sake of
completeness the generdizations of the BSCS and the KCS to asembly systems are
discussed in Appendix A.

2. Extended Kanban Control System: stagesin series

The EKCS has recently been introduced by Y.Dallery and G.Liberopodos in [7]. This new

kanban based control system appeas to be an interesting alternative to aher pull controlled

systems. The EKCS has the following features:

— simplicity,

- limitation of the WIP in each stage (unlike in the Base Stock Control System),

— immediate transfer of demands to all stages of the system (unlike in the Kanban Control
System),

— clealy separated role of the parameters, number of kanbans and base stock level (unlikein
the Generalized Kanban Control System).

In this dion, we briefly describe the Extended Kanban Control System for a manufaduring
system having stages in series. For a detailed description and properties,[véfer to
Figure 2-1 describes a manufaduring system having N stages in series. Each stage may be
sean as a manufaduring process(single madine, production line, flexible manufaduring cdl,
job-shop, etg with an output buffer.

raw parts manufaduring output
buffer process. buffer

i T ek T e s
raw parts to
parts _’v_ v t v V—* customer
stage 1 Stagei stageN <+f— customer
demands

Figure 2-1: Manufacturing system with N stagesin series

The EKCSisapul control medhanism that can be viewed as a ombination d the Base Stock
Control System (BSCS) and the Kanban Control System (KCS) (see[4], [7] and Appendix
A). Figure 2-2shows the queueing network model of an EKCS having N stages in series.
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Figure 2-2: Queueing network model of the EKCS



We use the following notation introduced[j:

pi i=1,...,N a stage-i finished part

g i=1,..,N a part currently being processed in stage i

d i=1,...,N a demand for the production of a new p

On+1 a demand for ayp

a i=1,...,N an authorization card (kanban) for the production of a new

Table 2-1 describes the @mntents and initial values of the queues, or network of queues in the
case of MPin Figure 2-2

Queue Contents Initial value
MP,  i=1,..., N (9,8) 0
PA i=1,..,N (p,a) S
A i=1, ..., N a Ki—-S
D i=1, ...,N+1 di 0

Table 2-1: Contentsand initial values of the queuesin the EKCS

The initial number of raw partsin the raw parts buffer Py and the arival processof new parts
into R, fall outside the scope of the control mechanism and are considered as given.

Ead stage i has K; kanbans g that authorize the production d stage-i finished parts. Initially,
in stage i, there ae S kanbans g attached orto an equal number of parts p; in PA;, and
therefore Ki-S kanbans g in A; (initially no part is being processed in MP;). When a aistomer
demand arrives to the system, it is immediately transmitted to all stages by adding 1 to the
contents dof queueD; (i=1,...,N+1).

The behavior of the system can be described as follows.

Release of partsinto the manufacturing stages:

At the 1st manufaduring stage, queues Py, A1, and D; are joined in a synchronization station.

Raw parts in Py do nd have any kanbans attached to them. Therefore the stage 1 can begin

processng a part as onasthere ae d least: one part po in Py, one authorizationcard &y in A;

andonedemand din D;. When these conditions are satisfied, then,

—the kanban & is attached orto py which is relabelled ¢, and together they are transferred
downstream to MPas a pair (ga), and

—the demand dis satisfied and is therefore discarded.

The i™ manufaduring stage (i=2,...N) can begin processng a part only when there ae & least:

a par (pi-1,&-1) in PA;i1, an authorization card g in A; and a demand d in D;. When these

conditions are satisfied, then,

—the kanban;a is detached from;p andis transferred upstream tqQ.A

—the kanban g is attached orto p.; which is relabelled g, and together they are transferred
downstream to MPas a pair (¢g), and

—the demand;ds satisfied and is therefore discarded.

When the part g; (i=1,...N) finishesits processng in MP,, it isrelabelled p, and, together with

the kanban;@hat was attached onto it, they join ;RS a pair (pa).



Délivery of finished partsto the customer:

Thereis no real for an authorization to release afinished part py to the astomer. Therefore,
the delivery of a finished part can occur as on as there ae apar (pn,av) in PAy and a
demand d.; in Dr+1. When these conditions are satisfied, then,

—the kanbanis detached fromymand is transferred upstream tQ,A

—the part p is released to the customand

—the demand g, is satisfied and is therefore discarded.

The EKCS has two parameters per stage, K; and S. These parameters must be aljusted to
achieve agood compromise between 1) kegping alow inventory of partsin the system and 2
attaining a high level of immediate astomer demand satisfadion. The use of kanbans
guarantees that the number of parts (WIP plus the finished parts) in ead stage is bounded by
the number of kanbans in that stage.

3. Extended Kanban Control Systemsfor Assembly

The EKCS described for the serial system configuration in Figure 2-2 can be generdized to
manufaduring systems having asembly system configuration. Figure 3-1 ill ustrates the
topdogy of a system having assmbly stages (stages supfied by severa raw parts buffers)
and manufaduring stages (stages supdied by a single raw parts buffer). This topdogy is a
tree structure.

manufaduring or
peeee aSEMDlY StAgES oo

.y

Figure 3-1: General topology for assembly manufacturing systems

For simplicity, we restrict our study to assmbly systems having (R-1) manufaduring stages
suppdying a single assembly stage (Figure 3-2). However, the results in this paper can be
easily extended to general topologies.

The asmbly stucture we ae wnsidering is the dasgcd one. That is, ead item of the fina
product is produced by assembly of one item of ead manufaduring stage. The extension d
the presentation to situations where more than ore item of ead manufaduring stage is neeled
to asemble a single item of the final product is graightforward and for the sake of
conciseness will not be considered in this paper.



(R-1) manufaduring
l stages asembly stage

Figure 3-2: R-1 manufacturing stages supplying a single assembly stage

The extension d the EKCS to assembly systems leads to two kanban release medhanisms as
was the cae in the extension d the KCS to assembly systems [8]. These medhanisms are the
Simultaneous EKCS (SEKCS) and the Independent EKCS (IEKCS). Next, we desenibe th

3.1.  Simultaneous Extended Kanban Control System (SEKCYS): Definition

Figure 3-3 shows the queueing network model for the SEKCS. We represent the cae of (R-1)
manufacturing stages supplying a single assembly stage.

As A J
_,]]]— stage 1 _EI]]—

Po1 PA;
Il
1

—‘]]]_ S stage R

Poi PA; PAR
parts to
——']]]— —EI]]‘ ". ’D ] customer
Di R+1

Por-1 PAR1
e
R-1 R

customer

,_.]]]— ,—’]]]‘ demands

Figure 3-3: Queueing network model for the SEKCS



We use the following notation:

poi i=1,....R4 a stage-raw part

pi i=1,...,R-1 a stage-i finished part

Pr a stageR assembled part

g i=1,..R-1 a part currently being processed in stage i

Or a part currently being assembled in stage R

d i=1,...,R-1 a demand for the production of a new p

dr a demand for the assembly of a new p

dr+1 a demand for agp

a i=1,....R-1 an authorization card (kanban) for the production of a new
aRr an authorization card (kanban) for the assembly of a pew

Table 3-2 shows the contents and initial values of the queues or network of queuesin the cae
of MP; ,

Queue Contents Initial value
MP,  i=1,..,R-1 (0,a) 0
MPr (0raR) 0
PA  i=1,..,R-1 (pi,a) S
PAR (Pr.3R) Sk
A i:]_,...,R-l 2] Ki-S
AR aR Kr-Sr
D;, i=1, ...,R-1 di 0
Dr dr 0
DR+1 dR+1 O

Table 3-2: Contentsand initial values of the queuesin the SEKCS

Aswas the caein the EKCS, queue Py; (i=1,...R-1) represents the raw parts buffer suppgying
manufaduring stage i. The initial number of raw parts in Py; and the arival processof new
parts into Py; fal outside the scope of the control medhanism and are cnsidered as given.
When a austomer demand arrives to the system, it is immediately transmitted to all stages by
adding 1 to the contents of queueD; (i=1,...,R+1).

The behavior of the SEKCS can be described as follows.

Release of partsinto the manufacturing stages:

At eadh manufaduring stage i (i=1,...R-1), queues Pyj, Aj, and D; are joined in a

synchronization station. This means that stage i can begin the production d a part only when

there ae & least: apart po; in Poj, an authorization card g in A; and ademand d in D;. When

these conditions are met, then:

—the kanban g is attached orto ;i which is relabelled g, and together they are transferred
downstream to MRas a pair (¢gg), and

—the demand;ds satisfied and is therefore discarded.

When the part g; finishes its processng in MP, it is relabelled p, and, together with the

kanban ghat was attached onto it, they joinR& a pair (pa).



Release of partsinto the assembly stage:

At the ssmbly stage R, queues PA; (i=1,...R-1), Ar, and Dg are joined in a synchronization

station. This means that the assembly operation can begin orly when there ae & least: a pair

(pi,&) in PA; for every i=1,...R—-1, an authorization ag in Ag and ademand ¢k+1 in Dr+1. When

these conditions are satisfied, then,

—the kanbans § are simultaneously detached from the p; (i=1,...R-1) and are transferred
upstream to the corresponding previous stage,

—the kanban &y is attached orto (p1,p2, ..., [k-1) Which is relabelled og, and together they are
transferred downstream to MRs a pair (gar),

—the demandglis satisfied and is therefore discarded.

When a part gr finishesits assembly processin MPg, it isrelabelled pr, and, together with the

kanban a that was attached onto it, they join P@s a pair (Rar).

Delivery of finished partsto the customer:

At the final stage, queues PAr and Dg.; are joined in a synchronization station. There is no
neeal for authorization to release afinished part to the astomer. Therefore, the delivery of a
finished assembled part can occur as onasthere ae apair (pr,ar) in PAgr and ademand k1
in Dr+1. When these conditions are satisfied, then,

—the kanban@is detached fromgand is transferred upstream t,A

—partpr is released to the customer,

—the demandgl; is satisfied and is therefore discarded.

3.2. Independent Extended Kanban Control System (IEKCS): Definition

Figure 3-4 shows the queueing network model for the IEKCS in the cae of (R-1)
manufacturing processes supplying a single assembly process.

We use the following notation:

poi i=1,...,R-1 araw part for stage-i

pi i=1,...,R-1 a stage-i finished part

Pr a stage-R assembled part

i i=1,...,R-1 a part currently being processed in stage i

Or a part currently being assembled in stage R

d i=1,...,R-1 ademand for the production of a new p

dri i=1,...,R-1 ademand for the assembly of a new pr using a stage-i finished
part p

dr+1 a demand for agp

a i=1,...,R-1 an authorization card (kanban) for the production of a new p

aRr an authorization card (kanban) for the assembly of a pew p

ai i=1,...,R-1 anauthorization card (issued from some &) for the asembly of a

new [k using a stage-i finished past p

Table 3-3 describes the mntents and initial values of the queues, or network of queues in the
case oMMP; .

As was the cae in the SEKCS, queues Py; (i=1,...R-1) represent the raw parts buffer
suppying the manufaduring stage i. The initial number of raw parts in Py; and the ariva
process of new parts into Py; fal outside the scope of the cntrol medanism and are
considered as given. When a austomer demand arrives to the system, it is immediately



transmitted to al stages by adding 1 to the contents d; of queue D; (i=1,...R+1) and by adding
1 to the contentsgd of queue R; (i=1,...,R-1)

Queue Contents Initial value
MP,  i=1,...R-1 (0i,a) 0
MPg (Or,3R) 0
PA; i=1,...,R-1 (pi,a) S
PAR (Pr, &) Sk
A i=1,...,R-1 2] Ki-Si
AR,i izl,...,R-l aR,i KR-SR
Bi izl,...,R-l (pi,a?,i) 0
Di i=1,...,R-1 di 0
DR, i=1,...,R-1 dr,i 0
DR+1 dR+l 0

stageR
PAR
—s@rro—][H
DR+1
—IH

:I
Al AR’]_ J
_.Il] _.:m-
stage 1
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Figure 3-4: Queueing network model for the [EKCS
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The behavior of the IEKCS can be described as follows.
Release of partsinto the manufacturing stages: It is identical to the SEKCS.

Release of partsinto the assembly stage:

The difference between the SEKCS and the IEKCS is in the way kanbans are transferred in

stages 1,...R-1. In the SEKCS al kanbans are transferred simultaneously, whereas in the

IEKCS they can be transffered independently of eat ather. In the IEKCS, eat demand for an

asembly operationis glit into R-1 demands dr;i (i =1,...R-1). In the same way, ead stage-R

kanban is split into R-1 kanbang;aupon its liberation from a finished part p

Between the R-1 manufaduring stages 1,...R-1 and the assembly stage R there ae 2 layers of

synchronization stations. The first layer consists of R-1 synchronization stations in parallé,

one for eath manufaduring stage, and the second layer consists of a single synchronization
station fed by the synchronization stations of the first layer. More precisely:

1. For ead manufaduring stage i (i=1,...R-1), queues PA;, Ar;, and Dr; are joined in a
synchronization station. The suppy of stage-i finished parts for the assambly operation can
ocaur only when there ae & least: a pair (p,a) in PA;, an authorization ag; in Agj, a
demand d; in Dr;. When these conditions are met, then,

—the kanban;as detached from;@andis transferred upstream tq,A

—the kanban ag; is attached orto p, and together they are transferred downstream to B; asa
pair (,&,), and

—the demandg; is satisfied and is therefore discarded.

2. Queues B; (i=1,...R-1), are joined in a synchronization station. When there is at least one
pair (p,ar,) in each B the assembly process can begin and the following happens:
—the pairs (pi,ar;), are removed from queues B; (i =1,...R-1), the (R-1)-tuple (p,p2,-..,Pk-1)

isrelabelled o, the kanbans (ar 1,8r 2,... Arr-1) @€ merged into a kanban ag, and the pair
(gr.ar) is transferred downstream to MP

When a part gr finishesits assembly processin MPg, it is relabelled pr, and, together with the

kanban a that was attached onto it, they join iPds a pair (par).

Délivery of finished partsto the customer:

Identicd to the SEKCS except that when the kanban &g is transferred badk to the input of the
asembly stage, it is Plit into R-1 kanbans ar1,8r2,...8rr-1, aNd kanban ag; joins queue AR,
i=1,...,R-1.

4. Propertiesof the SEKCS and the [EKCS

In this dion, we present some basic properties of the SEKCS and IEKCS. It is indeed
important to get a good uneérstanding, as well as sme insights, of the behavior of the two
medanisms. The purpose is twofold: 1) understand the behavior of eat control mecdhanism
and in particular the influence of their parameters (the Ki's and the S's); and 2 compare the
behavior of the SEKCS and the IEKCS to emphasize the spedficity of ead ore and hav the
behavior of one relates to the behavior of the other. We will establish some relations on the
popuation d the queues which are dways valid, independent of the time (sedion 4.1). Such
relations are cdled invariants of the system, they expressuseful relationships between queues.
Moreover, bound will be derived which in particular imply the limitation o the WIP and d
the number of finished perts in eat stage (sedion 4.2). We will also show spedal cases for
which the Extended Kanban Control System reduces to the traditional Kanban Control System
and to the Base Stock Control System.



Both the SEKCS and the IEKCS can be modeled as Fork-Join Queuing Networks with
Blocking (FIQN/B) as defined in [5]. FIQN/B are queueing networks composed of a set of
servers and a set of buffers, such that ead bufer has exadly one upstrean server and ore
downstream server. Each server may have several inpu buffers and/or several output buffers,
and some servers may have noinpu (sources) or no ouput (sinks). Figure 3-3 and Figure 3-4
show the FJQN/B models for the SEKCS and the IEKCS respectively.
For thesd=JQN/Bs we will prove resultoncerning

invariance properties related to the cycles of the FIQN,

conditions for deadlock freeness,

recursive evolution equations using only operators ‘+’ and ‘max’.
These results are similar to thase in [2], [5] and [6]. They are based on the ejuivalence of
FJQN/Bs taStrongly Connected Marked Graphs (SC8IG
We will denate by M(Q) the arrent popuation d any queue Q' in the system. We first state
some basic relations for the SEKCS and the IEKCS.

By definition o the initia state of the SEKCS, queue A; has (K;-S) freekanbans (i=1,...R),
where clearly IS = 0. The two parameters of stage i (i=1,...,R) are therefore constrained by:
Ki=S§, i=1,.,R.

By definition d a synchronization station, at all times, at least one of the queues in a
synchronization station must be empty. The mathematicd expresson d this is that the
product of the popdations of the queues in a synchronization station is zero. For the
synchronization stations in the SEKCS, this expression becomes:

Eq.1  M(A).MPy).MD)=0 i=1,..,R-1,

-1
Eq.2  M(Ar). HM(PAi)BM(DR):O,

=1 O

EQ.3 M(PAR).M(Drs) = 0.

Similarly, by the definition o the initial state of the IEKCS, queue A; has (K;-S) freekanbans
(i=1,...,R-1), and queuerA has (kz-Sg) free kanbans (i=1,...,R-1). Therefore, we have:

Kiz S, i=1,...,R,

Again by definition d a synchronization station, Eq. 1 and Eqg. 3 that hald for the SEKCS,
also hold for the IEKCS. In addition, in the IEKCS, the following expressions hold:

Eq.4 M(Ar).M(PA).(Dr) =0 i=1,...,R-1,
R-1

Eq.5 []M(Bi)=0.
i=1

! M(Q) varies with time and shoud also ke afunction d time. However, for simplicity, and insofar as
we are interested in invariants or instantaneous relations, we will omit this dependence on time.

10



4.1. Invariants

Next, we present properties in the form of invariants pertaining to the @ntent of various
queues of the queueing network models of the SEKCS and the IEKCS. Some of these
invariants express the fad that within the queueing network model of the SEKCS and the
IEKCS there exist several closed subnetworks with a constant population.

4.1.1. Invariantsfor the SEKCS
Property 1. In the SEKCS, the following holds:

EQ.6 M(A) + M(MP) + M(PA) = K, i=1,...,R-1,
Eq.7  M(A) - M(D) + M(DR) = K-S i=1,...,R-1,
Eq.8 M(PA) - M(Dg) + M(MP) + MD) =S i=1,...,R-1,
EQ.9  M(AR) + M(MPg) + M(PAR) = K,

Eq.10 M(AR) + M(Dr+1) - M(DR) = Kr-Sg,

Eq.11 M(PAR) - M(Drs1) + M(MPR) + M(DR) = Sk.

Proof: When the SEKCS isinitsinitia state, there ae (K-S ) kanbans g in queue A; S pairs
(pi,&) in gueue PA;, and MP,; is empty (i=1,...R-1). Therefore, Eq. 6 hdds initialy. By
observing the events that can modify the contents of A;, MP, and PA, , it is clea that, as the
SEKCS evolves starting from its initial sta]. 6remains true, since:

— when akanban leaves A;, it is attached orto a part po;, and together they join MP; as a pair

(a, &),
- when a pair (q a) leaves queue MRt is transferred to PAas a pair (pa),
— when a pair ( a) leaves queue RAthe kanban;as transferred to A

When the SEKCS isin itsinitia state, there ae (K-S ) kanbans g in queue A; (i=1,...R-1)
and qeue D; is empty, i=1,...R. Therefore, Eq. 7 hdds initialy. As the SEKCS evolves
starting from its initial statezg. 7remains true since:

- when a kanban is transferred tg A demand leavesgD

- when a kanban leaves,A demand also leavesg D

— when a demand joins;a demand also joinsgD

To proveEq. § it sufficesto substitute M(A from Eq. 6into Eq. 7.

Eq. 9 Eqg. 10andEq. 11can be proved usingmilar arguments.

|
4.1.2. Invariantsfor the|[EKCS
Property 2: In the IEKCS, the following holds:
Eq.12 M(A)) + M(MP)) + M(PA) = K; i=1,...,R-1,
Eq.13 M(A)) - M(D)) + M(Dr)) = Ki-S i=1,...,R-1,
Eq.14 M(PA) - M(Dr;) + M(MP)) + M(D)) = § i=1,...,R-1,
EQ.15 M(AR,) + M(B) - M(Ag;) - M(B)) =0 i,j O{1,...,R-1},
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Eq.16 M(AR)) + M(B) + M(MPg) + M(PAR) = Kg i=1,...,R-1,
Eq.17 M(AR,) + M(Dg+1) - M(Dg,) = Kr-Sk i=1,...,R-1,

Eq.18 M(PAR) - M(Dr+2) + M(B;) + M(MPg) + M(Dg)) = & i=1,...,R-1.

Proof: Eq. 12 Eq. 13,Eq. 14,are smilar to Eq. 6, Eq. 7, Eq. 8 respedively, and can be
proved in the same way.

When the IEKCS isin itsinitial state, queue Agr; contains (Kr-Sg) kanbans, and B; is empty

(i=1,...R-1). Consequently, Eq. 15 hads at the initia state. By observing the events that can

modify the state of queues Agr; and B; (i=1,..R-1), it is clea that, as the IEKCS evolves

starting from its initial statézg. 15remains true since:

- when a kanban ar is relessed from PAg, it is lit into R-1 kanbans which are
simultaneously transferred to their respedive queues Ag;. In aher words, arrivals in
queues A; are simultaneousind

— departures from queues @-1,...,R-1) are also simultaneoasd
— when a kanbangg leaves A&, it joins B.

When the IEKCS isin itsinitia state, there ae (Kgr-Sg) kanbans ag; in Ar; (i=1,...R-1), Sg
pair (pr,ar) in queue PAg, and qreues B; (i=1,...R-1) and MPy are eanpty. Therefore Eq. 16is
true & theinitial state. It remains true theredter since, as the IEKCS evolves garting from the
initial state, we have:

— when a kanbanga leaves A it is attached onto a pastgnd transferred to;B

— when a kanban leaves queuedde pair (g,ar) is transferred to M

- when a pair (g &) leaves MR, a pair (p,ar) joins PAg, and

— when apair (pr,ar) leaves PAg, akanban ar is 9lit into R-1 kanbans which join separately
queuedsAg; (i=1,...,R-1) and one part is delivered to the customer.

At the initial state, there ae (Kgr-Sg) kanbans agr; in ead Agr; (i=1,...R-1), and qeues Dg;
(i=1,...R-1) and Dr+; are empty. Therefore Eq. 17istrueinitialy. It remains true since, as the
IEKCS evolvesstarting from the initial state

- when a kanbanga leaves A, a demand also leaveg D
— when a demand is transferred tg;Pa demand also arrives ik, and
— when a kanban arrives intigAa demand is discarded frong L.

To proveEq. 18 it is enough to substitute MEA) from Eq. 16into Eq. 17

4.2. Bounds

Next, we present bounds which express that the work in process (WIP) is limited in each
stage.

Property 3: In the SEKCS, the following holds:

Eq.19 |0<M(A)< K, i=1,...R,
0< M(PAi)S Ki i=1,...,R,
0< M(Mpi)S Ki i=1,...,R,

i=1,...,R.

0< M(MP) + M(PA) < K,
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Proof: EQ. 19 dredly follows from Eq. 6 and Eq. 9for the SEKCS since dl the quantities in
these equations are non-negative.

Property 4: In the IEKCS, the following holds for all manufacturing stages:

Eqg.20 0<M(A) < K; i=1,...,R-1,
0< M(PA) < K; i=1,...,R-1,
0<M(MP)) < K; i=1,...,R-1,
0< M(MP) + M(PA) < K; i=1,...,R-1.

and at the assembly stage,

Eq.21 |[0<M(B) < Kgr i=1,...,R-1,
0< M(AR’i) < KR izl,...,R-l,
0<M(MPg) £ Kg
0< M(PAR) < Kgr
0< M(Bj) + M(MPR) + M(PAR) < Kg i=1,...,,R-1.

Proof: Eq. 20follows diredly from Eq. 12 and Eq. 21follows diredly from Eq. 16,since al
the quantities in these two equati@me non-negative.

|
Property 5: In the SEKCS the following holds:
Eq.22 M(PA)-M(Dg)< S i=1,...,R-1,
Eq.23 M(PAR) - M(Dgr+1) £
Proof: Eq. 22follows fromEq. § andEq. 23follows fromEq. 11
|
Property 6: In the IEKCS, the following holds:
Eq.24 M(PA)-M(Dgr)< S i=1,...,R-1,
Eq.25 M(PAR) - M(Dgr+1) £ .
Proof: Eq. 24follows fromEq. 14andEq. 25follows fromEq. 18
|

4.3. Evolution equations

The purpose of this edionisto provide the basic equations that describe the evolution d the
SEKCS and the IEKCS. We show that the dynamics of the systems can be described by
reaursive evolution equations that utili ze the operators "+" and "max" only. These evolution
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equations are of interest because they will allow to establish some useful properties on the
behavior of the SEKCS and the IEKCS (sedion 4.4) and d their comparison (sedion 5).
Moreover, this approad is very genera since it is a sample-path approach that does nat
require ay asumption on the distribution d the random variables (processng times,
interarrival times of demands).

For the sake of simplicity, we assume that there is an infinite supgy of raw parts in P,
i=1,..R-1. The results that follow, however, could be extended to incorporate externa arrival
processes of parts at the expense of more tedious derivations.

4.3.1. Evolution equationsfor the SEKCS
Let us introduce the following notation for the times of certain events:

lin the time of the A arrival in MR (Input), i=1,...,R,
lrern  the time of the i departure from the system,
O, the time of the ¥ departure from MROutput),  i=1,...,R,
Dy the time of the i demand arrival (Demand).

Finally, for the sake of simplicity, assume that;Ménsists of a single machine, anddgt be
the processing time of thd'part at the machine in MR=1,...,R.

Clearly, the following holds

linm < lin  i=1,..,R+1, n,n{1,2,...},
Oi’n-m < Q,ﬂ i:].,...,R, n,l’TD{l,Z,...},
Dhm < Dy n,m@{1,2,...}.

We now have the proposition below, which states the evolution equations for the SEKCS.
Proposition 1: In the SEKCS, the times of events are related by the following evolution
equations,

Eq26 Ii,n = max ( D, IR’n'(Ki'Sl) ) i:]_,...,R-l,
Eq.27 lrn=max (O, irl'f.‘.).(R-l( O hs) IR¥L-(eS) )s

EQ.28 Ilrsan=max (L, OR’n_SR ),

Eq.29 Oh=0in+max(lp,O0n1) Ii=1,...,R.

Proof: Eq. 26gives an expressonfor |; , which, by definition, represents the time & which the
n" pair (g;,a) is released into MP; (i=1,...R-1). Indedd, this release ocaurs only when two
conditions are met:

— the " demand dhas arrived in P

— the (n-(K-S))™ kanban has arrived in; fsince there are initially (KS) kanbans in A

% Note that it is natural to assume that ©,, and D3 are zero for = 0.
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We recdl that, in the SEKCS, a kanban g arrives in A; when a pair (gr,ar) is released into
MPr.

Because of the sssumption that there is an infinite supdy of raw parts in Pyj, no condtion
involving arrivals in B; appears ifcq. 26

To prove Eq. 27,we will use similar arguments, only now, arrivals in queues PA; must be

taken into acourt too. Iry, is, by definition, the time & which the n™ pair (gr,ar) is released

into MPr . Indeed, this can occur only when three conditions are met:

— the " demand d has arrived in B,

— the (n-S)™ stage-i finished part with its attached kanban hes arrived in PA; (i=1,...R-1),
since there are initially; pairs (p,a) in PA,

— the (n-(Kr-SR))" kanban ag has arrived in Ag, since there ae initialy (Kr—Sg) kanbans in
Ar.

Eqg. 28 gives an expresson for Ir+1n Which is, by definition, the time when the n" part is
delivered to the customer. This event can occur when the two following conditions are met:
— the " demand has arrived in,D
— the (n-Sr)" finished part pr with its attached kanban has been released in PAR, since there

are initially & pairs (&,ar) in PAg.

Eqg. 29gives an expresgon for O; , which is, by definition, the time & which the n™ pair (pi,a)
has completed processng in MP; and is released in PA;. This time is equa to the time &
which the n" pair (g,a) beginsits processng in MP; plusits processng time i, . The n" pair
(gi,a) begins its processing when the two conditions belovaisfied

— the d" pair (g,a) has been released in MP

— the (n-1Y" part has completed its processing at MP

4.3.2. Evolution equationsfor the [EKCS

In addition to the previous notation, let L;,, be the time when the n™ pair (pi,ag;) arrives to
queue B(that is the release time of th® kanban 3.

The following proposition states the evolution equations for the IEKCS.

Proposition 2: In the IEKCS, the times of events are related by the following evolution
equations,
Eq.30 Ilip,=max (0, Li,n-(Ki-S)) i=1,...,R-1,

Eq.31 Irn=max _ (Lin),

EQ.32 Ilgan=max (L, OR,n-S; ),
Eg.33 Lin=max (0Q, Q,n-SI , |R+1,n-(|<q-sR)) i=1,...,R-1,
Eq.34 On=0in+max (ln, On1) i=1,...,R.
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Proof: Eq. 30 dffers from Eq. 26 oy in the condtion for the release of kanbans a.

Otherwise, the agument is smilar to that for the SEKCS: the n™ pair (q,a) enters MP,

(i=1,...,R-1) when the two conditions below are met:

— the " demand dhas arrived in P

— the (n-(K;-S))™ kanban hes arrived in A;, sincethere aeinitially (Ki-S) kanbansin A;. In
the IEKCS, a kanban arrives in Awhen a pair (per,) is transferred to B

As in the SEKCS, becaise of the assumption d an infinite supdy of raw parts in Py;, no
condition involving arrivals in § appears irfEqg. 30

Eq. 31 represents the time a which the n™ pair (gr,ar) is transferred to MPg. This occurs
when the if pair (p,ar,) has arrived in Bfor all i=1,...,R-1.

Eq. 32is the same &sq. 28

In Eq. 33,we mnsider the time & which the stage-i n™ finished part is transferred to B; . This
event occurgs soon as the followinpree conditiongre met

— the " demand has arrived INRR

- the (n-S,.)th pair (p,a) has arrived in PAsince there are initially; pairs in PA

- the (n-(KR-SR))th kanban ar; has arrived in Agj, sincethere aeinitially (Kg-Sg) kanbansin
AR,

Finally, Eq. 34is the same &8q. 29

4.4. Variation of the parameters

This dion studies the influence of varying parameters K; and S (i=1,...R) on the a&owe
mentioned event timeand derives some monotonicity properties.

Proofs are similar to the proof of “Stochastic Monaonicity with Resped to the Initia
Marking” in [1]. We will use the fad that the time when events occur in the system can be
computed reaursively acording to the evolution equations. Therefore, there eists a total
ordering on the times described by Propasition 1and Propasition 2allowing us to use proofs
by induction for the following results.

We mmpare two systems: the nomina system dencoted by s and the modified system dencted

by S . These two systems differ only through their parameters: the number of kanbans and the
base stock level in eat stage. The parameters of the origina systems are K; and S, the

parameters of the modified system are Ri and é (i =1,...R). On the other hand, the two
systems have the same sequence of customer demand times (denated by D, for s, and Bn for
S) and the same sequencepobcessing times (denoted by, andai,n, i=1,...,R).

Part 1 of Property 7 and d Property 8 states that increasing the number of kanbans in some
stage decreases the arrival and departure times at each stage of the system.

Parts 2 and 3 state that increasing the base stock in some stage q (g=1,...R) deaeases the

arrival and departure times of al other stages. Moreover, the arival time (respedively the
departure time) of the n™ part from stage q deaeases with resped to the arival time
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(respedively the departure time) of the (n+ ~S¢S1)th part from MP,. This means that an increase

in the base stock of stage g from S, to §; has the same dfed as of having (S, -Sg) extra parts
enter the stage q and receive processing before the first demand arrives.

Property 7 and Property 8 give away to improve the "speed” of a SEKCS or IEKCS by
increasing the number of kanbans or the base stock level. We will seein sedion 4.6 that the
number of kanbans is mainly related to the production cgpadty of the system whil e the base
stock level is related to the customer demands satisfaction.

4.4.1. Variation of the parameter of the SEKCS

Property 7: Consider the two systergsands under theSEKCS. Then, we have:

1. If Kq > Kq for someqin {1,...R}, Ki =K, foraliin {1,...R}-{q}, andS =S foraliin
{1,...,R}, then for all n,

EQ.35 lin< i  iD0{1,..,R+1},
Eq.36 O, <O, i0{1,...R}

2. 1fKi =K foraliin{l,..R}, S;>S forsomeqin {1,...R-1}, and S = S for al i in
{1,...,R}-{q}, then for all n,

Eq.37 o< i 0{1,...,R+1}-{q},
Eq.38 1., < 1, &

Eq.39 O, <O iD{l..R}a}
EQ.40 O, <O, & o

3. If K =K, i O{1,..R}, S = S, i 0{1,...R-1}, andSg > Sk, then for all n

Eq.4l i < ln@esy | OELRY
EQ.42  lretn € lren,
Eq.43 On<O i 0{1,...,R}.

i,n+(Se-Sr)

The proof is given in Appendix B.

4.4.2. Variation of the parametersof the [ EKCS

The influence of the variation d the parameters upon the event times for the IEKCS is
basicdly the same & for the SEKCS. We will only state the correspondng property. Its proof
is very similar to the proof d?Property 7

Property 8: Consider the two systerngsands under thdEKCS. Then, we have:

1. If Kq > Kq for some qin {1,...R}, Ki = K, i O{1,...R}-{q}, andS =S, i O{1,...,R}, then
for all n,
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N

Eq.44 lin< lin i OfL,...R+1},
EQ.45 Oin < O, i0{L,...R}

2. 1fKi =K foraliin{l,..R}, S;>S for someqin {1,...R-1}, and S = S for al i in
{1,...,R}-{q}, then for all n,

N

EQ.46 |in < lin i 0{1,...,R+1}-{q},
EQ.47 lqn < oGSy
EQ.48 Oin <Oin i O{1,...,R}-{a},
EQ.49 Ogn < Oy & -

3. IF K =K;, S =S, i 0{1,...,R-1}, andSg = Sk, then for all n:
EQ.50 Iip < lne(5es) i 0{1,...,R},
Eq.51 rR+1,n < lr+in
EQ.52 Oin < O ni(Gesy | LY.

45. Special Cases

Property 9 and Property 10 that follow express two speda cases where the SEKCS
(respedively the IEKCS) is equivalent to the Simultaneous Kanban Control System (SKCYS),
and the Base Stock Control System (BCSC) (respedively to the Independent Kanban Control
System (IKCS) and the BSCS), where the SKCS, the BSCS and the IKCS are briefly
described in Appendix A.

Property 9: 1) The SEKCSwithK; =0, §2>0, (i=1,...R) is equivalent to the BSCS having
a base stock of; $inished parts in stage i, i=1,...,R.

2) The SEKCS with K; = §, (i=1,...R) is equivalent to the SKCS having K;
kanbans in stage i, i=1,...,R.

Proof: 1) Consider the SEKCS shown in Figure 3-3, with K; = o0, § = 0,i=1,...R. Queues A,
have an infinite number of kanbans and therefore play no role in the synchronization station
they belong to sincethey never block the transfer of parts through that synchronization station;
hence they can be diminated. Once queues A; (i=1,...R) are diminated from the network in
Figure 3-3, the resulting network is the same & the queueing network model of the BSCS in
Figure 6-1and has the same initial conditions.

2) Consider now the SEKCS shown in Figure 3-3, with K; = S, i=1,...R. In the initial state of
the system, since K;-S = 0, there ae no avail able kanbans g in queues A; and all kanbans g
are dtaded to partsin PA;. Asin the cae of the SKCS, a kanban g beammes avail able in A;
only when finished parts p; are transferred to MPr (i=1,...R-1), and a kanban agr becomes
avail able only when afinished part pr is delivered to the aistomer. Also, since K-S = 0, Eq.
7 and Eg. 10imply that M(D;) = M(A)), i = 1,...R. Queues D;, therefore, play norole in the
synchronization station they belong to; hence they can be diminated. Once queues D;
(i=1,...R), are diminated from the network in Figure 3-3, the resulting network is the same &
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the queueing network model of the SKCS in Figure 6-2, where queues A; in Figure 3-3 play
the same role as queues DA Figure 6-2(i=1,...,R).
|

Property 10: 1) The [IEKCSwithK; =0, § >0, (i=1,...R) isequivaent to the BSCS having a
base stock of;Sinished parts in stage i, i=1,...,R.

2) The IEKCS with K; = §, (i=1,...R) is equivaent to the IKCS having K;
kanbans in stage i, i=1,...,R.

Proof: 1) Consider the IEKCS shown in Figure 3-4, with Kj = 0, § > 0, i=1,...R. Queues A
and Ag; have an infinite number of kanbans and therefore play no role in the synchronization
station they belong to since they never block the transfer of parts through that synchronization
station; hence they can be diminated. Once queues A;, Ag; (i=1,...R-1) are diminated from
the network in Figure 3-4, the resulting network is dhown in Figure 4-1. Arrivas in queues
Dr; are simultaneous, therefore asembly in MPr occurs when there is one demand for this
operation (which is lit into R-1 demands) and ore finished part in queue PA;, i=1,...R-1.
Therefore the queueing network in Figure 4-1 is equivalent to the queueing network model of
the BSCS shown ikigure 6-1and has the same initial conditions.

2) Consider now the IEKCS shown in Figure 3-4, with K; = S, i=1,...R. In the initial state of
the system, since K;-S = 0, there ae no avail able kanbans g in queues A; and all kanbans g
are dtached to partsin PA;. Asin the cae of the IKCS, a kanban & beammes available in A;
when a finished part p; is transferred to B; (i=1,...R-1), and a kanban ag becmmes avail able
only when afinished part pr is delivered to the austomer. Also, sinceK;-S =0, Eq. 13implies
that M(Di) =2 M(A)) (i=1,...R-1), and Eq. 17implies M(Dg;) 2 M(Ag;) (i=1,...R-1). Therefore
queues D; and Dgj, i=1,...R-1, day no role in the synchronization station they belong to;
hence they can be diminated. Once queues D; and Dg; are diminated from the network in
Figure 3-4, the resulting network is the same & the queueing network model of the SKCSin
Figure 6-3, where queues A, i=1,...R, in Figure 3-4 play the same role & queues DA; in
Figure 6-3

|

stageR
PAR
—r—IH— o
customer
DR+1
1IH

customer
demands

Figure 4-1: Queueing Network Model for the IEKCSwith Kj =, i =1,...,R
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4.6. Production Capacity

The production capacity of apull control system is the maximum demand rate that the system
can med. To determine the production cgpadty of a pull control system, we study the
saturated version d the system, that is the original system under the sssumption that there ae
an infinite number of raw parts and customer demands. The production cgpadty of the
original system is then the throughput of the saturated system.

Property 10 and Property 12 are important since they state that the production cgpadty
depends only on ore parameter, namely K;. The role of parameters S (base stock level) and K;
(number of kanbans) is thus clealy separated. The parameters S are related to the satisfadion
of demands whereas K; are related to the production d new parts. Thus, parameters K; shoud
be designed first to oltain a desirable production capadty and then parameters S shoud be
designed to obtain a desirable customer satisfaction[lvel

Property 12 and Property 14 state that in the saturated case, the SEKCS (respedively the
IEKCS) and the SKCS (respectively the IKCS) are equivalent.

4.6.1. Production Capacity of the SEKCS

Figure 4-1 shows the queueing network model for the saturated SEKCS having R stages (R-1
manufaduring stages and a single asembly stage). Figure 4-1 is obtained from Figure 3-3 as
follows:

— By definition d the saturated SEKCS, queues Py, (i=1,...,R-1) have an infinite number of
raw parts, and queues,@=1,..., R+1) have an infinite number of demands.

— Therefore these queues play no role in the synchronization station they belong to since they
never block the transfer of parts through that synchronization station, rence, they can be
eliminated.

— Once Py; and D; have been eliminated, A; remains the only queue in the synchronization
station at the entry of stage i (i=1,...R-1). Similarly, once Dgr+1 has been removed, PAR
remains the only queue in the synchronization station at the output of stage R. Clealy if
there is only one queue feading a synchronization station, this queue can be removed since
any customer arriving at this queue immediately goes through the synchronization station.
In the saturated SEKCS, queugq(i&l,...,R-1) and PAmay therefore be eliminated.

The queueing network model that results after these eliminations is shévguia 4-1

Ar

stage 1 —»]]]-

PA;

pats——— PO

@ partsto
customer
R-1
stage PAw.

@H]]]W

v

stageR

® 00

raw
parts

v

Figure 4-1:Queueing network model for the saturated SEKCS
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We now have the following two properties.

Property 11: The produwction cgpadty of the SEKCS depends only on parameters K;
(i=1,...,R), and is independent qf(&-1,...,R).

The proodf is based onthe following result. The throughpu of a basic FIQN/B containing N
elementary closed subretworks depends only on the fixed number of customersin ead closed
subretwork, and nd on the initial allocaion d these austomers aong the queues of this
closed subretwork ([5], [6]). In the SEKCS, K; is the fixed number of customers in the dosed
subretwork that includes A;, MP,, and PA;, whereas S determines the initial alocaion o
customers in each of the queues of the closed subnetwork.

Property 12: The production cgpadty of the SEKCS, with parameters K; and § (i=1,...R), is
equal to the production cgpadty of the SKCS with the same parameters K; (i=1,...R), asthose
in the SEKCS.

The queueing network model for the saturated SKCS is obtained from Figure 6-2 by
performing similar eliminations as described previously for the SEKCS. By comparing Figure
4-1 and the queueing network model for the saturated SKCS, it is clea that the saturated
SEKCS is equivalent to the saturated SKCS, and therefore their throughpus are equal to eah
other.

4.6.2. Production Capacity of the [EKCS

Figure 4-2 shows the queueing network model for the saturated IEKCS having R stages (R-1

manufaduring stages and a single assembly stage). Figure 4-2 can be obtained from the

gqueueing network model frigure 3-4after eliminating:

— queues Py and queues D; and Dr; (i=1,...R-1), using the fad that they contain an infinite
number of entities,

- queues A (i=1,...R-1) and qieue PAg, using the fad that they are the only queues feeding
a synchronization station.

21



stage 1

L,
=
L |
Q

&

¢}

Py

raw

pats —* _ _EI]]_ B,

.
. . partsto
. AR,R-l . @ customer
stage R-1 —EI]]_ —’]]]
Br-
raw PAR.1 R-1

parts

—r)——[

v

Figure 4-2: Queueing network model for the saturated IEKCS

We now have the following properties. The aguments for their proofs are smilar to those
used for the SEKCS and are therefore omitted.

Property 13: The production cgpaaty of the IEKCS depends only on parameters K;
(i=1,...,,R), and is independent of(&-1,...,R).

Property 14: The production cgpadty of the IEKCS, with parameters K; and § (i=1,...R), is
equal to the production cgpaaty of the IKCS with the same parameters K; (i=1,...R), asthaose
in the IEKCS.

5. Comparison between the SEKCS and the [EKCS

A visua comparison ketween the queueing network model of the SEKCS shown in Figure 3-3
and the queueing network model of the IEKCS shown in Figure 3-4 may lea to the
conjedure that the IEKCS responds faster to customer demands than does the SEKCS with
the same parameters. This is due to the relative independence of the manufaduring stages
upstream the assembly stage and it is stated more precidetgmrty 15hat follows.

To distinguish equivalent times in the two systems, let us introduce the following notation:

S

. Ii’n and Iil’n, (i=1,...R): the time of the n" arrival in MP,, in the SEKCS and the IEKCS,
respectively,
. I§+1,n and l:?+1,n: the time of the n™ departure from the system, in the SEKCS and the
IEKCS, respectively,
S

* O, and OiI y (=1,...R): the time of the n™ departure from MP;, in the SEKCS and the

IEKCS, respectively,
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I . . .
. DnS and D the time of the i demand, in the SEKCS and the IEKQ8spectively.

Property 15: Consider two systems, the SEKCS and the IEKCS, having the same parameters
Ki and S, the same sequence of servicetimes g; , and the same austomer demand times D, for
alliin{1,...R}. Then,

| s
Eq.53 1<l i0{L...R+1}

LN

Eq.54 oI <oS i 0{1,...,R}.

i,n'’

Proof: The proof is smilar to the proof of Property 7. Let us assume that Eq. 53and Eq. 54
hold up to n-1, that is:

II <IS i 0{1,...,R+1}, m=1,2
in-m= lin-m i {1,...,R+1}, m=1,2,...

,N-m

! s _
Ol Oy 1 {1, RE, m=1,2,...

i,n-m

» Let us firg consider the case i=1,...,R-1. We have,

i,n = max%)n, IR (Ki-S) D by Eq. 26

= maﬁDn ’ ma@n (Ki-s) ' T =1 % BDJ n-(Ki-S)-S D’ R+1 1 (Ki-S)-(Kr- SR)% by Eq. 27

_ S S 0 .S

= max jma s BDJ n-(Ki-S)-5 OR’n_(Ki_S)_KR@ by Eq. 28

and,
| |

lin =maxm,, Li,n-(Ki—Si)% by Eq. 30

B | | | |

B max@)n ’ ma)@)n—(Ki-si) ' Oin-(k;-s)- 5 |R+1,n-(KR_SR)_(Ki_Si)% by Eq. 33

_ I I I | M

- max%)n ' Oi,n-Ki ' ma)&)n-(KR-SR)-(Ki-S) ' OR,n-(KR-SR)-(Ki-S)_SR il by Eq. 32
Ol | 0

= maxDD OI K (@) R (Ki-S)-Kr 0

To prove Eq. 53for i=1,...R-1, it suffices to show that the terms inside the parenthesis in the

definition d I n dbove ae greaer than or equal to their equivalent term in the definition o

I S 0. S S I
li n Clealy, we have Jrpax R 1P (Ki-S)-S 02 Oi,n-(Ki-S)-S OI K 2 OI n-K;

first inequality hdds by definition and the second inequdlity holds by the induction

where the
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hypothesis. Also, DnS = DL by definition. Finally OS |

R-(Ki-S)-Kr = ORn-(k-s)-kr Y the

induction hypothesis. Thereforen < I yeeesR-1.

* For i=R,we have,

S _ S S O.,S

lrn™MmaxP,, max. o g0 Ire1,n(kr-sR) by Eq. 27

I

IR’n:Il (L.n) by Eq. 31

= max@Dn , max %DI N SD’ R+1 (Kr-SQ) by Eq. 33
. I : : . I
By deflnltlon,D;]S = D, Also, by the induction hypothesirgffR_BDISn SE‘ max i,n-sa
I S

andIR+1,n(KR_SR) > IR+1,n(KR_SR). ThereforeIR,n > IR,n .
* Fori=R+1,we have,

S _ O

IR+1n max%) RnSRD by Eq. 28

| _ I O

|R+1,n = max%) , OR,n-SRD by Eq. 32

S I S I . . .

Clealy, D, = D, and O n-Se 2 O n-Se by the indution hypothesis. Therefore
IS > II
R+1Ln~ 'R+1L,n

* Finally, we have,

S S
O =0 +max(F Inl) by Eq. 29
I

I
Oin—c +max(‘

0 |n1) by Eq. 34

To prove Eq. 54it suffices to show that the terms inside the parenthesis in the definition o

OiSn above ae greder than o equal to their eqUIvaIent terms in the definition d O, , since

G-S = oil N IndeedIiSn , DYEQ. 53andO 112 OI

Ln in- 1 by the induction hypothesis.

Property 15 states that the time & which the n™ part begins its processng (respedively
finishes its processng) in MP; in the IEKCS is gnaller than the time when the n part begins
its processng (respedively finishesits processng) in MP; in the SEKCS. Therefore, customer
demands are satisfied ealier in the IEKCS than they are in the SEKCS. This does nat
necessarily mean that the IEKCS has an owerall better performance than the SEKCS, sincethe
inventory storage asts are not taken into acourt. In fad, the IEKCS is likely to incur higher
inventory storage than the SEKCS does.

24



6. Appendix A : Base Stock and Kanban Control Systemsfor Assembly

6.1. Base Stock Control System for Assembly

The Base Stock Control System (BSCS) is a simple pull control mechanism for coordinating
multi-stage manufaduring systems [4]. Figure 6-1 shows the queueing network model of a
BSCS for an assembly systems. For the sake of simplicity, we represent the cae of R-1

manufacturing stages supplying one assembly stage.

We use the same natations as in sedion 3. The @ntents and initial values of the queues, or
network of queues in the case of M&te described imable 6-1

Queue Contents Initial value
MP; i=1,...,R o] 0
P, i:]_,...,R Pi S
D; i=1,..,R+1 di 0

Table 6-1: Contentsand initial values of the queuesin the BSCS

stage 1
PO,l

_Ellj]]
—l

——G@r—H— S
customer

customer

demands

&
<€

Figure 6-1: Queueing Network model for the BSCS

The behavior of the BSCS can be described as follows.

When a austomer demand arrives to the system, it is immediately transmitted to all stages
(queues R i=1,...,R+1).
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Release of partsinto the manufacturing stage:

At the i™ manufaduring stage, queues Po; and D; are joined in a synchronization station
(i=1,..R-1). This means that stage-i can begin the production d a part only when there ae &
least: a raw partopin Pyj and a demand th D;. When these conditions are met, then,

— the raw part g; is relabelled gand is transferred to MP

— the demandds satisfied and is therefore discarded.

When the partdinishes its processing in MRt is relabelled pand it joins P

Release of partsinto the assembly stage:

At the ssembly stage R, queues P; (i=1,...R-1) and Dg arejoined in a synchronization station.
This means that the assembly operation can begin oy when there ae & least: a part p; in P,
(for all i=1,...,R-1) and a demang th Dr. When these conditions are satisfied, then,

= (p1,p2,..-,[k-1) is relabelled g and is transferred downstream to (P

- the demandglis satisfied and is therefore discarded.

When a part gfinishes its assembly process in MR is relabelled p and it joins B.

Délivery of finished partsto the customer:

Queues Pr and Dg+; are joined in a synchronization station. The delivery of a finished part
occurs when there are at least: a paihd@k and a demandkg; in Dr+1. Then,

— pris released to the customer,

- the demandgl, is satisfiedand is therefore discarded.

Note that the BSCS depends only on one parameter per stage, namely S

6.2. Kanban Control System for Assembly (KCYS)

We briefly describe the KCS for assmbly systems (see [8] for details). Two systems are
defined, depending on the medianism for the release of kanbans: the Simultaneous Kanban
Control System (SKCS) and the Independent Kanban Control System (IKCS).

6.2.1. Simultaneous Kanban Control System (SKCYS)

Figure 6-2 shows the queueing network model of a Simultaneous Kanban Control System
(SKCS) for an asembly system. Once aain, for the sake of simplicity, we represent the cae
of R-1 manufacturing stages supplying one assembly stage.

In addition to the notatioof the sectior8, we use the following bold notation:
di i=1,...,R+1 an i-element vector {g,...,d); note thad; = (d).

Table 6-2 describes the @ntents and initial values of the queues, or, in the cae of MP,,
network of queues:

Queue Contents Initial value
MP,  i=1,..R (9,a) 0
PA =1, ..R (p,a) K
DA, =1, ..,R-1 (di,a) 0
DAR (dr,&R) 0
DR+1 dR+1 0

Table 6-2: Contentsand initial values of the queuesin the SKCS
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When a customer demand arrives it joins qu2ga as a vectodg+ = (dy,dy,...,0k+1).

Eadh manufaduring stage i has K; kanbans g that authorize the production d new stage-i
finished perts. Initialy, al these kanbans are d@tadhed orto an equal number of parts p; and are
stored as pairs (pi,a) in queue PA;. As in the cae of the extended kanban control system,
queue Py; (i=1,...R-1) represents the raw parts buffers sipdying the manufaduring stage i.
The initial number of raw parts in Py; and the arival of new parts into Py; fall outside the
scope of the control mechanism and are considered as given.

The behavior of the BSCS can be described as follows.

Release of partsinto the manufacturing stage:

Queues Py; and DA (i=1,...R-1) are joined in a synchronization station. If there ae apair

(di,a) in DA; and a partg in Py then,

— the kanban g is attadhed orto p; which is relabelled g and together they are transferred
downstream into MP

- the demand;ds satisfied and is therefore discarded.

When the part g; finishes its processng in MP; it isrelabelled p and together with the kanban

a that is attached onto it, they join queue B#a pair (pa).

Release of partsinto the assembly stage:

At the ssmbly stage R, queues PA; (i=1,...R-1) and DAR are joined in a synchronization

station. This means that the assembly operation can begin orly when there ae & least: a pair

(pi,a) in PA; (for al i=1,...R-1) and a pair (dr,ar) in DAgr. When these ndtions are

satisfied, then,

- the kanban;as detached from;pi=1,...,R-1,

= (p1,P2:--sfk-1) IS relabelled g and, together with the kanban ag they are transferred
downstream to Mg,

— the kanban g is attadhed orto the demand d, and together they are transferred upstrean
into DA as a pair (¢g), i=1,...,R-1,

- the demandglis satisfied and is therefore discarded.

When a part gr finishes its assembly processin MPx, it isrelabelled pr and, together with the

kanban athat is attached onto it, they join queuezPA

Delivery of finished partsto the customer:

Queues PARr and Dr.+1 are joined in a synchronization station. The delivery of a finished
asembled part occurs when there ae & least: a pair (pr,ar) in PAR, ademand vedor dgr+1 in
Dr+1. Then,

— the kanbangis detached fromgp

Pr is released to the customer,

the demand gl is satisfied and is therefore discarded,

the kanban ar is attached orto the demand vedor dg, and together they are transferred
upstream iNtMAR.

Note that the SKCS depends only on one parameter per stage, namely K
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Figure 6-2: Queueing Network model for the SKCS

customer
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6.2.2. Independent Kanban Control System (IKCS)

Figure 6-3 shows the queueing network model of the Independent Kanban Control System
(IKCS) for an assmbly systems. We use the same notations as in sedion 3. Concerning the
customer demands, let us introduce the following notations,

dr+1 a demand for a assembled part,

dr a demand for an assembly operation,

d i=1,...,R-1 ademand for the production of a new p

dr; i1=1,...,R-1 ademand for the assemblyahew g using a stage-i finished part p

dr+1 a vector demand {db,...,0k+1).

Table 6-2 describes the mntents and initial values of the queues, or network of queues in the
case of MR

Queue Contents Initial value
MP,  i=1,..,R (9,8) 0
PA  i=1,...R (p,a) K
DA,  i=1,..,R-1 (di,a) 0
DAR; ((di,dr,),aR,) 0
DR+1 dR+1 O

Table 6-3: Contentsand initial values of the queuesin the IKCS

When a austomer demand arrives it joins queue Dg.; as a vedor drs1 = (dy,dp,...,Cke1). Each
demand ¢k for an assembly operation is Plit into R-1 demands dr; (i=1,...R-1). In the same
way, each kanban is split into R-1 kanbags a
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Figure 6-3: Queueing Network model for the IKCS

The behavior of the IKCS can be described as follows.
Release of partsinto the manufacturing stage: It is identical to the SKCS

Release of partsinto the assembly stage:

The difference between the SKCS and the IKCS is in the way kanbans are transferred in

stages 1,...R-1. In the SKCS kanbans are transferred in stages 1,...R-1 simultaneoudly,

whereas in the IKCS they are transferiredkpendentlyof each other.

The entry of the assembly stage R is composed by R synchronization stations:

—for each stage i (i=1,...,R-1), queues BAdDAR are joined in a synchronization station,

—queues Bare joined in a synchronization station.

The supgy of stage-i finished parts for the assmbly operation can occur only when there ae

at least: apair (p;,a) in PA;, apair ((di,drj),ar;) in DAR;. When these condtions are satisfied,

then,

- the kanbanjais detached from;p

— the kanbang; is attached onto; and together they are transferred downstream,to B

— the kanban g is attached orto the demand d, and together they are transferred upstream
into DA as a pair (68), i=1,...,R-1,

— the demandg; is satisfied and is therefore discarded.

When there is at least one pai;,&p;) in each Bthe assembly process can begin, then,
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—the pairs (pi,ar;), are removed from queues B; (i =1,...R-1), the (R-1)-tuple (p,pz,..-,[k-1) IS
relabelled g, the kanbans (ar1.8r2,---8rRr-1) @€ merged into a kanban ag, and the pair
(gr.ar) is transferred downstream to MP

When a part gr finishesits assembly processin MPg, it is relabelled pr, and, together with the

kanban a that was attached onto it, they join iPds a pair (par).

Délivery of finished partsto the customer:

Queues PAR and Dr+1 are joined in a synchronization station. There is no reed for an
authorization to release afinished part to the austomer. Therefore, the delivery of a finished
part can ocaur as von as there ae apair (pr,ag) in PAgr and a demand vedor dg+; in Dgaa.
When these conditions are satisfied, then,

—the kanbangis detached fromgpand is split into R-1 kanbang @a

—the demand ck is Plit into R-1 demands dr; which are transferred to queues DAR; together
with the demand;dand the kanbarkaas a pair ((ddr j),ar ), I=1,...,R-1,

—pr is released to the customer,

—the demandgl, is satisfied and is therefore discarded.

Note that the SKCS depends only on one parameter per stage, namely K

7. Appendix B : Proof of Property 7

The proofs are based on expressng the times on either side of the inequality sign in Eq. 35
Eq. 43in terms of the max-plus expressons Eq. 26Eq. 29,and then showing that ead term
inside the "max" parenthesis on the left hand side of the inequality sign is snaller than o
equal to the equivalent term on the right hand side of the inequality sign.

Let us recall some facighich are essential along these praofs

there exists a total ordering on the event times:

linm < linand — Tinm < lin i=1,...,R+1, n,mO{1,2,...},
Oinm € Opnand  Oipm < Oin i=1,..,R, nmO{1,2,..},
Dn-m < D, and Bn_m < Bn n,m{1,2,...}.

~ initial values are fixed: lin, lin, Oin, Oin , Dn and Dy are zero for n < O (first step for the
induction we use bellow),

- systemss andsS are submitted to the same sequence of customer demaqndg)(]D n),

— sequences of processing times,n(andai,n) are the same in system@sands .

1. We ssaume that Rq > Kqforsomeqin {1,...R}, Ri =K;fordliin{1,..R}-{q}, é =S for
aliin{l,..R}. Inaddtion, we asume that Eq. 35and Eq. 36 had upto n-1 (induction
hypothesis), that is:

linm < linm  i=1,...,R+1, m=1,2,..,

Oinm € Opm  i=1,.,R,  m=1,2,...
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For i=1,...R-1, we prove Eqg. 35for n, by EQ. 26,the induction hypathesis and the fad that
K-S = K-S :

= -~ - .Q

lin = max%n T Rr(ki-s)0

0_
< max %)n , IR,I’I-(Ki-S)D_ lin

Eq. 35is therefore proved for i=1,...,R-1.
For i=R, byEq. 27 the induction hypothesis, and the fact taaté andIZR -~SR2 Kr-Sr:

_ o -
'R = max{D, in.).(Ra%i,n-é 0! R+1,n—(r(R-§R)%

< max@)n ,max %DI n-S D’ R+1,m(Kg- SR)% lrRn-

Eq. 35is therefore proved for i=R.

For i=R+1, byEq. 28 the induction hypothesis and the fact th:atzi*.";R :

- _ ~ 0 0
| R+1,n= Max %n , OR,n-’éRD < max %Dn, OR,n-SRD_ IR+Ln .

Eq. 35is therefore proved for i=R+1.

For i=1,...,R, byEQ. 29 Eq. 35 the induction hypothesis, and the fact iat= Ei,n X

6i,n = 6i,n + max (i,n ,6i,n-1) < Oin +max (In, On1) = Q.

Eq. 36is therefore proved for i=1,...,R.

. Let us now asume that }Zi =K;fordliin{l,.R}, §q > G, for someqin {1,...R-1}and

§ =Sfordliin{1,..R}-{g}. Inaddtion,wewill asuumethat Eq. 37,Eq. 38,Eqg. 39,and
Eq. 40hold up to n-1 (induction hypothesis).

For i[}{1,...,R-1}-{q}, by EQ. 26 the induction hypothesis, and the fact ﬁﬁpé =Kj-§;:

= _ - _ 0
lin = max %" T Rn(K-8)0

0_
<maxb. Ig (7 5)0S M g o )0 =

Eq. 37is therefore proved forli{1,...,R-1}-{q}.

For i=R, by Eq. 27,theinduction hypothesis and the hypotheses Kr-Sk = Kr-Sr and S = S
fori=1,...,R-1:

- D T
| R =max Dy, maXR 1in- S.D’ R+1, n(KR'SR)@
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O _
< max @)”’ {PlaXRl i,n-S§ [’ IR+1,n( KR-SR)% = Irn-

Eq. 37is therefore proved for i=R.

For i=R+1, by Eg55 and the same arguments as previously:

~ _ =~ _ 0O _
I Re1,n  =Max %n ) OR,n-SRD S max &)” ’ oR,n-SQ u- IR+1,n'

Eq. 37is therefore proved for i=R+1.

For i=q, by the Eq. 26, Eq. 37, the asumption onthe parameters ~Sq-Sq > 0 and the
induction hypothesis:

~ _ =~ _ _
Lan = Iq,n"‘(gq'sq) = max %” | R,nH(Sq-Sg)-( Kq-Sq)Ul

= _ 0O
< maX%n , | R,I’H‘(Sq-Sq)D
- g_ -
<maxDn Ig 5 <) 0= oSy
Eq. 38is therefore proved.

To prove Eq. 39and Eq. 40, we first observe that the processng timein al MP, (i # Q)
remains the same becaiuse the base stock is the same in the two systems. For MP, for

which the base stock is increased, hovever, we will assume that the AS}Sq supdementary
parts have been previously produced by the stage. In other words:

Oin =0in fori#q,

9.0~ %qnHSesy) -
For i[{1,...R}—{q}, by Eqg. 29 Eq. 37and the induction hypothesis:
= O O

Oi,n = 0i,n + max i,n ’Oi,n-lﬂS 0i,n + max%i,n ’Oi,n-lﬂ = Oi,n '

Eq. 39is therefore proved forli{1,...R}—{q}.

For i=q, by Eq. 29,Eq. 38,the asumption onthe parameters é-sq >0 ,c~5i n=
and the induction hypothesis:

6q,n = aq,n + maXHq’n , 6q’n_1g

9 +(Sq-Sg)

+ max%

_ _ g -
= 04,n45¢S) 0145¢Sy) * Can14Ge %) Cani(Sesy)

Eq. 40is therefore proved.
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3. Let usassume now that IZi =K (i=1,...R) and§ =S (i=1,...R-1) and§R = Sg. In addition,
we assume thd&q. 41 Eq. 42andEq. 43hold up to n-1 (induction hypothesis).

« Fori=1,...,R-1, byEq. 26 the hypothesis on the parameters and the induction hypothesis:

= Il

ln =maxDy,| Rn{Ki-S)0
smax%) P I P D:I. = .
n+(Sr-SRr) ’ 'R,n{Ki-S)+(Sr-Sr)LI™ "i,n+(Sr-Sr)

Eq. 41is therefore proved for i=1,...,R-1.

e For i=R, by Eq. 27,D, = Bn , the aumption on the parameters, and the induction
hypothesis:

IR = max @n ' irl]]?..).(R-l i,n-S; [ ! R+l,n(RR-§R)§
—_— -~ D =
< max @n"'(SR'SR) ’ {l]laXR-l%:)lin-s-’-(SR-SR)D’ IR+l,n'(KR'SR)+(SR'SR)§
= IR,I’]+(~SR-SR) .

Eq. 41is therefore proved for i=R.

e Fori=R+1, byEq. 28 and induction hypothesis:

= = O
| R+1,n  =max %n ) Oi,n-gR 0
O

- o~ L _
< max %)n , Oi,n-SR+(SR—SR)D_ max %)n , Oi,n-SRD_ lR+1,n
Eq. 42is therefore proved.

« To prove Eq. 43,we first observe that as the base stock in PAg has been increased, we can

consider that the @SR suppementary parts in the second system have been previously
produced. In other words:

0-i,n :O-i,n+(§R_SR) , fori=1,...,R.

Now, byEq. 29 Eqg. 41and the induction hypothesis,

= _= = 1l
Oi,n =0 T maxg Oi,n-lD
<O .(S + max% I O 3 o =
= Vi,n+(Sr-SR) i,n+(Sr-SR) * ~I,n-1+(Sr-SR)LI™ ~i,n+(Sr-SR)"

Eq. 43is therefore proved for i=1,...,R.
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