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A B S T R A C T 

Recent advance in wireless communication and electronics industry has allowed the development of a 

wide range of biosensors to be used for Wireless Body Area Networks (WBANs) and Internet of Medical 

Things (IoMTs) which are emerging technologies for health monitoring. IEEE 802.15.6 is the first 

international WBANs’ standard, developed by the IEEE Task Group-6 to fulfill WBANs requirements for 

wireless communication around the human body, by supporting short range communications, high quality 

of service and extremely low power consumption. In many WBANs applications, sensor nodes must 

manage various types of traffic due to the fact that the monitored vital signs have different requirements in 

terms of reliability and latency. Many analytical models were proposed in the literature to study and assess 

the standard performances. However, taking into consideration heterogeneous traffic in the proposed 

models is overlooked in most, if not all, of existing work. For this aim, we propose in this paper, a general 

analytical model for performance evaluation of the IEEE 802.15.6 based WBANs with heterogeneous 

traffic in terms of priority. The proposed model is composed of two complementary sub-models. The first 

is a renewal reward based analytical sub-model that efficiently describes the IEEE 802.15.6 CSMA/CA 

Backoff process. The second sub-model is an M/G/1 queuing model with non-preemptive priority. To the 

best of our knowledge, this is the first analytical analysis of the IEEE 802.15.6 standard with 

heterogeneous traffic in terms of priority. Using Matlab and Maple, we conducted an analysis of the 

proposed analytical model under ideal channel conditions and saturated network traffic regime. Besides, to 

validate the proposed model, we performed simulations of the IEEE 802.15.6 standard using Castalia 

Simulator based on OMNeT++. Results showed the accuracy of the proposed model for managing 

WBANs with heterogeneous traffic. 

© 2019xxxxxxxx. Hosting by ElsevierB.V. All rights reserved.  

 

 

1. Introduction 

WBANs are a sub-class of Wireless Sensor Networks (WSNs), construing 

of a reduced number of heterogeneous nodes, characterized by limited 

energy resource, no redundancy and extremely low transmission range to 

minimize negative effects of interferences on the human body. A typical 

WBAN incorporates various sensor nodes, deployed on or inside the 

human body to monitor the surrounding body environment as well as 

human physiological signs such as body temperature, heart rate, and 

glucose level, etc. WBAN nodes forward the sensed data to a central 

device called the Body Network Coordinator (BNC) (Latré et al., 2011), 

which, in turn, sends this data to external medical servers for further 

analysis. 

Actually, many wireless standards such as IEEE 802.11(IEEE, 1997), 

IEEE 802.15.1(IEEE, 2002) and IEEE 802.15.4 (IEEE, 2006) are used for 

ensuring WBANs’ communications. However, these standards are 

designed for environments having different characteristics (Ad-Hoc, 

WSN, and WPAN) compared to WBANs. Therefore, they cannot meet all 

WBANs’ constraints; The power consumption of the IEEE 802.11 and 

IEEE 802.15.1, which can reach up to 800 mW and 100 mW respectively, 

is too high to respond to WBANs’ low power nodes (Alam and Hamida, 

© 2020 published by Elsevier. This manuscript is made available under the CC BY NC user license
https://creativecommons.org/licenses/by-nc/4.0/
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2014). The IEEE 802.15.4 standard is the most used in WBANs. 

However,  this standard cannot support high data rate applications either 

ensure data transmission of more than 250 Kbps (Alam and Hamida, 

2014) (Li and Zhuang, 2012). Therefore, the IEEE Task Group 6 has been 

formed to standardize the MAC layer of WBANs operating in short-range 

wireless communications within the vicinity of, or inside, a human body 

(IEEE Standards Association, 2012). The group provided the IEEE 

802.15.6 standard, which supports QoS and allows devices to operate on 

very low transmission power ensuring human safety by minimizing the 

Specific Absorption Rate (SAR) into the body and increasing the battery 

lifetime (IEEE Standards Association, 2012).The IEEE 802.15.6 standard 

offers up to 10 Mbps data rate and it includes three different Physical 

Layers: Human Body Communications (HBC), Narrowband (NB) PHY 

and Ultra-wideband (UWB) PHY in order to cover the broad range of 

monitoring applications. In addition, the standard presents a more flexible 

frame structure at the MAC layer that supports multiple channel access 

modes (Huang et al., 2015). According to several studies such as  

(Benmansour et al., 2016), (Bradai et al., 2014) and (Nabila and 

Mohamed, 2019), the  IEEE 802.15.6 standard is the more suitable for 

WBAN communications than other standards, especially for latency and 

reliability  sensitive applications. 

In many WBANs applications, sensor nodes generate different types of 

traffic with different QoS requirements in terms of latency and reliability 

according to their nature and their impact on human health. For example, 

the electrocardiogram (ECG) traffic, which is critical emergency traffic, 

requires high reliability and low transmission delay, while normal traffic 

concerning regular vital signs such as body temperature and blood 

pressure are usually delay-tolerant. Nevertheless, normal traffic may be in 

some medical situations considered as emergency traffic and delay 

sensitive if it exceeds critical thresholds. To differentiate the traffic, the 

IEEE 802.15.6 standard offers QoS differentiation by dedicating 

Exclusive Access Phases for emergency traffic and by using a priority-

aware CSMA/CA Backoff process, in which nodes adjust the contention 

window bounds according to the traffic priority, which allows quick 

delivery of the emergency traffic.  

Recently, there is a considerable focus on performances evaluation of the 

IEEE 802.15.6 based WBANs, as well as WBANs deployment, their 

security, energy efficiency, and many other related research axes. Various 

research studies such as  (Rashwand et al., 2016), (Sarkar et al., 2015), 

(Chowdhury et al., 2014b), (Khan et al., 2017b), (Mukherjee et al., 2014), 

(Jacob et al., n.d.), (Quan et al., 2017) and (Ullah et al., 2018), based 

mainly on the Bianchi’s work (Bianchi, 1998) (Bianchi, 2000), have 

attempted to provide generalized analytical models for performance 

evaluations of the IEEE 802.15.6 standard. To model the Backoff process 

behavior of the CSMA/CA access scheme, the aforementioned studies 

have used mainly Discrete-Time Markov Chain (DTMC) and the renewal 

reward process. Most of these analytical models handle heterogeneous 

traffic in a global manner while assuming that each WBAN’s node can 

generate and process only one user priority type of packets. This 

assumption does not meet the IEEE 802.15.6 standard features that allow 

generating heterogeneous traffic with different user priorities (Medical 

traffic, Network control traffic, sensor nodes event reports…) by the same 

node. Therefore, these analytical models are not suitable to study all 

possible WBANs applications supported by the IEEE 802.15.6 standard, 

in particular, WBANs with heterogeneous traffic. For that, in this paper, 

we aim to address WBANs performance analysis with heterogeneous 

traffic in terms of priority. Our main contributions are as follows:  

• We develop an analytical model that efficiently describes the 

IEEE 802.15.6 CSMA/CA-based WBANs. Based on the 

renewal reward process, we model the different steps of the 

Backoff process of a sensor node executing the IEEE 802.15.6 

CSMA/CA access scheme, and we calculate the channel access 

probabilities. 

• In addition to supporting heterogeneous traffic in terms of 

priority, the proposed model allows calculating performance 

metrics of the overall WBAN or of each WBAN’s node 

separately, which was not handled in previous works. 

• We propose an M/G/1 queuing model with non-preemptive 

priority, in order to improve the IEEE 802.15.6 standard with 

QoS differentiation. Indeed, having heterogeneous traffic in 

terms of priority at MAC layer leads to the necessity to model 

the way the traffic is buffered and scheduled. 

• We calculate the performance metrics of the proposed 

analytical model by using Maple and Matlab. Extensive 

simulations using Castalia Simulator are conducted to validate 

the proposed model. 

The remainder of this paper is organized as follows. In section II, we 

present the related work. In Section III, we give an overview of the IEEE 

802.15.6 MAC layer focusing on the related CSMA/CA access scheme. In 

section IV, we present the analytical model. In section V, performance 

evaluation and results are described and analyzed. We conclude the paper 

and present future scope in Section VI. 

 

2. Related work  

Several simulation studies have been conducted in the literature to analyze 

the IEEE 802.15.6 performances. In addition, efforts have been made in 

analytical modeling, which allowed better analysis of the overall 

characteristics of the standard without being limited to predefined 

scenarios like in simulation studies. As was the case for the earliest IEEE 

standards modeling, the proposed analytical models for the IEEE 

802.15.16 analyses were based mainly on Markov chains approaches and 

renewal reward processes and most of them have focused on random 

access protocols, such as the CSMA/CA and slotted ALOHA protocols. In 

order to cover the whole related work to better situate our contribution, we 

divide our state of the art into two parts.  

In the first one, we classify the analytical models to provide the IEEE 

802.15.16 CSMA/CA performances according to the theoretical basis, 

using Markov chain or renewal reward processes. In the second part, we 

present studies aimed to perform QoS differentiation in WBANs by 

involving queuing models. 

2.1.1. Markov Chain Based Analysis  

Markovian based analyses were widely used for performance evaluation 

of earlier IEEE standards, such as the IEEE 802.11 and the IEEE 
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802.15.4. These analyses were inspired by Bianchi’s proposed model, 

which used the DTMC to analyze the throughput of the IEEE 802.11 

Distributed Coordination Function (DCF) (Bianchi, 1998), (Bianchi, 

2000). S. Rashwand and al presented the first analytical models for 

performance analysis of the IEEE 802.15.6 CSMA/CA access scheme 

under different traffic regimes and channel states. They developed 4-

dimensional DTMC combined with Probability Generating Functions 

(PGFs) for calculating the WBAN’s metrics such as the mean Backoff 

duration and the normalized throughput for all user priority nodes; 

(Rashwand et al., 2011a) and (Rashwand et al., 2011b) limited their 

studies to the EAP1 and the RAP1 access phases without presenting any 

queuing analysis of the node buffer. In (Rashwand and Mišić, 2012), the 

authors extended their work to take into account EAP1, RAP1, EAP2, 

RAP2, and type-I/II access phases while in (Rashwand et al., 2016), the 

authors included to the proposed model a Geo/G/1 queuing sub-model of 

the node buffer. They showed that the channel was always utilized by 

high-priority sensor nodes due to their small Backoff durations and 

concluded that smaller and larger access periods affects the medium 

utilization. (Sarkar et al., 2015) constructed a DTMC that efficiently 

depicts the states of an IEEE 802. 15.6 CSMA/CA. Unlike the previous 

proposed analytical models, the time spent by a node while waiting for an 

acknowledgment (Ack) frame after sending a packet is taken into 

consideration in this model. In (Mukherjee et al., 2014), a generalized 

analytical model for performance evaluation of the IEEE 802.15.6 

CSMA/CA is proposed using a 3-dimensional DTMC with Backoff stage, 

Backoff counter and retransmission counter as stochastic parameters. The 

authors modelled the Backoff locking mechanism, which occurs due to 

insufficient remaining time in the Random Access Phase (RAP), by 

incorporating a dynamic time-variant variable into the proposed analytical 

model. To make simulation results similar to the practical performances, 

the authors considered a non-ideal channel by introducing Bit Error Rate 

(BER), multipath effect, shadowing standard deviation and an error 

probability in the evaluation of the reliability, throughput, and energy 

consumption. Unlike the previous models that analyzed the CSMA/CA 

access scheme, the authors of  (Chowdhury et al., 2014b) and 

(Chowdhury et al., 2014a) presented an analytical model to estimate the 

saturation throughput of the IEEE 802.15.6 prioritized Slotted Aloha 

access scheme under saturation regime and an ideal channel condition.  

The Markov chain based model was also used to analyze many 

improvements of the IEEE 802.15.6 standard. In (Khan et al., 2017a) and 

(Khan et al., 2017b), a DTMC is used to model a new Backoff procedure 

called Prioritized Fibonacci Backoff (PFB) for the IEEE 802.15.6 

CSMA/CA under non-saturated conditions to predict the normalized 

throughput and the mean service time of the network. In (Fourati et al., 

2018), authors proposed a new access mechanism by defining a new 

algorithm for dynamic Backoff bounds assignment, which takes into 

consideration the traffic state of the network after that they investigated 

the performance of an enhanced IEEE 802.15.6 CSMA/CA access 

mechanism by using the DTMC model. In (Deepak and Babu, 2018), the 

authors proposed an adaptive superframe structure-based scheme for 

improving the reliability of emergency data. Based on DTMC, an 

analytical model has been developed to compute the reliability and the 

average delay experienced by emergency data frames. In (Jacob et al., 

n.d.), the authors proposed a sleep mechanism for the IEEE 802.15.6 

CSMA/CA access scheme in a typical WBAN deployed in a hospital 

environment. In order to analyze lifetime and delay requirements, the 

authors developed an analytical model based on PGFs and Markovian 

techniques. In (Quan et al., 2017), the authors proposed a new method to 

calculate the BER and Packet Error Rate (PER) and then analyzed the 

performance of WBANs while assuming a fluctuation of received Signal 

to Noise Ratio (SNR) of the BNC. They showed that the DTMC method 

used in previous work to calculate the access probability of all sensor 

nodes was not effective and complicated while considering the BER/PER. 

For this aim, they proposed the use of Markov Chain Monte Carlo 

(MCMC) method to calculate the access probability.  

 Renewal Reward Process based Analysis  

The renewal reward process has been used for IEEE standards analyses 

with the same way as Markov based models. Initial work in this axis was 

made to provide analytical models for IEEE 802.11 based WLANs 

analysis, where the authors of (Yu et al., 2012) extended the analysis of 

Bianchi’s proposed Backoff model for the IEEE 802.11 DCF to 

unsaturated conditions by using the renewal reward theorem. From the 

fixed point analysis, the authors provided explicit formulas for the 

collision probability, the mean attempt rate, and the mean throughput. In 

(Xinhua Ling et al., 2008), the authors provided an analytical model for 

the IEEE 802.15.4 MAC protocol. They modeled the IEEE 802.15.4 

CSMA/CA behavior by three-level renewal reward process and they used 

fixed-point techniques for solving the proposed model in order to obtain 

MAC layer metrics such as the throughput and the mean access delay. The 

authors in (Ullah et al., 2018) presented a simple and accurate model to 

predict throughput, energy consumption and transmission delay for 

different nodes priorities with the assumption of a finite number of nodes 

under the saturated regime and lossy channel conditions. The accuracy of 

the proposed model was validated by simulations. In Table 1, we 

summarize the main related work to our proposed approach. 

We notice from the review that all the proposed analytical models 

supposed that IEEE 802.15.6 based WBANs are composed of sensor 

nodes that generate only one user priority type of traffic. As we mentioned 

in the introduction, this assumption cannot allow analyzing the standard 

performances in all possible scenarios, especially when sensor nodes have 

to generate at least two types of traffic with different user priorities. To 

cover such applications’ scenarios, heterogeneous networks in terms of 

traffic’s priority must be taken into account in the proposed analytical 

models of the IEEE 802.15.6 CSMA/CA access scheme. 

2.2. QoS Differentiation  

Due to transmission’s constraints and limits caused by high use of the 

medium, the traffic has to wait at sensor and relay nodes until its 

transmission. This leads to the necessity of the use of efficient scheduling 

and queuing strategy. Improving the QoS of IEEE 802.15.6 based 

WBANs, particularly, ensuring reliable and instantaneous delivery for 

emergency packets; requires the use of service differentiation techniques. 

Several works were presented in the literature to take over this research 

area, including studies involving queuing strategies to perform the service 

differentiation in the WBANs. According to the level in which the traffic 
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is buffered, we classify the related work into two major sub-classes 

namely: the queuing in intra-WBAN and the queuing beyond the WBAN. 

2.2.1. Queuing based models in intra-WBANs 

The first class includes all literature studies that treat how packets are 

buffered at WBANs’ sensor nodes before their transmission to the 

coordinator.

Table 1. Comparison of analytical models proposed for IEEE 802.15.6 based WBANs. 

 Access 

scheme Assumptions 
Analytical 

approach 
Queuing 

Access 

phases 
Traffic 

(Rashwand et 

al., 2011a)  
CSMA/CA 

- Saturation condition 

- Noisy channel 
DTMC No EAP1, RAP1 

Each node has one UP 

traffic 

(Rashwand et 

al., 2011b) 
CSMA/CA 

- Saturation condition 

- Error-Prone Channel 
DTMC No EAP1, RAP1 

Each node has one UP 

traffic 

(Rashwand 

and Mišić, 

2012) 

CSMA/CA 
- Saturation regime 

- Error prone channel 
DTMC No 

EAP1, RAP1, EAP2, 

RAP2, and type-I/II 

Each node has one UP 

traffic 

(Rashwand et 

al., 2016) 
CSMA/CA 

- Non-saturated 

- Error-Prone Channel 
DTMC Geo/G/1 

EAP1, RAP1, EAP2, 

RAP2, and type-I/II 

Each node has one UP 

traffic 

(Sarkar et al., 

2015) 
CSMA/CA 

- Saturated  

- Non-ideal channel 

conditions 

DTMC No RAP 
Each node has one UP 

traffic 

(Chowdhury 

et al., 2014b)  

Slotted 

Aloha 

- Non-Saturated 

-  Ideal channel condition 
DTMC No RAP 

Each node has one UP 

traffic 

(Ullah et al., 

2018) 
CSMA/CA 

- Saturated traffic 

conditions 

- Error-prone channel with 

Renewal Reward 

approach 
No RAP 

Each node has one UP 

traffic 

Proposed 

approach 
CSMA/CA 

- Saturation regime 

- Ideal channel condition 

Renewal Reward 

approach 

M/G/1 with non 

preemptive 

priority 

EAP1, RAP1 
Heterogeneous traffic 

in term of priority 

In (Salam et al., 2014), the authors proposed a class-based QoS 

framework in order to provide low delay and maximum throughput for 

critical nodes in medical applications. The proposed framework performs 

service differentiation by categorizing packets by a classifier into three 

service classes namely (Guaranteed service, Real-time service, and Best 

effort service). Packets are enqueued in an adequate position of priority 

queue according to their assigned classes. In (Kateretse et al., 2013), the 

authors proposed a traffic differentiation and a scheduling scheme based 

on data prioritization. Through queues scheduling and path choice issues, 

emergency packets are delivered timely to the coordinator in order to 

provide a guarantee QoS for WBANs. After the classification phase, 

packets are enqueued in three queues (M/M/1) according to their priority 

class. Packets are scheduled from a tagged queue only if there is no data 

in the higher priority queues. In (Iftikhar et al., 2014), the authors 

developed an analytical framework to support low power body area 

networks. They defined three kinds of traffic coming to sensor nodes 

namely: critical traffic, streaming traffic, and non-critical traffic. To 

support WBANs QoS, they considered three queues based on a G/M/1 

model.  In (Jacob et al., n.d.), the authors developed an analytical model 

for the IEEE 802.15.6 CSMA/CA Backoff process by using Markovian 

techniques and they used an M/G/1 queue with repeated inhomogeneous 

vacations. In (Rashwand et al., 2016), (Rashwand and Mišić, 2012) and 

(Li et al., 2013), the authors provided several performance evaluations of 

the IEEE 802.15.6 standard under various channel conditions and traffic 

regimes. The authors proposed formal models for the CSMA/CA access 

scheme, based on the 3-dimensional DTMC, assuming that each node 

generates only one type of traffic, buffered in local MAC queue with 

infinite capacity. In (Fatehy and Kohno, 2014), the authors proposed to 

use queues’ lengths to provide a novel contention probability dynamism 

for the aim of improving the IEEE 802.15.6 slotted-ALOHA scheme. 

They assumed that each node treats only one type of traffic, buffered in its 

local queue. The authors in (Muthulakshmi and Shyamala, 2016) provided 

a prioritized queuing mechanism for the IEEE 802.15.6 standard by 

defining three priority queues at the MAC layer. The goal of this 

prioritization is to guarantee minimum delay and more reliability. The 

authors showed by simulations that the latency of the emergency packets 

is improved. To minimize QoS degradations in multiple adjacent BANs 

scenarios, the authors of (Marbukh et al., 2016) assumed that each node 

buffers the traffic in local queues and exploited previous work on Q-

CSMA/CA (Ghaderi and Srikant, 2013) to propose a queue-size and 

channel quality based adaptation of the Energy Detection Threshold 

(EDT) at the receiver nodes. In (Benmansour et al., 2017), the authors 

studied the impact of queuing strategies on the IEEE 802.15.6 based 

WBANs. Simulation results showed that Priority Queuing (PQ) and Low 

Latency Queuing (LLQ) improve clearly the latency and packets delivery 

rate of those networks.  

2.2.2. Queuing based models beyond the WBANs 

The second class focuses on the queuing beyond the WBANs, where the 
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traffic is buffered at the BNC or at gateways before its transmission to 

external centers for further processing. In (Yi et al., 2016) and (Yi and 

Cai, 2017), the authors designed a priority aware architecture for health 

monitoring networks. Medical packets are divided into several priority 

classes according to their delay sensitivity and buffered at intermediate 

gateways until their transmission beyond the WBAN to external servers. 

The authors have used an M/D/K queuing model with priorities, with a 

Poisson arrival, a deterministic service time and K servers (i.e., K 

channels). The proposed differentiation permits a priority transmission of 

critical packets over ordinary ones. In (Rashwand and Misic, 2012), the 

authors defined a bridging between the IEEE 802.15.6 based WBANs and 

the IEEE 802.11e Enhanced Distributed Channel Access (EDCA) based 

WLAN. The proposed bridge operates as a BNC in collecting medical 

data from WBAN nodes and as an ordinary station in the WLAN network. 

At bridges, the eight different user priorities defined by the IEEE 802.15.6 

are mapped to 4 different Access Categories (AC). Packets are 

differentiated according to the Arbitrary Inter-Frame Space (AIFS) and 

the Contention Window (CW) to be affected to the adequate AC. Packets 

of each AC are buffered at a dedicated MAC queue.  

In saturation condition, where each node has at least one packet at its 

MAC layer buffer, an adequate queuing and scheduling strategy is needed 

to fulfill the IEEE 802.15.6 objectives in ensuring timely and reliable 

delivery of emergency traffic. However, from our literature analysis, we 

recorded only two works that analyzed over simulations the impact of 

queuing models on heterogeneous IEEE 802.15.6 based WBANs. They 

showed that queuing strategies taking into account traffic priority have an 

important impact in improving the overall WBANs performances.  

To overcome the drawbacks of previous work, we propose in this paper a 

general and accurate analytical model to take into account heterogeneous 

WBANs in terms of priority. Based on renewal reward theorem, which 

involves a small amount of complicated formula derivation and 

significantly simplifies the mathematical analysis (Xinhua Ling et al., 

2008), an analytical sub-model is designed for the IEEE 802.15.6 

CSMA/CA Backoff process. As a complement for this proposed sub-

model, an M/G/1 with non-preemptive priority queuing model is 

presented. 

3. Overview OF IEEE 802.15.6 MAC 

The IEEE 802.15.6 standard was developed by the IEEE association to 

accommodate the growing demand for short-range, wireless 

communication in the vicinity of, or inside a human body (but not limited 

to humans) and to accelerate diversified applications of WBAN 

worldwide. The standard organizes networks into sets of WBANs each of 

them is expected to have only one BNC and multiple nodes. The standard 

offers one hop and two hop topologies. In the one hop topology, data is 

exchanged between nodes and the BNC directly, while in the two-hop 

topology, the BNC and nodes may use relay nodes to exchange data 

(IEEE Standards Association, 2012).  

A BNC may operate in a beacon mode with superframe, non-beacon mode 

with superframe or non-beacon mode without superframe. The first mode 

offers synchronization between the BNC and all WBAN nodes and a 

broad range of access modes. As shown in Fig. 1, the frame structure in 

beacon mode with superframe is divided into seven (7) access phases; two 

Exclusive Access Phases (EAP), two Random Access Phases (RAP), two 

Managed Access Phases (MAP) and one Contention Access Phase (CAP). 

The BNC transmits a beacon �  frame at the start of the superframe 

specifying the start and end times of these access phases and another 

optional beacon �2  before the start of the CAP to provide group 

acknowledgment. By receiving the beacon frame, WBAN’s nodes and the 

BNC will establish reference time ensuring synchronization between 

them. In the EAP, RAP, and CAP access phases, sensor nodes use a 

priority-aware CSMA/CA or S-ALOHA access scheme to gain contended 

allocation. EAP is used only for high priority traffic (emergency packets 

and/ or medical event report), while the RAP is used for all traffic 

whatever the priority. To allow continual invocation of CSMA/CA or S-

ALOHA and improve channel utilization, a node starting the Backoff 

process for an emergency packet may consider the combined EAP1 and 

RAP1 as a single EAP1, and the combined EAP2 and RAP2 as a single 

EAP2. During the MAP, the BNC may arrange scheduled 

uplink/downlink/bilink allocation interval, may provide unscheduled 

bilink allocation intervals, and may improvise Type-I immediate polled 

allocation intervals and posted allocation intervals (IEEE Standards 

Association, 2012). 

3.1. IEEE 802.15.6 CSMA/CA  

In the IEEE 802.15.6 CSMA/CA access scheme, all nodes having a 

priority-class-� dequeued packet to send set its Backoff Counters (��) to 

random integers uniformly distributed over the interval [1, ��,
], while ��,
  represents the Contention Window at the ��
  transmission attempt 

(Backoff stage). To send a priority-class-�  packet, the node starts the 

Backoff process by setting the contention window ��,
 to ���,���. The 

node decrements its �� by one for each idle CSMA/CA slot. Once the �� 

reaches zero, the packet is transmitted over the medium. As described in 

the following equation, if the packet transmission fails, the node doubles 

its ��,
 for even number of failures, and keeps it unchanged for an odd 

number. If doubling the ��,� exceeds ���,��� , the node sets its ��,
  to ���,���. 

��,
 =
���
�� ���,���                                                         � = 0����2��,
��, ���,����    2 ≤ � ≤ !� , � "#"���,
��                                     2 ≤ � ≤ !� , � $%%���,���                                            !� < � ≤ '.

               (1)                  

Where '  stands for the maximum authorized transmission try and !� 

represents the Backoff stage after which the contention window reaches 

its maximal value.  

The values of ���,��� and ���,��� are defined by the standard according 

to data classes as presented in Table 2. The traffic is differentiated 

according to its type, ranging from Background traffic to the most critical 

emergency traffic. By assigning the highest user priority for emergency 

traffic and medical implant event report, and low user priorities for the 

normal traffic, the proposed traffic differentiation leads to allow a timely 

transmission for high emergency traffic. 

The IEEE 802.15.6 standard allows sensor nodes to lock and unlock 

their  �� to avoid collisions and ensure the non-overlapping between 
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superframe phases (IEEE Standards Association, 2012). Nodes lock their ��� in the following cases: 

− The channel is busy because of a packet transmission of 

another node. 

− The current time is outside any )*+, '*+ or �*+ phases.  

− The current time is at the start of a CSMA slot within an 

EAP, RAP, or CAP, but the time between the end of the 

slot and the end of the EAP, RAP, or CAP is not long 

enough for completing the packet transmission.  

Table 2. Contention Window bounds and UP mapping for CSMA/CA. 

Priority UP 

(,) 

Traffic designation -.,,/01 -.,,/23 

Lowest 

 

 

 

 

 

Highest 

0 Background 16 64 

1 Best effort 16 32 

2 Excellent effort 8 32 

3 Video 8 16 

4 Voice 4 16 

5 Medical data or network control 4 8 

6 High-priority data or network 

control 

2 8 

7 Emergency or medical implant 

event report 

1 4 

The node keeps locking its �� until both of the following conditions are 

met: 

− The channel has been idle for 4564  (Short InterFrame 

Spacing) within a )*+, '*+, or �*+. 

− The time duration between the current time plus a 

CSMA/CA slot and the end of the )*+, '*+, or �*+ is 

long enough for completing a packet transmission. 

 

 

 

4. THE PROPOSED ANALYTICAL MODEL 

In order to provide a general analytical model allowing the study of the 

IEEE 802.15.6 CSMA/CA access scheme, in terms of latency and packets 

breakdown at the MAC layer, we propose two complementary sub-models 

as shown in Fig. 4. Firstly, we investigate an analytical sub-model 

depicting the Backoff process of the IEEE 802.15.6 based CSMA/CA 

while assuming that sensor nodes can generate heterogeneous traffic in 

term of priority. In the saturation regime, where each node has at least one 

packet waiting for transmission and with the assumption that the sensor 

nodes generate heterogeneous traffic, it's becoming necessary to define 

the scheduling strategy at the MAC layer. We have adopted the M/G/1 

with non-preemptive priority to meet the QoS differentiation (traffic 

prioritization) provided by the IEEE 802.15.6 standard. Among the 

calculated metrics from the first model; the mean delay experienced by 

nodes to execute the CSMA/CA Backoff process, which is carried out 

from the instant when the packet leaves the queue until its successful 

transmission or its dropping. This delay will serve as the service time of 

our queuing model. In Fig. 2 and Fig. 3, we illustrate the difference 

between the manner in which the heterogeneous traffic is handled in 

previous models and in our analytical model. In Fig. 2, the WBAN is 

formed by many sensor nodes; each of them generates only one type of 

traffic (temperature or Blood pressure…). However, in Fig.3, each node 

can generate many types of traffic with different user priorities such as 

periodic temperature, critical temperature and medical implant event 

report (Mechanical or material failure, software deficiencies, power 

failure …). In both scenarios, our proposed analytical model can be used 

to evaluate WBAN performances. However, previously proposed models 

can only be used in the scenario showed in Fig. 2. 

 

 

 

 

 

EAP2 EAP1 RAP1 MAP EAP1 RAP2 CAP MAP 
B2 

B 

Superframe  

Fig. 1 Superframe structure in beacon mode with superframe 

Fig. 2. Heterogeneous traffic at WBANs level 

Fig. 3. Heterogeneous traffic at sensor nodes level 
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To carry out the proposed model, we consider a WBAN with one hop star 

topology and consisting of a BNC and up to mMaxBANSize 

heterogeneous sensor nodes. All sensor nodes including the BNC are 

assumed within the transmission range of each other, so there is no hidden 

node problem. The network operates with the IEEE 802.15.6 in a beacon 

mode with superframes in which all sensor nodes are synchronized. Only EAP and RAP phases are considered with CSMA/CA access scheme and 

immediate Ack policy. We assume that there are neither sensing nor 

transmission errors, so that transmitted packets are lost only due to 

collisions occurred by simultaneous transmissions. We also assume that 

all sensor nodes transmit packets with the same length and that all sensor 

nodes generate heterogeneous traffic in terms of user priority and store it 

in a local queue if it cannot be immediately transmitted. We finally, 

assume that sensor nodes operate in a saturated traffic regime in which it 

is supposed that nodes have at least one packet in their queue at any time.  

4.1. Renewal-reward theorem based contention process analytical 

model 

From the description of the IEEE 802.15.6 CSMA/CA access scheme in 

section II, we notice that the evolution of the Backoff process activities at 

the MAC layer over a large period of time can be viewed as a renewal 

reward process (Kulkarni, 2011). As depicted in Fig. 5, WBANs’ nodes 

reset their Backoff parameters to the default values for each new packet. 

During each Backoff stage, the tagged node � decrements its �� only if 

the channel is sensed idle and it remains enough time in the RAP phase to 

complete the packet transmission. At the end of each Backoff stage �4�,�E
, 

the node performs a transmission attempt, if a collision occurs, the node 

regenerates its �� and starts the next Backoff stage. The node repeats this 

process until the successful transmission of the packet or its dropping due 

to exceeding the retry limit '. Thus, we consider in our model that the 

renewal cycle starts from the first stage of the Backoff process until the 

successful transmission of the packet or its dropping, where the end of 

each Backoff stage is considered as the earned reward associated with the 

renewal cycle. 

To carry out our model, we define F�,� as the probability of access to the 

channel (transmission) by a tagged node �  executing a priority-class-� 

packet Backoff process. This probability depends on the number of nodes 

contending the access to the channel and the priorities of their packets. 

From the renewal reward theorem, we can derive the access probabilities 

as follows: 

F�,� = G�H_J��K�L�M,N�G(PQM,N)                                        (2) 

Where E(N_AttemptU,V) represents the mean number of performed 

attempts by a tagged node � in order to send a priority-class-� packet and )(���,�)  depicts the mean Backoff duration experienced by this node 

until the successful transmission or the drop of the packet. We calculate at 

each node i the access probabilities for all packets’ priority classes. Thus, 

our model allows calculating performance metrics for each node 

separately as well as for the overall WBAN, the aspect that was not 

handled in previous works, in which they provided performances for each 

priority class regardless the type of the node and its physical 

characteristics.  

In order to derive the values of )�W_*XX"!YX�,��  and  )(���,�) , we 

define Z�,� as the probability that the medium is sensed idle by a tagged 

node �  during the Backoff countdown of a priority-class-�  packet and 

remains idle until the transmission of the packet (no simultaneous 

transmissions) and  +�,[\]K  as the probability that the channel is sensed idle 

during a contended slot of the Backoff process of a priority-class- � 

packet. 

 

 

 

Backoff Process 

Collision 

Drop 

Transmission 

Packets service 

Packets 

arrival 
M/G/1with non-

preemptive priority 
Scheduler 

 Queuing sub-Model Backoff process analytical sub-Model 

processGlobal proposed analytical model 

Fig. 4. The architecture of  proposed analytical model 
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Table 3. Summary of the used notations 

SYMBOL MEANING ��,
 Contention Window of priority-class-� packet at the Backoff stage s )��L^� Mean waiting time in the queue of priority-class-Y_ packets 

)�4L^� Mean waiting time in the system of priority-class-Y_ packets )(') Mean remaining time to finish packets service.  

)�`L^� Mean service time of priority-class-Y_ packets aL^ Priority-class-Y_ arrival rate  bL^ Priority-class-Y_ Traffic load 

)�cL^d � Mean number of priority-class-Y_ packets waiting in the queue 

)�cL^� Mean number of priority-class-� packets waiting in the system F�,� Channel Access (transmission) probability of priority-class-� packet at a tagged node � Z�,� Probability that the medium remains idle during the Backoff countdown of  priority-class-� packet at a tagged node � 
(transmission without collision)  +�,[\]K  Probability of sensing an idle slot during the Backoff process of priority-class-� packets  +�,([\]K/Pf
g) Probability of sensing an idle slot after a busy one during the Backoff process of priority-class-� packets  +�,([\]K/[\]K) Probability of sensing an idle slot after an idle one during the Backoff process of priority-class-� packets 

)�W_*XX"!YX�,�� Mean number of  attempts until the success or the drop of priority-class-� packet at a tagged node i 

)����,�� Average Backoff time experienced by a priority-class-� packet at a tagged node i 

)�%"h_"!"�X �,Hi^N� Mean duration time between two successive BC decrements  Y�,Hi^N Probability of insufficiency time in the RAP phase to complete the transmission of  Wj_� priority-class-� packets 

)��k�,�� Mean contention delay (service time) of priority-class-� packets at a tagged node � 
)��k_4lhh�,�� Mean contention delay (service time) of priority-class-� successfully transmitted packets at a tagged node � 
)��k_k_$Y�,�� Mean contention delay (service time) of priority-class-� dropped packets at a tagged node � Y_4lhh�,� Probability of successful transmission of priority-class-� packet at a tagged node � Y_k_$Y�,� Probability of dropping a priority-class-� packet at a tagged node � mn^��
 Mean transmission duration of packets  mQo] Mean collision duration of packets mLp[qp Short InterFrame Spacing m[�Jr�  Immediate Acknowledgment Time  'sY Random  Access Phase length  )sY Exclusive Access Phase length ' Retry limit 

The probability Z�,�  that other nodes do not access the channel during the 

contended slot in which the �� reaches zero is given by the following 

expression: 

Z�,� = t∏ ∏ (1 − F�,L)xLyzH�y��!y�                                                             � = 0 X$ 6
∏ ∏ (1 − F�,L)xLyzH�y��!y�

}�LG�L~}�L + ∏ (1 − F�,x)H�y��!y�
G�LG�L~}�L     � = 7          (3)  

In WBANs operating with the IEEE 802.15.6 MAC protocol, nodes can 

transmit all types of packets during the RAP  phase and send only 

emergency ones during the EAP phase. Toward this aim, the probability Z�,� is bounded to the priority-class � of the packet as mentioned in the 

above equation. 

To calculate +�,[\]K , we consider the channel state for two consecutive 

contended slots. By the Law of Total Probability in classical probability 

theory [24] and by assuming that the idle probability is constant over the 

Backoff process, we derive the probability that the channel is idle in the 

next slot according to the probability of being idle  +�,[\]K or busy 1 −  +�,[\]K in the current slot as follows: 
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Fig. 5 IEEE 802.15.6 Backoff process as a Renewal reward process 

 +�,[\]K = +�,([\]K/[\]K) +�,[\]K +  +�,([\]K/if
g)(1 −  +�,[\]K)               (4) 

 +�,([\]K/if
g) is the conditional probability that the channel is busy in the 

current contended slot and becomes idle in the next one and +�,([\]K/[\]K) is 
the conditional probability that the channel is idle in the current contended 

slot and remains idle in the next contended slot.  

 +�,([\]K/if
g)  may also represent the probability that the node which 

already gained the contended allocation finishes the transmission of at 

most Wj_  packets at the previous slot. Hence, the probability  +�,([\]K/if
g) can be expressed as follows: 

 +�,([\]K/if
g) = t  ∑ �i Hi^×n�����iy�                                                                     � = 0 X$ 6∑ �i Hi^×n�����iy� × }�LG�L~}�L + ∑ �i Hi �̂×n�����iy� × G�LG�L~}�L     � = 7  

(5) 

Where Nbrx and Nbr represent the mean number of packets that can be 

sent by nodes having gained the contended allocation with the priority-

class- 7  and priority-class- k  packets ( k = 0. .7 ), respectively. And mn^��
 represents the mean transmission time of packets.  
The channel will remain idle in the next contended slot only if none of 

WBAN’s nodes access to the channel during this next slot, as a result,  +�,([\]K/[\]K) is given as follows: 

 +�,([\]K/[\]K) = � ∏ ∏ (1 − F�,L)xLyzH�y�                                                            � = 0 X$ 6∏ ∏ (1 − F�,L)xLyzH�y� }�LG�L~}�L + ∏ (1 − F�,x)H�y� G�LG�L~}�L     � = 7  

(6) 

Using the probability defined in equation (3), we can derive )�W_*XX"!YX�,�� and )����,�� as follows: 

)�W_*XX"!YX�,�� = �∑ �1 − Z�,��] × Z�,� ×  (� + 1)}]yz � + ��1 − Z�,��}~� × (' +
1)�                   (7) 

)����,�� =  ��∑ �1 − Z�,��] × Z�,�}]yz × ∑ *#����,
]
yz � + ��1 − Z�,��}~� ×
∑ *#����,
}
yz �� × )�%"h_"!"�X �,�,Hi^N�    (8) 
*#����,
 = �N,�~��              (9) 

Where, the entity *#����,
  represents the average value of the BC of 

priority-class- �  packets at the ��
  Backoff stage and (1 − Z�,�)]Z�,� 

depicts the probability that the frame is successfully transmitted after the  ��
  attempt. The first terms in (7) and (8) represent the case where the 

packet is successfully transmitted after ��
 attempt, while the second terms 

indicate that the packet is dropped after exceeding the retry limit '.  

)�%"h_"!"�X �,�,Hi^N� represents the mean delay on a number of slots 

between two successive decrements of the �� of a priority-class-� packet 

in a node �. As we explained previously, nodes decrement their BC only if 

the channel is sensed idle and there is enough time to complete the 

transmission in the current 'sY phase. Otherwise, the BC is locked. So, )�%"h_"!"�X �,�,Hi^N� will depend on the mean number of occupied slots 

by others nodes and the mean number of slots while the �� is locked due 

to the insufficient time remaining in the RAP  phase to complete the 

transmission. We consider that the average channel occupation time by 

WBAN’s nodes can be presented by the mean required time to complete 

the transmission of at least one packet by the node that obtains the 

contended allocation. According to the IEEE 802.15.6 standard, nodes can 

send at most four packets during an obtained contended allocation with an 

emergency packet and can send only one or two packets if they obtain it 

�4�,��  �4�,��  �4�,��  �4�,��  

Transmission  (Collision/ Success) 

Drop /Success 

�4�,��  

 

New Packet    

�4�,�}  

Transmission  

Backoff process Backoff  

New Packet   New Packet New Packet 

Drop 
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with low priority packet. Thus, )�%"h_"!"�X �,�,Hi^N� can be expressed 

for each node � by the following equation: 

)�%"h_"!"�X �,Hi^N � =
t∑ �1 −  +�,[\]K�E×n�����  +�,[\]K(1 + � × mn^��
)Hi^NEyz                                          � = 7

Y�,Hi^N × )sY + ∑ �1 −  +�,[\]K�E×n�����  +�,[\]K(1 + � × mn^��
)    � = 0. .6Hi^NEyz    

(10) 

Where, Y�,Hi^N  represents the probability that the remaining time in the 'sY  phase is not enough to complete the transmission of Wj_�  non-

emergency packets during an obtained contended allocation. 

 

 

 

 

As described in Fig. 6 the probability Y�,Hi^N can be expressed as follows: 

Y�,Hi^N = 1 ('sY − )(����) − Wj_� × mn^��
)�                            (11) 
)(���)�  depicts the mean required time to finish the Backoff stage, 

which depends on the mean contention window length ��,
 as illustrated  

in the following equation: 

1 < )(����) < ∑ *#����,
}
yz '�                       (12) 

By supposing that the probability that a node detects that it has not enough 

time to complete the Backoff process is uniformly distributed over the 

previous interval, we can derive )(���)� as follows: 

)(����) =  (∑ *#����,
}
yz '� ) + 1 2�                  (13) 

4.2. Mean contention delay of the IEEE 802.15.6 CSMA/CA Backoff 

process  

We define the mean contention delay of priority-class- k  packets )��k�,�� as the average duration elapsed from the instant a packet 

becomes the head-of-line at the MAC queue until its successful 

transmission or its dropping, it can be expressed as follows: 

)��k�,�� = Y_4lhh�,� × )��k_4lhh�,�� + Y_k_$Y�,� × )��k_k_$Y�,��     (14) 

Y_k_$Y�,� = (1 − Z�,�)}~�                        (15) 

Y_4lhh�,� = 1 − Y_k_$Y�,�                     (16) 

Where, 

- Y_4lhh�,�  is  the probability that a priority-class-�  packet is 

successfully delivered 

- Y_k_$Y�,� is the probability that it is dropped after exceeding 

the retry limit '.  

- )��k_4lhh�,��  is the mean contention delay of successfully 

transmitted priority-class-� packets 

- )��k_k_$Y�,��  is the mean contention delay of the dropped 

priority-class-� packets.  

 

 

As shown in Fig. 7, the mean contention delay of successfully transmitted 

priority-class-� packets )��k_4lhh�,�� is the sum of: 

• The mean Backoff duration experienced by a tagged node 

before the successful transmission )��_4lhh�,�� , which 

represents the sum of all Backoff stages �4];  
• The average time wasted in possible collisions before the 

successful transmission )��$�_4lhh�,��;  

• The transmission time  m�^��
.  

)��k_4lhh�,�� = )��$�_4lhh�,��  + )��_4lhh�,�� + mn^��
       (17) 

Where, 

)��_4lhh�,�� = �∑ �1 − Z�,��] × Z�,�}]yz × ∑ *#����,
]
yz � × )�%"h_"!"�X �,��  

(18) 

)��$�_4lhh�,�� = �∑ �1 − Z�,��] × Z�,� × (� + 1)}]yz � × mQo]        (19) 

 

 

 

On the other hand, as shown in Fig. 8, the mean contention delay 

experienced by dropped priority-class- �  packets )��k_k_$Y�,�� is the 

sum of: 

- The mean Backoff duration experienced by packets before 

their dropping after exceeding the retry limit ' )��_k_$Y�,��. 
- The average time wasted in possible collisions before packets 

dropping )��$�_k_$Y�,��. 

)��k_k_$Y�,�� =  )��_k_$Y�,�� + )��$�_k_$Y�,��             (20) 

Where, 

)��_k_$Y�,�� = �∑ *#����,
}
yz � × )�%"h_"!"�X �,��            (21) 

)��$�_k_$Y�,�� = (' + 1) × mQo]                       (22) 

The transmission time mn^��
 and the collision time mQo]  are given by the 

following equations  (IEEE Standards Association, 2012), (Ullah et al., 

�4z �4� �4� �4� �4] mQo]  mQo] mQo] mn^��
 ��Xℎ � ≤ ' 
Eap 

.…. mn^��
 mn^��
 Wj_� 

Rap 

The Backoff process 

)(����) 

Fig. 5 Non-emergency packets Backoff process during the ��  

phase 

Fig. 7 Backoff process evolution for dropped packets 

�4z �4� �4� �4}�� �4}  mQo]  mQo]  mQo] mQo] 

+sh�"X %_$YY"% 

Fig. 6 Backoff process evolution for successfully transmitted 

packets 
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2012): 

mn^��
 = m\��� + mLp[qp + m[�Jr�                                  (23) 

mQo] = m\��� + mLp[qp + m���Kof�                                   (24) 

 

 

 

 

 

 

 

 

As shown in Fig. 9, the transmission duration of a packet (PPDU) in the 

narrow band is defined as the transmission of the concatenation of the 

PLCP preamble, the PLCP header, and the PSDU. According to the IEEE 

802.15.6 standard the value of this duration is given as follows: 

m\��� = m
 �WL^K��i]K + W
K�\K^ × 4
K�\K^ + H¡¢£¤]o¥¦(§) × 4¨p©ª�   (25)  

W¨p©ª = (W§JQ
K�\K^ + W§JQq^��KPo\g + WqQp) × 8            (26) 

Where, the physical parameters:  T¬ ,  N­®¯°±²³¯ ,  N´¯°µ¯® ,  S´¯°µ¯® , S¶·¸¹ , N¶·¸¹ ,  Nº»¼´¯°µ¯® , Nº»¼½®°±¯¾¿µÀ  and N½¼·  are given in the IEEE 

802.15.6 standard according to the frequency band used for the 

communication between the BNC and nodes. 

4.3. Queuing model 

Without adequate queuing and scheduling strategies to promote the 

transmission of high emergency packets, WBANs operating the IEEE 

802.15.6 standard may not be able to ensure an efficient QoS for high 

emergency traffic. Among a wide range of proposed queuing strategies in 

the literature, priority queues form an important class that fulfills QoS 

requirements of wireless networks. In such queuing models, arrival 

packets are divided according to their priorities into many priority classes 

and the scheduler serves packets with high priority before those with 

lower priority (Papir, 2005).  

According to the generated traffic behavior (arrival process) and the 

manner by which packets are served after their dequeuing (service time 

distribution), many probability distributions (Markovian, General 

distribution, Erlang distribution ...) were used to characterize queuing 

models. As in most of the work dealing with queues in wireless networks, 

we consider in our proposed analytical model an M/G/1 priority queue 

with K  priority classes of packets (Adan, 2001),  where arrivals 

are Markovian (exponential inter-arrival times), service times have 

a General distribution (independent arrivals) and there is a single server 

(wireless medium). The choice of this model is justified by the fact that 

the service time (Backoff process duration) does not follow any universal 

probability law. On the other hand, the generated traffic can be modeled 

by Poisson process, which makes the queue performances analysis less 

complicated than with the general distribution. 

We denoted by:  λ­® the priority-class-pr arrival rates, E�X­®� the mean 

service time (Backoff process) and λ­® × E�X­®�  the utilization of the 

service by priority-class- pr  packets. In our model, we assume that 

emergency packets have an absolute priority over non-emergency packets 

but are not allowed to interrupt their transmissions. This priority rule is 

therefore called non-preemptive (Veeraraghavan, 2004).  

The analytical study of the proposed queuing model allows measuring 

many performances metrics such as the mean waiting time and the mean 

number of packets in the queue and in the whole system. 

We define the traffic load of a priority-class-pr as: 

bL^ = ∑ bExEyL^                      (27) 

Where,         bE = aE)� È�                       (28) 

In this paper, we do not consider the packets’ dropping due to the buffer 

overflow. Thus, for the stability of the proposed queuing system, the total 

traffic load must satisfy the following condition: 

∑ bL^ ≤ 1Ã��L^yz                        (29) 

According to the mean value approach (Doremalen, 1983), we can 

compute for a queuing model the mean number of packets and the mean 

sojourn time, without knowing stationery probabilities. This approach is 

based on Little’s formula (Little, 1961) and the Poisson Arrivals See Time 

Averages (PASTA) property (Wolff, 1982). By assuming that the queue 

service discipline is non-preemptive and that within each priority class the 

discipline is: First In, First Out, the arrival of a new packet finds )(cL^d ) 

packets of each class-Y_ , waiting in the queue and a priority-class-Y_ 

packet in the service with a probability ρ­®. The waiting time in the queue E(WV) of a new arrived packet depends on its priority k  and ca, be 

expressed ass follows: 

- For the higher priority class (Y_ = 7), the new arrived packet 

has to wait for packets of its own class that arrived before and 

for the required time to finish the transmission of the packet in 

service. Thus, the mean waiting time is given as follows: 

)(�x) = )(') +  )�cxd �)(`x)                      (30) 

By Little’s law we have: 

)�cL^d � = aL^)��L^�                               (31) 

Combining equations (30) and (31) we obtain:  

)(�x) = )(') +  )(�x)bx                           (32)  

)(�x) = G(})(��Æ�)                                               (33) 

 

Fig. 8 IEEE 802.15.6 PPDU structure for NB Physical Layer (IEEE 

Standards Association, 2012) 
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- For the lower priority classes (Y_  =  0 … 6 ), a new arrived 

packet has to wait for packets of its own class that arrived 

before and all for all packets with higher priority already in the 

queue. The packet has to wait also to all higher priority packets 

arrived while it waits for the service. The mean waiting time in 

the queue can be expressed as follows: 

)��L^� = )(') +  ∑ )�cEd�)� È� +xEyL^ )��L^�                          (34) 

Substituting )�cL^d � from equation (31) into the second term in 

equation (34), we obtain: 

)��L^� − )��L^� ∑ aE)� È�xEyL^~� = )(') +  ∑ aE)��E�)� È�xEyL^      (35) 

Using the traffic load defined in (27) we obtain: 

)��L^�(1 − b� − bL^~�) = )(') +  ∑ bE)��E�xEyL^~�          (36) 

)��L^� = G(})~ ∑ ÆÇG��Ç��ÇÈÉ�ÊË(��ÆÉ��ÆNÊË)         (37) 

From equations (33) and (38) we obtain the mean waiting time 

in the queue of the second priority class packets (Y_ = 6) as 

follows: 

(�Ì) = G(})(��Æ�)(��ÆÍ�Æ�)            (38) 

Where, )(') represents the mean required time to finish the transmission 

of a packet in service. The value of )(') is developed in (Veeraraghavan, 

2004) and given as follows:  

)(') = ∑ ÎÇG�ÏÇ¦��xEyL^                               (39) 

Using the Little’s law, we derive the mean number of packets in the queue 

for two packets classes as follows: 

)�cxd � = ax G(})(��Æ�)                    (40) 

)�cÌd � = aÌ G(})(��Æ�)(��ÆÍ�Æ�)              (41) 

By considering a system formed by the queue and the service (Backoff 

process), we can drive the mean waiting time in the system  )�4L^� and 

the mean number of priority-class-Y_  packets in the system  )(cL^)  as 

follows: 

)�4L^� = )��L^� +  )�`L^�                                 (42) 

)�cL^� = aL^)�4L^� = )�cL^d � + bL^                       (43) 

At a tagged node �, the mean contention delay )��k�,L^� of priority-class-Y_ traffic, calculated in the first model represents the service 

time )�`L^� of priority-class-Y_ packets of the proposed queuing model. 

5. Performances EVALUATION 

As detailed in the previous section, we propose in this paper an accurate 

and general analytical model for heterogeneous WBANs. By proposing in 

a first part, an analytical model for the CSMA/CA Backoff process and in 

the second part, an adapted priority queue to meet the QoS differentiation 

offered by the IEEE 802.15.6 standard. By the substitution of equations 

(7) (8) and (2) in the equation (2) in the first model, we obtain a non-linear, 

multivariable system of equations. Inspired by previous work such as [11] 

and (Ling et al., 2008), we have used the fixed point iterative technique in 

order to solve the obtained system. We selected the probability to transmit 

the packet over the medium F�,� as the fixed point and we used Matlab to 

solve our system. After that, we used the calculated mean Backoff delay 

from the first model to compute the performance metrics of the proposed 

queuing model by using Maple. To perform simulations, we chose the 

Castalia open source simulator (NICTA, 2011) designed for networks of 

low-power embedded devices, which offers a node behavior simulation in 

realistic wireless channels and radio models. In our simulation, sensor 

nodes generate all types of packets in term of priority (eight (8) priorities). 

The percentage of each user priority is given in each set of simulation. We 

used in our simulations the Narrowband Physical Layer (frequency band: 

2400 to 2483.5 MHz). The parameters as defined in the IEEE 802.15.6 

draft are summarized in Table 4 (IEEE Standards Association, 2012). 

Table 4.  IEEE 802.15.6 parameters  

Parameter Value  

Frequency Band 2400 MHz to 2483.5MHz Y4564 75 Ð� Y (propagation delay) 1 Ð� 

1/m
 600 ��Y� 4
K�\K^ 4 4¨p©ª 1 � 4 (Ñ/4 − kÓ+4Ô) W
K�\K^ 31 bits WL^K��i]K 90 bits W§JQ
K�\K^ 7 octets WqQp 2 octets 

W§JQq^��KPo\g 100 Octets < Y�sÕ6_s!"�$%Öc"��Xℎ 

  m[�Jr� 468.4 μ� !�4�*mÕc�!�X 1 !�sÕ�*W4�Ø" < 64 nodes 

Superframe size 255 Slots 

Buffer size  Infinite (10000 packets) 

Simulation time  1000 � (50 iterations) 

We consider in our assessment a simple mapping between the two sub-

models by specifying only two classes as shown in Table 5. The first class 

relates to high emergency traffic, while the second class joins the other 

classes of traffic together. The first class will have an absolute priority 
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over the second class in which the traffic is served according to its order 

of arrival. Through this mapping, we try to highlight the impact of the 

proposed analytical model on handling the emergency traffic for the aim 

to meet the IEEE 802.15.6 traffic differentiation, in which the emergency 

traffic is promoted by reserving a dedicated access phase in the 

superframe and by assigning small contention windows in the CSMA/CA 

access scheme. 

Table 5. User priorities mapping between the proposed sub-models 

User priority (Ù) Backoff 

process model 

Priority class (ÚÛ) Queuing 

model 

7 7 

0,1,2,3,4,5,6 6 

In order to study the IEEE 802.15.6 based WBANs, we consider two 

performance metrics; the mean latency and the delivery rates of packets: 

a- Delivery rate: In order to measure the reliability of the network and 

packets breakdown at MAC layer, we define Y_k_$Y�,�  as the 

probability of dropping a priority-class-k packet by a tagged node � 
after exceeding the retry limit ' (no reception of the Ack frame after 

the last Backoff stage) and Y_�lhh"��_X_s��!�X�,�,
  as the 

probability of successful transmission after the ��
 Backoff stage  as 

follows:  

Y_k_$Y�,� = (1 − Z�,�)}~�                   (44) 

Y_�lhh"��_X_s��!�X�,�,
 = Z�,� × (1 − Z�,�)
��            (45) 

b- Latency: We define the mean latency of priority-class-� packets as 

the average duration elapsed from the instant a packet arrives at the 

MAC queue until its successful transmission or its dropping. It can be 

expressed according to the packet priority as follows:     

csX"�hÖ�,� = t G(})(��Î�G�Q©M,��) +  )��k�,x�                                                       � = 7
G(})(��Î�G�Q©M,��)(��ÎNG�Q©M,ÜÍ��Î�G�Q©M,��) + )��k�,ÝÌ�   � = 0 … 6   

(46) 

With:           )��k�,ÝÌ� = ∑ )��k�,Þ�ÌÞyz 7�                       (47) 

5.1. Measurement and result analysis 

In this section, we carry out several performances’ analyses of the IEEE 

802.15.6 standard while varying one or more parameters in each set of 

simulation. Many parameters may influence the behavior of the standard; 

we quote the number of nodes, the percentage of emergency packets 

among the total packets, the EAP length, the packets arrival rate and the 

number of attempts.  For each parameter, we calculate: 

- The mean latency of both emergency and non-emergency 

traffic. 

- The analytical traffic load for each type of packets, which 

represents in the queuing theory the utilization of the service 

by each class of traffic; it is the result of the multiplication of 

the arrival rate by the mean service time.  

- The ratios of the successful transmissions after the 1
� attempt,  2�\ attempt … '�
  attempt and the ratio of dropped packets 

due to an unreceived Ack frame after the '�
 attempt. 

We evaluate the most of aforementioned parameters with several arrival 

rates, ranging from 10 p/s to 150 p/s (packet/ second), in order to show the 

behavior of the standard under many traffic’s regimes. In order to avoid 

the overloading of results' analysis, we show for each parameter only the 

graphs corresponding to arrival rates which afford the most effect on this 

parameter. In the end, we present a performance analysis of the overall 

WBAN as well as the nodes that compose it separately in order to show if 

it is necessary to provide an analytical model, which allows analyzing 

nodes’ performance. 

5.1.1. Impact of traffic Arrival rate  

As shown in Fig. 10, 11 and 12, we evaluated the IEEE 802.15.6 based 

WBANs performances while varying the packets’ arrival rate from 1 p/s 

to 200 p/s. We set the retry limit to two (2) (the default value of Castalia 

simulator), the percentage of emergency packets to 15%, the EAP length 

to zero (0) and the number of nodes to 12 nodes.  

We notice from Fig. 11 that the mean latency increases with the increase 

in the arrival rate. This is explained by the longer time spent during nodes’ 

Backoff processes caused mainly by the extensive use of the medium; The 

more WBAN’s nodes generate traffic, the more collisions occur in the 

medium, which leads packets to experience more Backoff stages before 

their successful transmission or their drop. Moreover, by queuing theory, 

buffered packets in queues have to wait longer before being served, due to 

the longer time spent in service (Backoff process). Fig. 10 shows that 

while raising the packets’ arrival rate, the number of transmitted packets 

after the first Backoff stage (without collision) decreases while the 

number of transmitted packets after the second Backoff stage (success 

after one collision) and the number of dropped packets (after two 

collisions)  increase. This behavior is explained by the high traffic 

intensity, which leads to high use of the medium, resulting in an increase 

of the number of collisions. Indeed, as we mentioned above, each node 

executes the Backoff process to transmit packets. If a collision occurs at 

the end of a Backoff stage, the node regenerates its BC and starts another 

Backoff stage. This process is repeated until a successful transmission of 

the packet or until reaching the maximum number of authorized attempts. 

Fig. 12 shows that after exceeding 125 p/s, the total traffic load exceeds 

the stability condition of the queuing system as illustrated in equation 

(29). For this aim, we present only latency and packets breakdown results 

with arrival rates less than 125 p/s. 

5.1.2. Impact of number of nodes 

To analyze the impact of the number of nodes on WBANs’ performances, 

we vary the number of nodes from 1 to 12 while setting the retry limit to 

two (2), the percentage of emergency packets to 15% and the EAP length 

to zero (0). In this evaluation, we present results with the arrival rates 50 

p/s, 75 p/s, and 100 p/s. We notice from Fig. 13 that in contrast to 

successful transmissions the amount of failed ones increases while 

increasing the number of nodes, and it further increases with high data 

arrival rate. In addition, the number of attempts before the successful 

transmission of packets is also influenced by both the arrival rate and the 

number of nodes.  
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The more the number of nodes and the arrival rate increases, the more the 

number of transmitted packets after the second Backoff stage increases at 

the expense of the transmitted packets after the first Backoff stage. This is 

mainly due to the rise of contending nodes to access the channel, which 

results in high channel occupation that leads to high packets' collisions.  

From Fig. 15, 17 and 19 depicting the traffic load of WBAN’s nodes, we 

notice that the number of nodes and the arrival rate have an important 

impact on the traffic load of emergency and non-emergency traffic. In 

contrast to non-emergency traffic load, the emergency traffic load varies 

slightly. This difference can be explained by the fact that the Backoff 

process of emergency traffic is smaller than the non-emergency ones due 

to the gap between related contention windows. Equations (27) and (28) 

show how the Backoff process can influence the traffic load. Increasing of 

the number of nodes in the network raises the number of collisions due to 

high use of the medium, thus resulting in a high amount of experienced 

time in Backoff processes, which leads to the increase of the latency. In 

addition, as depicted in Fig. 14, 16 and 18, we notice that the behavior of 

the latency differs according to the type of traffic. For the emergency 

traffic, the latency increase rate is slightly smaller than for the non-

emergency traffic. This is explained by the fact that emergency packets 

have to wait in the queue only for previously arrived emergency packets. 

However, non-emergency packets have to wait for all previously arrived 

packets regardless of their priority. In the figures illustrating the latency, 

we didn’t show the latency when the number of nodes goes over ten (10) 

nodes on Fig. 16 and seven (7) nodes on Fig. 18 because of the fact that 

the value of the traffic load after these numbers of nodes does not satisfy 

the queuing system stability condition (total traffic load < 1) as shown in 

Fig. 17 and 19, respectively.  

 

 

 Fig. 9 the effect of arrival rate on packets breakdown at MAC 

Layer 

Fig. 10 the effect of arrival rate on the average latency Fig. 11 the effect of arrival rate on queuing traffic load 

Fig. 12 the effect of number of nodes on packets breakdown at MAC Layer 
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5.1.3. Impact of EAP phase’s length 

In this set of simulations, we perform several assessments to study the 

effect of the EAP phase’s length on the standard performances, we set the 

retry limit to two (2), the percentage of emergency packets to 15%, the 

number of nodes to five (5) and we present analysis results with the 

arrival rates 10 p/s, 50 p/s, and 100 p/s.  

We notice from Fig. 22, 24 and 26 that, as we increase the arrival rate and 

the EAP length, the non-emergency traffic load increases while the 

emergency traffic load decreases. As explained in previous analyses, the 

more we increase packets arrival rate, the more the communication 

medium is saturated by WBAN’s nodes transmissions, resulting in the 

increasing the time spent in the Backoff process. In addition to that, all 

non-emergency packets have to wait for more in queues by increasing the 

EAP length, because only emergency packets can be served in this phase. 

Therefore, the medium saturation and the waiting time in queues justify 

the variation of the latency in Fig. 21, 23 and 25. We notice also, that 

there are some differences between analytical and simulation recorded 

latencies. This is explained by the fact that in our analytical model, we do 

not take into consideration communication errors for during beacon 

frames transmission and during WBAN setup phase, in which nodes send 

requests to join the BAN. The same analysis can explain the results of the 

packets’ delivery rate presented in Fig. 20. With the increase of the arrival 

rate, the amount of dropped packets and the transmitted packets after the 

second Backoff stage decreases to the detriment of the transmitted packets 

after only the first Backoff stage. 

Fig. 13 the effect of number of nodes on the average latency 

(arrival rate = 50 p/s) 

Fig. 15 the effect of number of nodes on the average latency (arrival 

rate = 75 p/s) 

Fig. 17 the effect of number of nodes on the average latency (arrival 

rate = 100 p/s) 

2 3 4 5 6 7 8 9 10 11 12

0.0E+ 00

1.0E-03

2.0E-03

3.0E-03

4.0E-03

5.0E-03

6.0E-03

7.0E-03

8.0E-03

9.0E-03

1.0E-02

Emergency (UP= 7) Sim Non-Emergency (UP= 0-6) Sim Emergency (UP= 7) Anal

Non-Emergency (UP= 0-6) Anal

Number of nodes

L
a

te
n

c
y

(s
)

2 3 4 5 6 7 8 9 10 11 12

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Traffic load (UP= 7) Traffic load (UP= 0-6) Total Traffic load  

Number of nodes

Fig. 14 the effect of number of nodes on queuing traffic load 
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Fig. 19 the effect of the EAP length on packets breakdown at MAC Layer 

Fig. 20 the effect of the EAP length on the average latency (arrival 

rate = 10 p/s) 
Fig. 21 the effect of the EAP length on queuing traffic load 

(arrival rate = 10 p/s) 

Fig. 22 the effect of the EAP length on the average latency (arrival 

rate = 50 p/s) 
Fig. 23 the effect of the EAP length on queuing traffic load (arrival 

rate = 50 p/s) 

Fig. 24 the effect of the EAP length on the average latency (arrival 

rate = 100 p/s) 
Fig. 25 the effect of the EAP length on queuing traffic load (arrival 

rate = 100 p/s) 
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5.1.4. Impact of Retry limit 

We analyze in this part, the impact of the retry limit on the mean latency 

and packets delivery. We set the EAP length to zero (0), the percentage of 

emergency packets to 15% and the number of nodes to five (5). We 

present analysis results for two arrival rates (100 p/s and 150 p/s), For 

each of them, we provide the packets breakdown at MAC layer, the 

latency for emergency and non-emergency traffic as shown in Fig. 27, 28, 

30, and 31. To consolidate the latency results, we present in Fig. 29 and 

29 the traffic load for both emergency and non-emergency traffic.  

We notice from Fig. 27 and Fig. 30 depicting the failed and successful 

transmissions that, as the maximum number of authorized transmission 

tries raises, the ratio of failed packets decreases and the ratios of 

successful transmissions after the ��
 attempt (i= 1..6) increases. To make 

clearer the recoded results, we do not illustrate in these figures the packets 

breakdown after the first try, because it has extra higher values compared 

to other types. In fact, the more the maximum authorized attempts raises, 

the more the packets have the chance to be successfully transmitted in the 

following Backoff stage, instead of being dropped in the current one due 

to collisions. We also notice that the two figures Fig. 27 and Fig. 30 have 

the same shape, except that the ratio of failed packets is greater with the 

highest data rate, due to the high collision rate. We remark the same fact 

in Fig. 28 and 31, in which the latency increases considerably when the 

packet arrival rate increases. In addition to that, in we only  showed Fig. 

31 the latency results with 0, 1 and 2 as retry limit due to the instability of 

the queuing system for the values above three (3), with which the total 

traffic load exceeds one (1) as shown in Fig. 32 

 

  

Fig. 26 the effect of the maximum number of tries on packets breakdown at MAC Layer (arrival rate = 100 p/s) 

Fig. 27 the effect of the maximum number of tries on the average 

latency (arrival rate = 100 p/s) 

Fig. 28 the effect of the maximum number of tries on queuing 

traffic load (arrival rate = 100 p/s) 
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5.1.5. Impact of Emergency packet arrival rate  

We perform in this part, analyses on the impact of varying the amount of 

emergency packet on the IEEE 802.15.6 based WBANs while setting the 

EAP length to zero (0), the retry limit to two (2) and the number of nodes 

to five (5). We notice from Fig. 33 that the amount of successfully 

transmitted packets after the first Backoff stage represents the major part 

compared to those transmitted after the second Backoff stage and the 

failed ones after exceeding the retry limit. Moreover, we notice a gap 

between the recorded results for each arrival rate, which is explained by 

the extensive use of the medium with high arrival rates. 

In Fig. 34 and 36, we show the recorded latency for the two arrival rates, 

while varying the rate of emergency packets. We notice that the mean 

latency increases while decreasing the amount of generated emergency 

traffic. This is mainly explained by the difference of the Backoff process 

experienced time by the two types of traffic; as illustrated in the IEEE 

802.15.6 CSMA/CA access scheme description, the more the packet’s 

priority decreases, the more the contention window increases, and vice 

versa. In addition, the adopted queuing strategy allows for high 

emergency packets to be served before those with low priority. As a 

result, the more we increase the rate of emergency packets, the more the 

non-emergency packets have to wait longer in the queue. Fig. 35 and 37 

consolidate the obtained results in the latency graphs. Indeed, the increase 

of the ratio of emergency packets increases the traffic load of non-

emergency traffic to the detriment of the emergency one.    

 

Fig. 29 the effect of the maximum number of tries on packets breakdown at MAC Layer (arrival rate = 150 p/s) 

Fig. 30 the effect of the maximum number of tries on the average 

latency (arrival rate = 150 p/s) 
Fig. 31 the effect of the maximum number of tries on queuing 

traffic load (arrival rate = 150 p/s) 

Fig. 32 the effect of percentage of emergency packets on packets breakdown at MAC Layer
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5.1.6. WBAN vs. WBAN’s nodes performances 

As mentioned previously, the proposed analytical model allows 

performances’ study of the overall WBAN’s or individual WBANs’ 

nodes. To make the difference clearer between results' analysis for the 

overall WBAN and for individual nodes, we consider in our simulations a 

WBAN describing a home monitoring of an individual cardiac patient. As 

described in the ISO/IEEE 11073 Draft standard for Point-of-Care (PoC) 

medical devices (Engineers et al., 2005), this WBAN incorporates five (5) 

sensor nodes; to ensure the 3-lead ECG supervision, three (3) electrodes 

are deployed on the rib cage of the patient. The two other sensors are 

placed on the left and right arms to measure the SpO2 and blood pressure 

respectively. We carry out the analysis of the latency and the number of 

received packets at the BNC. The description of the considered WBAN is 

given in Table 6. 

Fig. 38 shows the recorded mean latency for the overall WBAN and for 

each WBAN’s node separately. We observe that the latency differs for 

each node according to the traffic arrival rate and to the priority. For the 

non-emergency traffic, we notice that the recorded mean latency for nodes 

2 and 3 is equal to zero and the recorded for the nodes 1, 4 and 5 is higher 

than that recorded for the overall WBAN. This is explained by the fact 

that nodes 2 and 3 do not generate non-emergency traffic unlike nodes 1, 

4 and 5, which generate all types of traffic.  In addition, we notice that the 

node 4 has the highest non-emergency latency compared to the other 

nodes. This is due to that node 4 generates traffic with higher data rate 

than nodes 1 and 5, which leads to an increase in the waiting time in the 

queue for this type of traffic, thereby increasing the global latency.  

On the other hand, we notice that the recorded latency for emergency 

traffic is different from one node to another; the latency in nodes 

generating only emergency traffic is lower than in nodes generating both, 

emergency and non-emergency traffic. This is due to the used queuing 

strategy, in which we adopted a non-preemptive priority. This strategy 

does not allow emergency packets to interrupt the already started Backoff 

process by a packet even if it is a non-emergency one. Therefore, it leads 

to an increase in the whole latency by increasing the waiting time of 

emergency packets in the queue. As it was the case for non-emergency 

traffic, we notice that the latency for emergency traffic in node 4 is higher 

than that of the nodes 1 and 5. This is due to the fact that nodes 1 and 5 

generate emergency traffic with a low rate compared the node 4, which 

results in increasing the waiting time in the queue. The results in Fig. 39.a 

and 39.b illustrate packets breakdown. The first noticeable characteristic 

is that the mean number of failed packets for the overall WBAN is 

different from those calculated for each node, separately. As explained for 

the latency analysis, the traffic arrival rate and its priority have an 

important impact on the nodes’ performances. In fact, the traffic with a 

high arrival rate increases the number of both, received and failed packets, 

and the opposite is true.  

Table 6. Home monitoring of an individual cardiac patient WBAN 

characteristics  

Fig. 33 the effect of percentage of emergency packets on the average 

latency (arrival rate = 50 p/s) 

Fig. 34 the effect of percentage of emergency packets on queuing 

traffic load (arrival rate = 50 p/s) 

Fig. 35 the effect of percentage of emergency packets on the average 

latency (arrival rate = 125 p/s) 
Fig. 36 the effect of percentage of emergency packets on queuing 

traffic load (arrival rate = 125 p/s) 
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WBAN 

Nodes 

 

 

Geometric 

coordinates  

Arrival rate (packet/s) 

Total 

traffic 

emergency 

traffic  

Non-

emergency 

traffic

0 BNC x= 0.12, y= 0.30 / / / 

1 Blood 

pressure 

x= 1.20, y= 0.30 1 0,17 0,83 (0,11 for 

each UP) 

2 ECG x= 1.20, y= 0.68 150 150 0 

3 ECG x= 1.50, y= 0.68 125 125 0 

4 ECG x= 1.50, y= 0.38 150 75 75 (10,71 for 

each UP) 

5 Spo2 x= 1,00, y= 0.38 10 3,3 6,7 (0,95 for 

each UP) 

Overall WBAN 87,2 70,694 16,506 

From the above results, since the analyses, we notice that the results 

obtained by simulations are relatively equivalent to those obtained by the 

analytical model. Although in some cases we notice divergences in the 

obtained results as shown in the figures: 16, 18 which illustrate the 

calculated latency in a WBAN constituted by high number of nodes with a 

high packet arrival rate. This divergence is explained by the fact that in 

such case, the WBAN runs in a saturated regime with high traffic 

intensity, which increases the number of collisions. As a result, the I-Ack 

frame indicating the successful transmission of a packet can fail. This case 

doesn’t taken into consideration in our analytical model, which assume 

the only cause of transmission failing is the collision between packets. We 

also notice in many evaluations, such as in figures 12, 17 and 19 that the 

total traffic load exceeds 1, which makes the queuing system unstable.  

In this situation, the analytical model cannot provide any results. 

However, the simulation analysis remains valid by dropping new arriving 

packets from the queue (Buffer overflow) and can despite this offer 

metrics’ evaluation as it shown in Fig. 31.  

On the other hand, we conclude that limiting the analyses of WBAN in 

the mean values of performances metrics may not reflects all WBANs 

performances, especially in the case where nodes do not have the same 

configuration and constraints such as the arrival rates and packets’ 

priorities 

6. Conclusion and Future Scope 

In this study, we proposed a general and accurate analytical model of the 

IEEE 802.15.6 based WBANs, with heterogeneous traffic in terms of 

priority. In the first step, based on the renewal reward process, we 

provided an analytical sub-model depicting the IEEE 802.15.6 based 

CSMA/CA Backoff process. In the second step, an M/G/1 queuing model 

with non-preemptive priority is proposed to handle emergency traffic at 

MAC queues. The performance measures obtained by the analytical 

 

 

 

 
Fig. 37 the avergae latency per node 

Fig. 38.a packets breakdown at MAC layer Fig. 38.b packets breakdown at MAC layer 
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model were validated by accurate simulations using Castalia Simulator. 

Results showed that using a queuing model with priority improves the 

latency and the delivery rate of emergency traffic in detriment of non-

emergency ones, which is in perfect agreement with the IEEE802.15.6 

QoS targets. On the other hand, we illustrated how the proposed model 

can allow the computation of performances measures of individual nodes 

as well as the overall WBAN, which was not offered by previous 

analytical models. Our on-going work will analyze the IEEE 802.15.6 

based WBANs with an M/G/1/k non-preemptive priority in which MAC 

buffers are limited in length and extend the analytical model to handle 

packets length variation and the Ack frame failing transmission. The 

renewal reward modeling approach can also be extended to analyze 

networks with non-saturated conditions and channel fading and 

shadowing caused by communication around the human body. 
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