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S U M M A R Y
In the context of elastic wave propagation, the non-periodic homogenization asymptotic
method allows to find a smooth effective medium and equations that correspond to the
wave propagation in a given complex elastic or acoustic medium down to a given mini-
mum wavelength. By smoothing all discontinuities and fine scales of the original medium, the
homogenization technique considerably reduces meshing difficulties as well as the numerical
cost associated with the wave equation solver, while producing the same waveform as for
the original medium (up to the wanted accuracy). We present here a variation of the original
method, allowing to homogenize the difference, or residual, between an original medium and a
reference medium. This makes it possible to, for example, homogenize some specific parts of
a model or to leave unchanged a specific interface while homogenizing the rest of the model.
We present two examples of applications, one implying a complex geological shallow structure
and the other involving the combination of deterministic and stochastic elastic models.

Key words: Numerical solutions; Seismic anisotropy; Computational seismology; Theoret-
ical seismology; Wave scattering and diffraction; Wave propagation.

1 I N T RO D U C T I O N

For many applications, seismologists work with limited frequency-
band data of the ground motion recorded by seismic stations. This
can be due to attenuation or instrument response but most of the
time, it is simply the seismologist himself who limits the frequency
content of his data using a bandpass filter. The reasons to do so
are linked to limited computing power resources available to model
the data, but also to a limited knowledge of the Earth underground.
In the far-field of the source, the fact that data have a maximum
frequency fmax ensures that the wavefield has a minimum wavelength
λmin. Solving the seismic forward problem using numerical methods
(such as finite differences, spectral elements, etc.), that is solving
the wave equation to obtain the waveform at any space location,
strongly relies on this knowledge of a λmin to accurately sample
the wavefield. To estimate the numerical cost scaling (or computing
time) necessary to solve the forward problem for a fixed signal
duration as a function of λmin, we need to distinguish two cases,
depending on the regularity of the elastic medium in consideration.
We assume that the elastic medium in which we need to solve
the forward problem has a minimum heterogeneity characteristic
size λh. λh could be the shortest distance between two layers of a
discontinuous medium or the fastest oscillation scale of a continuous
medium.

(i) if λh � λmin, we are in the smooth medium case. In such a
case, for Ns sources, the computing time tc scales as

tc ∝ Nsλ
−(d+1)
min , (1)

where d is the problem dimension (2-D or 3-D). This is the opti-
mal case and this scaling can only be improved with some extra
symmetries or assumptions on the medium.

(ii) if λh � λmin, we are in the rough medium case. In such a
case, the computing time tc scales as

tc ∝ Nsλ
−(d+1)
h . (2)

This second case is very common in most realistic applications. In
practice, this λ

−(d+1)
h scaling appears differently depending on the

numerical solver used to solve the wave equation. For example, if
finite elements are considered, then complex, fine and discontin-
uous structures lead to a complex mesh which is usually difficult
to generate and expensive to use. Indeed, in order to be accurate,
the finite element mesh needs to honour all medium discontinu-
ities. If finite differences are used, then small structures impose
an expensive oversampling of the wavefield. Case (2) is therefore
a non-optimal configuration and a seismologist feels he is paying
a computing price that he should not. This intuition is linked to
the fact that it is well known from observations that, somehow,
waves of λmin wavelength are sensitive to small heterogeneity scales
λh � λmin only in an effective way and, if this effective medium was
known, we could go back to the optimal scaling cost (1). This is ex-
actly the objective of the non-periodic homogenization (Capdeville
et al. 2010a,b; Guillot et al. 2010): finding the upscaling opera-
tor allowing to compute the effective medium of a given rough
medium so that the numerical cost scales as tc ∝ Nsλ

−(d+1)
min even if

λh � λmin. The non-periodic homogenization method gets its name
by opposition to the so-called two scale periodic homogenization
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Residual homogenization 987

Figure 1. Homogenization principle. One wishes to propagate waves up to a maximum frequency fmax in a complex elastic model (a) using a numerical solver
(e.g. the spectral element method). The first and classical solution is to mesh all discontinuities of (a) to obtain the complex mesh (b) (here a spectral element
mesh) and then to perform the waveform modelling (1) to obtain the wavefield (e). The second option is to use homogenization to compute the effective elastic
model (c) from (a) valid up to fmax; (c) is fully anisotropic but smooth, which leads to a simple mesh (d). Finally the waveform modelling (2) is performed with
the same numerical solver as the one used for waveform modelling (1) to obtain the wavefield (f), but at a lower numerical cost than (e). For a small enough ε0

(see text), (f) converges to (e). The homogenization of this particular example (the Marmousi model) is detailed in Capdeville et al. (2010b).

(Sanchez-Palencia 1980) from which it is derived, a very powerful
method but limited to periodic media. A sketch summarizing the
non-periodic homogenization principle in the forward modelling
context is shown in Fig. 1. The main idea of the method is to com-
pute an effective version of the original medium for which meshing
and waveform computation are simpler and cheaper without degrad-
ing the waveform accuracy. It can be seen as a pre-processing step
applied to the medium before importing it into the wave equation
solver. It can also be seen as a generalization of the Backus averag-
ing (or upscaling) technique (Backus 1962). Once the homogenized
medium is obtained, any wave equation solver can be used, as long
as it can handle fully anisotropic and continuously varying media.

So far, we have justified the homogenization in the forward mod-
elling context, but one could have done it for the full waveform
inverse problem context as well. Indeed, homogenization is very
useful to build an inverse problem based on a multiscale parameter-
ization (Capdeville et al. 2013) and is already used to simplify the
difficulties linked to the Earth heterogeneous crust (Capdeville &
Marigo 2008; Fichtner & Igel 2008; Lekić et al. 2010) or to combine
inverted models from different scales (Fichtner et al. 2013).

In this paper, we introduce a slightly more general homogeniza-
tion technique that we name the residual homogenization, which
principle has already been presented in Capdeville & Marigo (2013)
for the layered media case. We present here the higher dimension
case which, as usual for homogenization problems, is significantly
more complex than the one dimension case. The residual homog-
enization makes it possible to homogenize the difference between
two models, a target model and a reference model. The target model
is the ‘real’ elastic model, the one in which we need to model wave
propagation. The reference model is an elastic model chosen by
the user, for example, for its simplicity. If the reference model is
a constant model, then the residual homogenization falls back to
the classical homogenization. If the reference model is equal to the

target model then the homogenized model is simply the target model.
However usually the reference model is chosen to make it possible
to homogenize only a precise part of the target model, where the
target model and the reference models are different. For example,
if for a crustal model, one wants to homogenize everything but the
Moho interface, then the reference model is a two layers model with
the Moho interface in it. The residual homogenization is not only
useful to solve meshing problems of the forward problem and it can
also be used to combine two models of different scales as it will be
shown in the examples section. Finally, one of the most promising
aspect of the residual homogenization is for the inverse problem: we
expect a full waveform inversion carried out in a limited frequency
band to obtain, at best, the residual homogenized model between
the real model and the reference model used for the inversion. This
conjecture has been shown to be numerically true in the layered
case (Capdeville & Marigo 2013) but this remains to be shown for
higher dimension cases.

The paper is organized as follows: we first briefly remind the
principle of the non periodic homogenization. We then introduce
the residual homogenization. Two examples of application in 2-D
are then given, first a forward modelling example and then a model
combining example.

2 T H E H O M O G E N I Z AT I O N
A L G O R I T H M T O O B TA I N T H E
E F F E C T I V E E L A S T I C T E N S O R
A S W E L L A S S O U RC E A N D
R E C E I V E R C O R R E C T O R S

We give here a summary of the technique described in Capdeville
et al. (2010a,b) and Guillot et al. (2010). A reader interested in a
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more detailed and self-consistent justification of the method should
refer to these articles.

In the following, we assume that the seismic source f (x, t) is
such that it has a maximum frequency fmax, making sure that, in
the far-field, the wavefield has a minimum wavelength λmin. For a
given elastic medium described by its density and elastic tensor
(ρ, c) at any point x of the physical domain �, we consider the
elastodynamic problem in �:

ρ∂t t u − ∇ · σ = f , (3)

σ = c : ε(u), (4)

associated with the appropriate boundary conditions on ∂�, where
u(x, t) is the displacement field for t ∈ [0, T], T the signal dura-
tion, σ (x, t) the stress, ε(u) = 1

2 (∇u + T ∇u) the strain and T the
transpose operator. The homogenization technique, at the order 0,
aims to approximate the above original problem with the following
effective equations:

ρε0∂t t u
ε0 − ∇ · σ ε0 = f , (5)

σ ε0 = cε0 : ε(uε0 ), (6)

still with the appropriate boundary conditions on ∂� (at the order 0,
the boundary conditions do not change from the original problem),
where (ρε0 , cε0 ) are the ε0 effective density and elastic parameters,
uε0 (x, t) the order 0 homogenized displacement and σ ε0 (x, t) the
average of the order 0 homogenized stress. The ε0 parameter is a
user defined parameter which controls the level of details of the
effective medium with respect to λmin:

ε0 = λ0

λmin
. (7)

λ0 defines the value below which all scales are considered as small
scales (also named ‘fast scales’ or microscopic scales) and above
which all scales are considered as large scales (also named ‘slow
scales’ or macroscopic scales). With hand waving, an ε0 < 1 means
that the effective solutions will keep more details than λmin in the
elastic model description, and ε0 > 1 means that it will be smoother
than λmin. In practice, for most geophysical applications, having ε0

lying between 0.25 and 0.5 is often a good choice, but it all depends
on the wanted accuracy, on the signal duration and on the particular
elastic model in consideration. The only point guaranteed by the
method is the convergence rate with ε0 (see below).

To the order 1, the relation between the true displacement u and
the homogenized displacement uε0 is:

u(x, t) = uε0 (x, t) + ε0χ
ε0 (x, x/ε0) : ε(uε0 )(x, t) + O(ε0), (8)

where χ ε0 (x, y) is the first order corrector and accounts for the site
effect. χ ε0 depends on two independent space variables: the regular
space position x and on the microscopic scale variable y. In practice,
the only useful value for the fast scale variable is y = x/ε0. This
two variables formulation is an important aspect of the two scale
homogenization theory and one can refer to, for example, Sanchez-
Palencia (1980) for a deeper explanation. In practice, (8) is often
valid in O(ε2

0) (see Capdeville et al. 2010a). Similarly, we have:

σ (x, t) = Hε0 (x, x/ε0) : ε (uε0 ) (x, t) + O(ε0), (9)

ε(x, t) = Gε0 (x, x/ε0) : ε (uε0 ) (x, t) + O(ε0), (10)

where Hε0 (x, y) and Gε0 (x, y) are the stress and strain concentrators
and are also linked to site effects. Computing (ρε0 , cε0 ) as well as

χ ε0 , Hε0 and Gε0 for non-periodic media is the main contribution
of Capdeville et al.’s (2010a,b) and Guillot et al.’s (2010) work.

Before moving forward into the description of the method, we
need to introduce a low-pass filter operator F k0 , such that, for any
quantity g(x),F k0 (g)(x) does not contain any spatial variation faster
than λ0 = 2π/k0. This low-pass filter operator can be written as:

F k0 (g)(x) = (wk0 ∗ g)(x), (11)

where ∗ is the spatial convolution and wk0 is the filter wavelet.
The effective medium and correctors are obtained the following

way:

Step 1: We first solve the so-called cell problem to find the initial
guess correctors χ lm

s (x). It consists in solving the following elasto-
static set of problems (3 in 2-D, 6 in 3-D) in �:

∇ · c : ε
(
χ lm

s

) = Flm,

Flm = −∇ · [c : (el ⊗ em)] (12)

for (l, m) ∈ {1..d}2, with periodic boundary conditions on ∂	. This
first step is a fine scale problem to be solved on the whole domain
and is therefore usually numerically expensive. Two methods are
currently available to solve (12), one based on a finite element
solver (Capdeville et al. 2010b) and one based on a fast Fourier
iterative scheme (Capdeville et al. 2014).

Step 2: Once the initial corrector guess χ lm
s is obtained, we com-

pute:

[Gs]i jlm (x) = 1

2

(
δilδ jm + δ jlδim

) + [
ε
(
χ lm

s

)]
i j

,

Hs(x) = c : Gs . (13)

The ε0 effective elastic tensor can be directly obtained as:

cε0 (x) = F k0 (Hs) : F k0 (Gs)
−1(x) . (14)

The effective density is simply:

ρε0 (x) = F k0 (ρ)(x) . (15)

Step 3: Finally, the stress and strain concentrators are obtained
as:

Gε0 (x, y) = (F k0 (Gs)(x) + (
Gs − F k0 (Gs)

)
(ε0y)

)
: F k0 (Gs)

−1(x),

Hε0 (x, y) = (F k0 (Hs)(x) + (
Hs − F k0 (Hs)

)
(ε0y)

)
: F k0 (Gs)

−1(x),

(16)

and the first order corrector χ ε0 (x, y) is obtained solving, for each
x (fixed):

∇χ ε0 (x, y) + T ∇χ ε0 (x, y) = 2(Gε0 (x, y) − I), (17)

where the ∇ operators here applies on the y variable and I is the
identity operator.

As often with homogenization techniques, the physical interpre-
tations of the steps 1–3 are not obvious. This process to compute the
effective elastic properties can be linked to a heuristic approach to
obtain an effective elastic tensor by computing the average stresses
and strains associated with a set of elementary static problems and
finding the average tensor linking them [this approach is known as
the average method (Suquet 1982)]. In step 1, the elastic domain is
statically loaded with a set of forces Flm, making it possible to obtain
a corresponding set of strain tensors ε(χ lm

s ). The set of forces is such
that it allows to fully characterize the system. In step 2, from the set
of strain tensors obtained in step 1, two tensors Gs and Hs, which
can be related, respectively, to sets of strain and stress tensors, are
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built. The effective tensor is the one linking all the possible stress
(Hs) and strain (Gs) tensors at the ‘wave scale’. The ‘wave scale’
means that we assume that the wavefield is not oscillating faster
than a wavenumber k0 and that all scales oscillating faster than k0

are smoothed by the wave. This is what is done in (14): the sets of
strain and stress tensors characterizing the medium are smoothed
to the wave scale using the low-pass filter F k0 , to obtain effective
sets of strain and stress tensors. The effective tensor is what relates
these two smoothed sets of tensor. In this process, the relation with
the wave equation is made through the filter F k0 : it is smoothing the
stress and strain tensors as the wave would, in a conservative way
(the actual waves may smooth further the tensors than the low-pass
filter). In step 3, the stress and strain concentrators are computed.
The idea is here, using the low past filter again, to assign the slow
scales to the slow space variable x and the fast scales to the fast
space variable y.

At this stage, everything is ready: the effective medium is known
and can be used in our favourite wave equation solver, as long it
can handle anisotropy and continuously varying media, to obtain
the order 0 effective displacement uε0 . If necessary, the order 0
displacement can a posteriori be corrected from local site effect
applying (8). Because the effective medium is smooth, the mesh
design (for finite element method solver type) or sampling (for
finite differences method solver type) is very simple. Nevertheless,
because the effective medium is oscillating usually faster than the
wavefield, compared to the classical sampling in smooth media,
an oversampling linked to ε0 is necessary. In practice, we use the
following rule of thumb:

�ε0 = �

1 + 1
2ε0

, (18)

where � is the one-direction space sampling or element size com-
puted in a locally homogeneous media and �ε0 the actual sam-
pling or element size that has to be used to account for the ef-
fective medium oscillations. As a result, the smallest is ε0, the
finer the sampling has to be (leading to a higher numerical cost
for the solver). This can be a problem if for some reasons ε0 has to
be very small to achieve the wanted accuracy, and this is one of the
motivation for the residual homogenization presented here as it will
be seen with the first application example presented in Section 4.1.

Once the effective wavefield is computed, the local effect opera-
tors are also ready to be applied to the output of the wave equation
solver. The efficiency of the non-periodic homogenization summa-
rized here has been demonstrated in, for example, Capdeville et al.
(2010b) and we do not propose any new validation of the method
here.

Finally, let us mention that nothing has been said about the bound-
ary conditions on the original problem (like the Neumann condition
at the free surface), which should not be confused with the bound-
ary conditions of the cell problem, and how they can be modified
by the homogenization process. Beyond the order 0, they usually
deserve a special treatment as described in Capdeville & Marigo
(2008, 2013).

3 R E S I D UA L H O M O G E N I Z AT I O N

We now introduce two elastic models:

(i) (ρ0, c0), the reference model;
(ii) (ρ, c), the target model.

The target model is the same model as for the previous section. It is
the ‘real’ model, the one in which we need to model the wavefield.
The reference model is a user defined model. Its design is up to
the user without any specific restrictions. In particular, it can con-
tain small scales that, for some reason, the user does not wish to
homogenize.

If the models are layered, because an analytical solution to the cell
problem (12) exists, designing a residual homogenization process
is simple as shown by Capdeville et al. (2013). In such a case, it
appears that the residual effective medium can simply be obtained
by smoothing the residual of the Backus parameters. The Backus
parameters are built upon a non-linear combination of the A, C, F,
L, N elastic parameters necessary to describe a vertically transverse
isotropic medium (Takeuchi & Saito 1972). The Backus parameters
are the parameters that should be averaged for a proper upscaling
in a layered medium (Backus 1962). For example, one of these
parameter is 1/C (see Backus 1962 or Capdeville et al. 2013 for a
complete list of the Backus parameters). For this particular Backus
parameter, the classical effective Cε0 is simply obtained as:

1

Cε0
= F k0

(
1

C

)
, (19)

whereas the residual effective Cε0 with respect to the reference C0

is obtained as:

1

Cε0
= 1

C0
+ F k0

(
1

C
− 1

C0

)
. (20)

It can be seen in the last expression that only the residual between
the target and reference Backus parameters is low-pass filtered,
implying that the small scales present in 1/C0 are not smoothed and
still present in 1/Cε0 .

Unfortunately, no such analytical solution exists for higher di-
mension problems, and we cannot use the layered case simple solu-
tion anymore. For higher dimension problems, we have to work on
the Gs and Hs tensors (13), derived from the solutions of the cell
problem. Based on the reference and target models, the homoge-
nization procedure presented in the previous section is modified to
obtain:

Step 1: The cell problem (12) is solved twice, once for the refer-
ence model and once for the target model, and two initial corrector
guesses are found.

Step 2: From (13), we obtain two sets of initial stress and strain
concentrators:

(1) (G0
s , H0

s ) for the reference model;
(2) (Gs, Hs) for the target model.

Setting:

δGs(x) = Gs(x) − G0
s (x),

δHs(x) = Hs(x) − H0
s (x),

δρ(x) = ρ(x) − ρ0(x), (21)

the ε0 residual homogenized model is directly obtained as:

cε0 (x) = (
H0

s + F k0 (δHs)
)

:
(
G0

s + F k0 (δGs)
)−1

(x) . (22)

The effective density is simply:

ρε0 (x) = ρ0(x) + F k0 (δρ)(x) . (23)
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Step 3: Finally, the stress and strain concentrators are obtained
as:

Gε0 (x, y) = (
G0

s (x) + F k0 (δGs)(x) + (
δGs − F k0 (δGs)

)
(ε0y)

)
:
(
G0

s (x) + F k0 (δGs)(x)
)−1

,

Hε0 (x, y) = (
H0

s (x) + F k0 (δHs)(x) + (
δHs − F k0 (δHs)

)
(ε0y)

)
:
(
G0

s (x) + F k0 (δGs)(x)
)−1

, (24)

and the first order corrector χ ε0 (x, y) is obtained solving (17).

Once again the above procedure is not straightforward to inter-
pret. Again, the idea is that the tensors Gs and Hs fully characterize
the elastic medium and that the wanted effective tensor relates the
smoothed version of these two tensors. In the residual homogeniza-
tion case, two media are used, a reference and a target media. To
these two media correspond two sets of tensors: (G0

s , H0
s ) for the

reference model and (Gs, Hs) for the target model. In order to keep
the details from the reference model to the effective medium, only
the residual of the Gs and Hs, defined in (21), are smoothed. The
residual homogenized model can only be interpreted as the media
‘seen’ by the wavefield if the reference model is smooth. If the
reference model is rough, an interpretation can be found in the full
waveform inversion problem: we expect that a full waveform in-
version starting from a rough reference model can , at best, obtain
the residual homogenized model between and real model and the
reference model. This has been numerically shown in the layered
case (Capdeville et al. 2013).

In the layered case, it can be checked that this procedure is
strictly equivalent to the explicit formula obtained in Capdeville
et al. (2013). Moreover, it can be checked that, following this pro-
cedure, all the necessary criteria to obtain the corrector and solutions
in the appropriate solution space are fulfilled (see Capdeville et al.
2010b), allowing to obtain the same convergence rate as for (8). This
means that, with respect to the convergence rate with ε0 nothing has
been gained, but the constant factor of the O(ε0) has been changed,
which in practice can be a significant advantage as it will be shown
in the first application example.

4 A P P L I C AT I O N E X A M P L E S

To illustrate the capabilities of the residual homogenization, we give
here two application examples. The first one is a typical forward
modelling application where meshing and numerical cost are the
issues to be solved. The second example is also a forward modelling
example in a case where reducing the numerical cost is not the
objective, but where the difficulty lies in combining properly two
different elastic models of different scale contents.

In the following, the spectral element method (Komatitsch &
Vilotte 1998; Chaljub et al. 2007) is used to solve the reference
and homogenized wave equations. Perfectly matched layers (PMLs)
absorbing boundary conditions are used where necessary [Festa &
Vilotte’s (2005) version].

4.1 Rayleigh wave and a shallow slow layer

In this section, our objective is to compute the wavefield in the target
model given in Figs 2 and 3. It is a complex 2-D elastic model, with a
thin shallow slow layer (100 m thick) and with two tilted layered area
merging with the slow layer close to the free surface. This model is
not intended to be a realistic geological model, but rather a model
that partly mimic the complexity of a realistic situation that could
occur in sediment basin for example. Assuming that the minimum
wavelength of the wavefield we need to propagate in this elastic
model is about 1 km, the difficulties are due to the fine structures
in the tilted thin layers (140 m of periodicity) and especially where
these layers merge with the shallow slow layer. Indeed, this complex
area leads to a fine and complex mesh, implying a high numerical
cost for the spectral element solver. Such a mesh is possible to
generate in 2-D, but would be extremely difficult to generate in 3-D
similar case.

The source time function used is a Ricker (second derivative of
a Gaussian) of central frequency 1.1 Hz leading to a maximum
frequency of about 3.2 Hz and an estimate of the minimum wave-
length of 1 km in the background medium [material (0) in Fig. 2
and Table 1]. On one hand, using a degree 5 for the spectral element
polynomial approximation, an accurate sampling of the wavefield
can be achieved using about one element per minimum wavelength

Figure 2. Top panel: sketch describing the target model used in Section 4.1. The star symbol (‘S’) is the source location and the diamond symbol a receiver
location. The ‘Z’ rectangle is the zoom area displayed below and the ‘(A)’ dashed line locates the model cross-section given in Fig. 3. Bottom panel: zoom in
the ‘Z’ area. The model is made of four different materials [numbers (0)–(3)] given in Table 1.
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Residual homogenization 991

Figure 3. Section 4.1 target model vertical cross-section. The cross-section
location is displayed in Fig. 2 [dashed line ‘(A)’].

Table 1. Material properties list used in Section 4.1.

Material number VP (km s−1) VS (km s−1) ρ (kg m−3)

(0) 5.6 3.2 3000
(1) 2.9 1.6 1500
(2) 4.4 2.45 2300
(3) 7.5 4.1 3900

and therefore an element size of 1×1 km2. On the other hand, each
material discontinuity has to be meshed, whatever the minimum
wavelength is. With those constraints, the mesh generator [Gmsh
(Geuzaine & Remacle 2009) has been used here] does its best and
a sample of the obtained mesh for the target model is shown in
Fig. 4(top plot). As it can be seen, the mesh is strongly distorted,
with small elements, leading to a small time step to satisfy the so-
called CFL stability condition, and therefore to a high numerical
cost for the spectral element solver.

As explained in the introduction, by removing the small scales
from the model, the homogenization technique summarized in Sec-
tion 2 can reduce the meshing and the associated numerical cost
difficulties. We apply the classical homogenization technique to the
target model and the obtained model, for ε0 = 0.5, is shown in
Fig. 5. Because the homogenization procedure requires elastic ten-
sor and density values above the free surface, we use a symmetric
extension of the model with respect to the free surface, as proposed
by Capdeville & Marigo (2007). As usual with homogenization, the
obtained effective media if fully anisotropic. To represent the effec-
tive medium, we first find the closest isotropic medium (ρε0 , cε0

iso) to
(ρε0 , cε0 ), following the projection method of Browaeys & Chevrot
(2004). From cε0

iso, an isotropic S velocity can be deduced and the
amount of anisotropy is measured as ‖cε0 − cε0

iso‖/‖cε0‖, where the
matrix norm is described in Browaeys & Chevrot (2004). Fig. 5
shows the isotropic S velocity V iso

S and the measurement of the
anisotropy. It can be noticed that the shallow slow layer induces a
significant amount of anisotropy below the free surface.

Figure 4. Top panel: sample of the spectral element mesh generated by
Gmsh for the target model example of Section 4.1. Bottom panel: sample of
the spectral element mesh generated by Gmsh for the reference model.

Once obtained, the effective medium (ρε0 , cε0 ) can be used in
our spectral element solver to model the wavefield. Compared to
the target model case, the mesh design for the homogenized model
is simple: as no material discontinuity exist anymore, we can just
rely on a regular spectral element mesh, which partly fixes the
small time step problem imposed by the original mesh. Neverthe-
less, as mentioned in the introduction, to sample correctly both the
wavefield and the effective medium, the mesh element size must
decrease with ε0 (the smallest ε0, the smallest are the elements,
see eq. 18), leading to an higher numerical cost. In our previous
homogenization experiments (Capdeville et al. 2010b), this link be-
tween the element size and ε0 was not a problem as a good accuracy
was obtained with a relatively large ε0 (typically, ε0 � 0.5). The
present example is different as it can be seen on seismograms (see
Figs 6 and 7) recorded at the free surface, 60 km away from the
source, mainly for the surface wave. Indeed, similarly to what has
been observed in our previous works (Capdeville et al. 2010b), the
first arrivals (body waves) are modelled with accuracy already with
ε0 � 0.5, but surface waves are strongly time-shifted. This phase
shift occurs because the Rayleigh wave propagates for a very long
distance in the area close to the free surface, strongly affected by
the homogenization. This makes it possible for the error to accu-
mulate and to be clearly visible after a long propagation distance.
Note that this strong error does not challenge the homogenization
theory itself: indeed the convergence of the error to zero with ε0

is still as expected (Fig. 10). But in practice, an unusually small ε0

is required to achieve a good accuracy for the Rayleigh wave far
away from the source, as it can be seen in Fig. 7. Indeed, ε0 � 0.1 is
necessary to achieve a good match (a few per cent of error). Having
to use a very small ε0 is not a problem at the homogenization stage,
but, as explained earlier, it imposes a finer spectral element mesh
and therefore a numerical cost higher than expected for the wave
equation solver.

To mitigate this technical issue, the residual homogenization pre-
sented in Section 3 is useful. We introduce a reference model (which
should not be confused with the target model in which the refer-
ence solution is computed) in Fig. 8. The reference model has the
same slow layer as the target model. In the regions where the tilted
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Figure 5. Effective medium obtained by homogenizing the target model shown in Fig. 2 for ε0 = 0.5. The two top plots show the isotropic VS and the amount
of anisotropy in the effective medium (see text). The two bottom graphs show cross-sections (A) (grey thick lines) and (B) (black thin lines) for the isotropic
VS and the amount of anisotropy measurement.

layers merge with the slow shallow layer (in the target model), the
reference model is still a constant layer but with properties repre-
sentative of the average values in this complex area. The residual
homogenization between the target model (Fig. 2) and the refer-
ence model (Fig. 8) is computed and the result is shown in Fig. 9.
Compared to the classical homogenization results (Fig. 5), the ob-
tained residual homogenized model is very different near the free
surface: no significant homogenization effect can be observed and
the original shallow discontinuity is still there. This is the main
interest of the residual homogenization in such a case: it allows to
choose which area should be homogenized and which should not.
As a result, even for long distance wave propagation, the surface
wave interaction with the area where homogenization has a strong
effect is short (and actually, for this particular case, it is independent
of the propagation distance, as long as the tilted layers are between
the source and the receiver). As it can be seen in Figs 6 and 7, the
seismograms computed in the residual homogenized model are ac-
curate even for relatively large ε0 (typically ε0 = 0.5 here). In Fig. 6
is also plotted for comparison, the solution obtained by applying
the low-pass filter to the density and the slowness, which is a naive
way to obtain an effective medium. As usual, this naive upscaling
achieves a poor quality result, even for the body P wave.

More qualitatively, we measure the convergence of the error, for
this particular example, of the classical homogenization technique
and of the residual homogenization (Fig. 10). The error is measured
as:

E(u̇) =
∑

i=1,40

√∫ tmax

0 (u̇ − u̇ref )2(xi , t)dt√∫ tmax

0 (u̇ref )2 (xi , t)dt
, (25)

where the xi , i ∈ {1, 60} are the coordinates of a set of 60 receivers
located at the free surface, spaced every 1 km after the source and
where u̇ref is the velocity solution obtained in the target model.
It can be noted in Fig. 10, that, compared to our previous work
(Capdeville et al. 2010b) where the free boundary is not considered,
we do not find a convergence in ε2

0 but only a convergence in ε0

(approximately). To obtain a convergence in ε2
0, the free surface

corrector (Capdeville & Marigo 2008, 2013) should have been used,
which is not the case here. In Fig. 10, it can be seen that both classical
homogenization and residual homogenization converge in ε0, which
is expected. If the slope of both convergence curves are similar, the
residual homogenization shows a much lower error.

From the meshing point of view, the residual homogenization
has an extra constraint compared to classical homogenization: the
reference model has to be meshed. In this particular case, the slow
layer interface must correspond to a mesh interface, as it can be seen
in Fig. 4(bottom plot). We have used once again Gmsh to generate
the mesh even if, in that case, a better quality mesh could have been
generated manually (there is no need for two elements vertically in
the slow layer). Nevertheless, to produce a fair comparison between
the different possible solutions to compute the wavefield, we fully
rely on Gmsh in both cases. Having to mesh the reference model
is a constraint, imposing to have locally thinner elements than one
could hope for a classical homogenization with the same ε0. Nev-
ertheless, this constraint is weaker than imposing a very small ε0

everywhere in the model to achieve a good accuracy. About the
computing performance, using the same hardware, for this particu-
lar example and for ε0 = 0.5, the spectral element run to compute
the solution in residual homogenized model is 40 times faster than
the reference run (in the target model). For this specific example,
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Figure 6. Horizontal displacement recorded at the free surface, 60 km away from the source (diamond symbol in Fig. 2), and computed in the target model
(‘reference’ line), with the classical homogenization (‘homogenization’ line) with ε0 = 0.5, in an elastic model obtained by low-pass filtering the slowness
(‘slowness’ line) and with the residual homogenization with ε0 = 0.5. The top graph shows the signal in the whole time window and the two bottom graphs
correspond to two zooms on two different time windows.

the classical homogenization with ε0 = 0.125 achieve the same ac-
curacy as the residual homogenization with ε0 = 0.4. Then, despite
the necessity to mesh the slow layer, the waveform modelling based
on the residual homogenized model is about seven times faster than
in the one based on the classical homogenized model (it could be
15 times faster if the mesh generator had placed a single vertical
spectral element, instead of two, to mesh the slow shallow layer).

The residual homogenization runs required by themselves only
about 3 per cent of the resources necessary to compute the reference
solution. For this particular case, the residual homogenization is
therefore the best solution.

From this example we see that the residual homogenization, by
allowing to homogenize only some specific parts of an elastic model,
leaving other parts unchanged, can be an important advantage for
forward modelling performances.

4.2 Combining two models of different scale contents

In this section, we present an example where two elastic models with
two different scale contents need to be combined. This example is
inspired from a potential realistic problem in which a low resolution
deterministic model needs to be completed with a high resolution
stochastic model. This idea comes from the fact that, on one hand,
most tomographic models of the Earth underground contain only the
low-frequency response of the real Earth (a low resolution model).
On the other hand, it can be of interest to model scattering at high
frequency. In general, the high resolution model necessary to model
high frequency wavefields is not known and impossible to obtain

from classical tomography techniques. The only option left is to
rely on a stochastic realization of the elastic properties of the Earth.
A good example of a work based on stochastic distributions to
generate elastic models can be found in Imperatori & Mai (2013).
To study high frequency seismograms in a given region of the Earth,
one could be interested in using the known low resolution velocity
model of this region and to complete it with a high resolution elastic
medium obtained from a stochastic process. This is the purpose of
this example: to use a known deterministic low resolution model and
to add to it a high wavenumber content from a stochastic distribution.

The whole setting of the following numerical example is a
2-D vertical domain with a free surface at the top. Assuming that
we know from a previous study the low resolution elastic model
(ρL , cL ) of the domain, for which low frequency synthetic seismo-
grams up to f L

max = 0.64 Hz perfectly fit the data. This model is
represented in Figs 11(a) and (c). For the high resolution part, we
assume that we only have a statistical idea of the elastic prop-
erties of the underground and that a single deterministic real-
ization of the model will be generated according to this statis-
tic. To generate the high resolution model, the band-limited Von
Karman correlation function is frequently used in both borehole
data analysis (e.g. Holliger 1997; Dolan et al. 1998) and numerical
simulations (e.g. Frankel & Clayton 1986; Hartzell et al. 2010),
and adopted also here. Its corresponding power spectrum, in 2-D, is
given by:

P(k) = 4πσ 2a2(ν + 1)

(ν)(1 + k2a2)(ν + 1)
, (26)
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Figure 7. Horizontal displacement recorded at the free surface, 60 km away from the source (diamond symbol in Fig. 2) and computed in the target model
(‘reference’ line), in the homogenized model (‘effective’ line, right-hand column plots) and in the residual homogenized model (‘effective’ line, left-hand
column plots) for three different values of ε0. The difference (times 5) between the reference solution and the various solutions is also plotted (‘residual × 5’
line) when the difference is small.

Figure 8. Top panel: sketch describing the reference model used for the residual homogenization test in Section 4.1. The ‘Z’ rectangle is the zoom area
displayed below. Bottom panel: zoom in the ‘Z’ area. The model is made of three different materials [numbers (0), (1) and (2)] given in Table 1.
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Figure 9. Effective medium obtained by computing the residual homogenization, for ε0 = 0.5, between the target model shown in Fig. 2 and the reference
model presented in Fig. 8. The two top plots show the isotropic VS and the amount of anisotropy in the effective medium (see text). The two bottom graphs
show cross-sections (A) (grey thick lines) and (B) (black thin lies) for the isotropic VS and the amount of anisotropy measurement in the effective medium.

Figure 10. Error E(u̇ε0 ) (see eq. 25) computed for the classical homoge-
nization (black circles) and the residual homogenization (black squares) as
a function of ε0.

where k is the wavenumber,  is the Gamma function, σ is the
standard deviation, a is the correlation distance and ν is the Hurst
exponent which controls the spectral decay at wavenumbers larger
than the corner wavenumber (k > 1/a). In the literature, the σ , a
and ν possible values are poorly constrained. We choose a standard
deviation of 10 per cent, a correlation length of 50 m and a Hurst
exponent of 0.3. We choose such values because they make it pos-
sible to obtain a distribution with a large content of small scales.
Such values may not be very realistic but are helping to make our
point obvious. To generate a random field ζ (x) according to the

Von Karman distribution, we first generate a random field with
a white noise spectrum. This spectrum is filtered with the square
root of the Von Karman power spectrum (26) and then Fourier-
transformed back to space. An example of given realization is shown
in Figs 11(b) and (d). The high resolution elastic model (ρH , cH ) is
finally obtained as:

V H
P (x) = V 0

P [1 + ζ (x)],

V H
S (x) = V 0

S [1 + ζ (x)],

ρH (x) = ρ0[1 + ζ (x)], (27)

where V 0
P = 5.8 km s−1, V 0

S = 3.2 km s−1 and ρ0 = 3000 kg m−3.
Having defined the low resolution model (ρL , cL) and high res-

olution model (ρH , cH ), the objective is now to combine these two
models in a new model. The main constraint is that the combin-
ing operation should not change the low frequency response of
the elastic model, that is low frequency seismograms computed in
this new model must remain unchanged from the ones computed
in the deterministic low resolution model (ρL , cL ). Assuming that
to the maximum frequency of the low frequency simulation f L

max

corresponds a wavenumber kL
max, a naive way to design this model

combining is to introduce a high-pass space filter I − F kL
max and to

use it to remove the low wavenumber content of the high resolution
model (ρH , cH ) before adding the result to the low resolution model
(ρL , cL):

cCn(x) = cL(x) +
(

I − F kL
max

)
(cH )(x),

ρCn(x) = ρL (x) +
(

I − F kL
max

)
(ρH )(x). (28)
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Figure 11. (a) S velocity of the low resolution model. The star symbol indicates the source location and the diamond symbol indicates the receiver location.
(b) ζ space function, generated according to the Von Karman power spectrum (26) with a standard deviation of 10 per cent, a correlation length of 50 m and a
Hurst exponent of 0.3. (c) vertical cross-section in (a) for x = 50 km (x is the horizontal axis). (d) vertical cross-section in (b) for x = 50 km.

Doing so, the combined model is left unchanged for low wavenum-
bers. Nevertheless, as we will see it below, this naive way of com-
bining the models does not satisfy the condition to leave unchanged
the low frequency response of the model.

To combine the model properly, we propose a method based on
the residual homogenization method. We first solve the cell problem
(12) twice, one for (ρL , cL) and one for (ρH , cH ), to obtain (GL

s , HL
s )

and (GH
s , HH

s ), respectively thanks to (13). The combined initial
concentrator tensors are then obtained as:

GC
s (x) = GL

s (x) +
(

I − F kL
max

) (
GH

s

)
(x),

HC
s (x) = HL

s (x) +
(

I − F kL
max

) (
HH

s

)
(x). (29)

Finally, the homogenized combined model is obtained as:

cCh(x) = HC
s :

(
GC

s

)−1
(x),

ρCh(x) = ρL (x) +
(

I − F kL
max

) (
ρH

)
(x). (30)

Fig. 12 shows the homogenized model S velocity and two vertical
cross-sections, one in the model combined according to the resid-
ual homogenization method (30) and the other according to the
naive method (28). If the two cross-sections display some common
features, they also show significant differences.

Fig. 13 shows the vertical component seismograms, recorded
at the free surface, 80 km away from the source, and computed
in the low resolution model (ρL , cL), in the residual homogeniza-
tion combined model (ρCh, cCh) and in the naive combined model
(ρCn, cCn). As it can be seen the seismogram computed in the naive
combined model does not match the reference seismogram com-
puted in the low frequency model. They display a phase delay and
a different coda waveform. This implies that the naive combining
operation has changed the low frequency response of the model,

Figure 12. (a) S velocity of the combined model using the residual homoge-
nization method (30). (b) Vertical cross-section for the residual homogenized
combined model (based on eq. 30) for x = 50 km. (c) Vertical cross-section
for the naive combined model (based on eq. 28) for x = 50 km.
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Figure 13. Low frequency vertical component seismograms recorded at the free surface, 60 km away from the source (diamond symbol in Fig. 11) computed
in the low resolution model (ρL , cL) (‘reference’ line), in the residual homogenized combined model (ρCh , cCh) (‘h combined’ line) and in the naive combined
model (ρCn, cCn) (‘naive combined’ line).

Figure 14. Top graph: high frequency vertical component seismograms recorded at the free surface, 60 km away from the source (diamond symbol in Fig. 11)
and computed in the low resolution model (ρL , cL) (‘reference’ line), in the residual homogenized combined model (ρCh , cCh) (‘h combined’ line) and in the
naive combined model (ρCn, cCn) (‘naive combined’ line). Bottom graphs: zooms in two different time windows of the top graph seismograms.

which we wanted to avoid. On the other hand, the seismogram
computed in the model combined with the residual homogeniza-
tion method match perfectly the reference seismogram, implying
that the residual homogenization method is able to ‘add’ a high
wavenumber content to the low resolution model without changing
its low frequency response, which was our main objective for this
example.

Fig. 14 shows seismograms recorded in the same configura-
tion as for Fig. 13, but this time for a high frequency content:
fmax � 11.5 Hz. On one hand, as expected, the seismogram computed
in the low resolution model shows only a clear direct arrival with no
coda: the model is too smooth to make it possible for diffraction to
be significant. On the other hand, the two seismograms computed
in the naive and residual homogenization combined models show
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Figure 15. Autocorrelation power spectrum computed for c1111(x) in the naive homogenized model (left-hand plot) and in the residual homogenized model
(right-hand plot).

a very strong diffraction coda, but they are significantly different
from each other.

In conclusion, the residual homogenization can help to combine
low resolution and high resolution elastic models in a consistent
way. This example is a demonstration test and not a beginning of
study similar to the one presented by Imperatori & Mai (2013).
Nevertheless, this example raises questions on the way elastic mod-
els should be generated from stochastic distributions. In particular,
we may wonder how the different ways to combine models may
impact the final power spectrum of the elastic parameters? A quick
check on the autocorrelation functions of one particular elastic co-
efficient (c1111) is presented in Fig. 15 for the naive and residual
homogenized combined models. If the two plots display some dif-
ferences, they are also very similar. Does that mean that the way we
combine the models does not significantly impact the final model
power spectrum? We do not try to address this question here, but
the way elastic models are built and combined from stochastic dis-
tributions should be studied, in a future work, from the residual
homogenization perspective.

5 C O N C LU S I O N

We have presented an extension to the non-periodic homogenization
method allowing to homogenize the difference, or residual, between
two media. This extension can be useful in various situations. For
example, it allows to compute an effective medium only where the
reference and the target models are different, making it possible to
homogenize only some parts of the elastic model or to keep some
interfaces from the target model in the homogenized model. As
shown in the given example, if this extension does not change the
convergence rate with ε0 of the asymptotic two scale approximation,
it can help to minimize the constant factor of the convergence and
seriously minimize the error of the method. The method can also
allow to combine properly two elastic models with different scale
contents. Finally, the main application may be the full waveform
inverse problem: as it has been numerically shown in the layered case
(Capdeville et al. 2013), we postulate that a model obtained from a
full waveform inverse problem based on seismic data in a limited
frequency band is, at best, the residual homogenized model between
the real model and the reference model used for the inversion.
However this remains to be shown for 2-D and 3-D problems and
will be the subject of a future work.
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