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Abstract—Recently the Local-SOVA algorithm was suggested
as an alternative to the max-Log MAP algorithm commonly
used for decoding Turbo codes. In this work, we introduce new
complexity reductions to the Local-SOVA algorithm, which allow
an efficient implementation at a marginal BER penalty of 0.05
dB. Furthermore, we present the first hardware architectures for
the computational units of the Local-SOVA algorithm, namely the
add-compare select unit and the soft output unit of the Local-
SOVA for radix orders 2, 4 and 8 were proposed.

We provide place & route implementation results for 28nm
technology and demonstrate an area reduction of 46 − 75% for
the soft output unit for radix orders ≥ 4 in comparison with the
respective max-Log MAP soft output unit. These area reductions
compensate for the overhead in the add compare select unit,
resulting in overall area saving of around 27 − 46% compared
to the max-Log-MAP. These savings simplify the design and
implementation of high throughput Turbo decoders.

Keywords—Local-SOVA, Turbo codes, Soft-input soft-ouput
decoding, Soft-ouput Viterbi algorithm, High-radix decoding

I. INTRODUCTION

Today the interest in increased connectivity goes well
beyond entertainment applications towards population-wide
distance learning and home office programs. The associated
requirements for reliable communications call for efficient
Forward Error Correction (FEC).

Turbo codes [1] were adopted as FEC codes in 3G and
4G standards and will continue to be part of 5G through the
evolution of LTE [2] complementing the 5G New Radio. A
Turbo decoder consists in its basic structure of two component
decoders, an interleaver Π and a de-interleaver Π−1 connected
in an iterative loop in which the two component decoders
exchange extrinsic information Λe [3]. For the component de-
coding, the BCJR algorithm (named after Bahl-Cocke-Jelinek
and Raviv) [4] is used. However, in order to support efficient
hardware implementation, its counterpart in the logarithmic
domain, the Log-MAP algorithm, and its simplified version
max-Log MAP (MLM) algorithm [5] are typically used in
conjunction with a scaling of the extrinsic information with
an extrinsic scaling factor (ESF, [6]) to avoid an overestimate
of the calculated extrinsics.

The BCJR and its derivatives are inherrently serial in nature
due to the recursive calculation of state metrics (see II), which
limits the decoder throughput. In order to achieve a throughput
in the order of Gb/s, decoder architecture archetypes achieve
a high throughput by employing either spatial parallelism
[7]–[9] or functional parallelism [10]–[13] at decoder level.

The code trellis is split into smaller sub-trellises, which are
then decoded in parallel on several sub-decoder cores (spatial
parallelism) or in a pipeline (functional parallelism). Decoding
with a higher radix is an essential technique for increasing
the decoder throughput [14]. Higher radices process several
consecutive trellis steps in parallel, which leads to a reduction
in decoding latency, which in turn, increases the decoder
throughput. Furthermore the state metric memory is reduced
which translates into an area reduction.

For teraherz applications, a very high throughput towards
Tb/s is required [15]. This throughput requirement is par-
ticularly challenging for Turbo decoders and requires im-
provements from architecural and algorithmic side. From an
architectural perspective high radix decoding has a particu-
lar impact on fully pipelined iteration unrolled decoders as
demonstrated in [12], [13], [16]. There, a higher radix reduces
the length of the decoder pipeline, thereby reducing the area
overhead in the pipelines, in turn allowing for larger frame
sizes. Therefore, a high radix decoding is highly desirable.
However, the increased complexity and long critical path for
higher radix orders make radix orders ≥ 8 inefficient and
Turbo decoders typically use radix-2 or radix-4 computations.

To this end, in [17], the Local-SOVA algorithm was recently
proposed as a path based formulation of the forward and
backward recursions of the MLM algorithm together with
the extrinsic update rules of Hagenauer [18] and Battail [19]
inspired by their use in the modified Soft Output Viterbi Algo-
rithm (SOVA) [20]. The path based state metric recursion and
the computation of the extrinsics using the update rules yield
the same extrinsic value as the MLM. For radix orders ≥ 2,
the Local-SOVA was shown to exhibit a lower computational
complexity compared to the MLM. The complexity analysis,
however, was only performed in terms of the number of
additions and comparisons which does not directly translate
to hardware implementation.

In this work, we present new complexity reductions to the
Local-SOVA algorithm as well as the first hardware architec-
tures and implementation results for Local-SOVA computa-
tional units with radix orders ∈ {2, 4, 8}. The implementation
results are then compared with their respective MLM coun-
terparts. Our results show an area complexity reduction of up
to 75%, well beyond the 28 − 46% predicted in [17]. The
rest of this paper is structured as follows: First, section II and
III recount the MLM and Local-SOVA algorithms. Then, we



present our proposed new algorithmic complexity reductions
in section IV along with BER simulation results. The efficient
hardware architectures and the placement & routing results of
the implementations are described and discussed in sections
V and VI before section VII concludes the paper.

II. MAP ALGORITHM

In the following, we will focus on the MLM algorithm, but
the results are equally applicable to the Log-MAP and BCJR
algorithms. In the MLM algorithm, a forward state metric αsi ,
backward state metric βs

′

i+1 and a branch metric γs,s
′

i,i+1 are
assigned to each state s, s′ and the branch (s, s′) respectively.
The forward and backward metrics are calculated recursively:

αi+1 = min
∀s

(αi + γi,i+1) (1)

βi = min
∀s′

(βi+1 + γi,i+1) . (2)

Note that for better readability in the following, we will
sometimes omit the explicit labeling via s, s′ and (s, s′). From
these metrics, an a Posteriori Probability (APP) Logarithmic
Likelihood Ratio (LLR) Λi is calculated by considering the
”best” branch carrying the hard decision u = 0 and the best
branch carrying the hard decision u = 1:

Λi = min
∀(s,s′)

(
γu=0
i,i+1 + αi + βi+1

)
− min
∀(s,s′)

(
γu=1
i,i+1 + αi + βi+1

)
.

(3)

Processing k trellis steps at the same time, referred to as radix-
2k decoding [14], reduces the state metric memory and the
decoding latency.

III. LOCAL-SOVA ALGORITHM

Local-SOVA algorithm [17] operates on paths in the trellis
diagram stretching along k trellis steps i, i+ 1, . . . i+ (k− 1)
for a radix order R = 2k. A path in the trellis is defined
as a 3-tuple consisting of a real-valued path metric M , a
set of binary hard decisions u = {ui, ui+1, . . . , ui+(k−1)}
and a set of positive real-valued reliability values L =
{Li, Li+1, . . . , Li+(k−1)} (see also Fig. 1):

P = {M,u,L} ∈ R× {0, 1}k × (R+)k. (4)

The path metric M along a branch (s, s′) in a radix-2k trellis
is composed of α and β state metrics which themselves are
calculated following Eq. 1 and 2 as well as the branch metrics:

M = αk(s) + γk(s, s′) + βk+1(s′). (5)

The hard decisions u correspond to the data bit carried by
the corresponding trellis branches in the trellis diagram (0
for a dashed line or 1 for a solid line in Figure 1). The
reliabilities L associated with the respective hard decision
are initialized to ∞ (or the largest quantization) value [17].
Based on the path structure, the Local-SOVA defines a merge
operation, which merges two paths Pa = {Ma,u

a,La} and

Pa = {Ma, {0, 0, 0}, {Lai , Lai+1, L
a
i+2}

Pb = {Mb, {0, 1, 1}, {Lbi , Lbi+1, L
b
i+2}

Figure 1: Two radix-8 (k = 3) paths in the trellis (Eq. 4)

Pb = {Mb,u
b,Lb} into one path Pc = {Mc,u

c,Lc} by three
functions:

Mc = f0(Ma,Mb) = max(Ma,Mb) (6)

uc = f1(ua,ub) =

{
ua , if f0(Ma,Mb) = Ma

ub , if f0(Ma,Mb) = Mb

(7)

Lc =
{
Lci |Lci = f2(Lai , L

b
i )
}
. (8)

If all paths at a trellis stage are merged through application of
f0 and f1, the resulting path Pc is considered the maximum
likelihood (ML) path and it carries the hard decision provided
by the decoder. The update of the reliability values L through
f2 is performed on the basis of the Hagenauer rule (HR) [18]
and the Battail rule (BR) [19], [21]. Following [17], let Pa and
Pb be two paths to be merged and Mp and Mp′ be defined as

Mp = max(Ma,Mb) Mp′ = min(Ma,Mb). (9)

The metric difference between Pa and Pb is then defined as
∆p,p′ = Mp −Mp′ and is always positive. Then the updates
on Lci are performed as follows:

Lci =f2(Lai , L
b
i )

=

{
min

(
Lip′ ,∆p,p′

)
, if uai 6= ubi (HR)

min
(
Lip′ ,∆p,p′ + Lip

)
, if uai = ubi (BR).

(10)

Using a Dirac measure δ(uai , u
b
i ), Eq. 10 can be written as

Lci =φ(Lp
′

i , L
p
i , u

a
i , u

b
i )

= min
(
Lip′ ,∆p,p′ + δ(uai , u

b
i · Lip

)
, (11)

with: δ(uai , u
b
i ) =

{
1 , if uai = ubi
0 , if uai 6= ubi .

With Eqs. 6, 7 and 11, the MLM algorithm can be expressed
on the basis of paths and the merge operation. For each trellis
stage i, for the set of paths carrying ui = 0 and the set of paths
carrying ui = 1, the respective ML paths P 0,i

ML and P 1,i
ML are

found via a tree of merge operations. Note that this always
requires the use of BR for the update of the reliability values
L. Then P 0,i

ML and P 1,i
ML are merged together, which gives the

hard decision of the MLM algorithm for trellis step i, ui as
well as its reliability value Li via HR:

Li = min (∞, |M1 −M0|) . (12)



Note, that the left operand of the min-operation in Eq. 12 is
∞, since all reliability values are initialized to ∞. From the
hard decision ui and its reliability value Li, we can calculate
the output LLR for trellis step i:

Λk = (2 · uk − 1) · Lk. (13)

In [17] the commutativity and associativity of the merge
operation were proven which allows merging in an arbitrary
order. In particular, the merges can be rearranged so that
paths with the same ending state are merged first. The merge
operation for two paths Pa and Pb then yields the path metric

Mc = max (Ma,Mb)) (14)

= max
(
αs0k + γs0,s

′

k,k+1 + βs
′

k+1, α
s1
k + γs1,s

′

k,k+1 + βs
′

k+1

)
= max

(
αs0k + γs0,s

′

k,k+1, α
s1
k + γs1,s

′

k,k+1

)
+ βs

′

k+1 (15)

=αs
′

k+1 + βs
′

k+1, (16)

The reordering of merges leads to an implicit computation of
the forward state metrics, as can be seen from Eqs. 15 and 16.
Thus, the forward recursion can be performed through merges
via Eqs. 6, 7 and 11. This first phase of merges uses the sum of
forward state metrics and branch metrics as preliminary path
metrics, yielding one resulting path for each trellis state. In the
following, we will speak of this first phase as Add-Compare-
Select (ACS) phase. Note, however, that in this phase (and
different from Eq. 1), also updates of u and L are performed.
In the second phase Soft Output Unit phase (SOU phase), the
remaining paths are merged in a tree-like fashion after the
preliminary path metrics for each state have been summed
up with the corresponding backward state metric to compute
the ML path, the according hard decisions and soft outputs.
Here, the amount of merge tree layers solely depends on the
memory length ν of the underlying convolutional code. Thus,
for a memory length ν, the SOU merges require a binary tree
of 2ν+1 − 1 layers (see Figure 2). This is independent of the
radix order, since for each trellis state one path is output from
the ACS phase. In the case of R = 2, the ACS operation of

P0

P1

P2

P3

P4

P5

P6

P7

Merge

Merge

Merge

Merge

Merge

Merge

Merge Soft output &
Hard output

From ACS Layer 1 Layer 2 Layer 3

Figure 2: SOU phase example for a ν = 3.

the Local-SOVA merges for any state in each trellis step i two
paths which are guaranteed to carry a different hard decision,
allowing reliability updates solely using the HR. For a radix

order k, however, there are 2k paths to be merged for each
state in the radix-2k trellis. Then, it is no longer guaranteed
that paths intended to be merged carry different hard decisions.
It was also proposed in [17] to use an arrangement of path
merges in the ACS operation that minimizes the computational
complexity for R ≥ 4. In this ordering, which is illustrated

P0 = 400
∞,∞

P1 = 701
∞,∞

∆01 = 3 701
∞,3

(–, HR)

P2 = 310
∞,∞

P3 = 811
∞,∞

∆23 = 5 811
∞,5

(–, HR)

∆13 = 1 811
1,4

(HR, BR)

Figure 3: Radix-4 ACS merge operation example.

with an example for R = 4 in Fig. 3, the use of BR is
minimized, since through the path ordering, in the first layer
the BR update of the reliability value L for the second bit
can be omitted (i.e. min(∞,∞ + 3) = ∞ for the merging
of P0 and P1), while for the first bit a simplified HR can be
used (i.e. min(∞, 3) = 3 for the merging of P0 and P1). It
becomes obvious, however that the use of BR cannot entirely
be avoided by a mere reordering of merges.

IV. NEW COMPLEXITY REDUCTIONS

Consider the update of the reliability value for the first bit
in the second merge layer in Fig. 3:

LML
0 = min

|3− 8|︸ ︷︷ ︸
∆23=5

, |min (4, 7)−min (3, 8)|︸ ︷︷ ︸
∆13=1

+ |4− 7|︸ ︷︷ ︸
∆01=3


Here, BR needs to be used, since in the first merges P1 and
P3 were selected which carry the same hard decision for the
first bit. Therefore ∆13 alone does not give us information
about the reliability. By adding to it ∆01, we get the reliability
of the hard decision in relation to the ”challenging hard
decision” of path P0. This sum is then compared to the
reliability w.r.t. the challenging hard decision of P2, i.e. ∆23.
In other words, the BR allows to get a reliability w.r.t. the
challenging path from the other sub-tree at the cost of one
addition. This addition, however, lies in the critical path of the
ACS operation. Moreover, for large R, updates via nested BR
cannot be avoided, which further increases the critical path.

A. ACS Phase

In order to avoid a long critical path resulting from the
nesting of BR updates, we propose a modified ACS operation.
As outlined in the previous paragraph, finding the individual
reliability values LML

i for the hard decisions uML carried by
the ML path PML surmounts to finding the best challenging
path w.r.t. this bit, i.e. the best path which has a different
hard decision from the ML path for this bit. Therefore, it
is enough to find for each bit the best-0 path and the best-
1 path and selecting this path as preliminary reliability or
challenging metric value lML

i . The full reliability value can



then be generated by calculating LML
i = |MML− lML

i | in the
SOU phase. Consequently, the ACS operation uses a slightly
modified ACS-Path definition PACS = {M,u, l} where the
set of reliability values L is replaced with the set of best
challenging metrics l, which are calculated by

lML
i =

{
M best−0 , if uML

i = 1

M best−1 , if uML
i = 0,

(17)

where M best−0 and M best−1 are given by

M best−0 = max{Mp|ui = 0} (18)

M best−1 = max{Mp|ui = 1}. (19)

Eqs. 6 and 7 remain unchanged. Note, that Eqs. 6, 18 and 19
can not only be processed in parallel as opposed to the original
nested calculations, but also share a number of comparisons.
Thus, they can be obtained as a side-result of Eq. 6 with
minimal overhead (see Section V).

B. SOU Phase

First, the path metrics Ms′ have to be summed up with
the respective βs′ and, due to the changed ACS update rule
(Eq. 17), the reliability values have to be computed via Ls

′

i =
|Ms′ − ls

′

i |. As discussed in Section III, the merges of the
SOU phase are then processed in a binary tree. In contrast to
the ACS phase, however, the merges cannot be reordered to
avoid the use of BR since it is not known beforehand which
hard decisions are carried by the ACS paths. In [17], it was
therefore proposed to force the use of HR

Lci = min
(
Lip′ ,∆p,p′

)
. (20)

This resulted in a reduction of complutational complexity of
about 10% at the cost of a BER performance loss of 0.3dB
at BER 10−6. This degradation stems from the fact, that by
forcing the HR for merges of paths carrying the same hard
decision the real competing reliability is not recovered leading
on an over estimation of the reliability value. Therefore, we
propose a reliability update that replaces the application of the
BR by keeping the previous reliability value of the winning
path:

Lci =


min

(
Lip′ ,∆p,p′

)
, if uai 6= ubi (HR)

Lia , if uai = ubi and Ma > M b

Lib , if uai = ubi and M b > Ma

(21)

This simplification is intuitively motivated by the reasoning
that the paths arriving to the SOU phase are already the result
of the merging of 2k paths for a radix-k. Thus, the reliability
values resulting from the updates in the ACS phase already
provide close estimates and therefore only need to be updated,
if a merge with a contending path is performed in the SOU
phase. Note, however, that this simplified update also only
estimates the reliability value. Moreover, if applied to a tree
of merges, highly reliable contending paths originating from a
different bracket of the SOU merge tree might not get consid-
ered for the update of the reliability values. However, we can

explicitly consider them with a HR update. This is illustrated
in Fig. 4, where four paths are merged (corresponding, for
example to the first two layers in the SOU phase for an 8-
state code). With the explicit consideration of all contending

P0 = 1300
6,7

P1 = 811
3,2

∆01 = 5 1300
5,5

(BR∗, BR∗)

P2 = 1011
2,1

P3 = 1200
3,5

∆23 = 2 1200
2,2

(HR, HR)

∆03 = 1 1300
5,5

(BR∗, BR∗)
∆02 = 2

∆02 = 2

(HR, HR)

1300
5,5

1011
2,1

Explicitly consider P2: 1300
2,2

Figure 4: Merge tree for 4 paths. BR∗ corresponds to the
simplified update via Eq. 21.

paths (i.e. paths with different hard decision), we can define
the merge operation for k paths P0, . . . , Pk−1 into one output
path PC :

M c =max(M0, . . . ,Mk−1) (22)
uc =up, if M c = Mp (23)

Lc
i = min

(
Lpi , min
∀P j :uj

i 6=u
p
i

{∆jp}

)
(24)

Equations 22 and 23 directly correspond to Eqs. 6 and 7 for
nested merging of multiple paths. Note that the number of ∆jp

terms considered for the individual reliability updates can vary
depending on i and the carried hard decisions of the paths
arriving at the SOU phase. However, some ∆jp terms will
generally occur in more than one reliability update. In Fig. 3,
for example, ∆02 is used to update the reliability values for
both bits, since min(∆01 = 5,∆02 = 2) = 2.

C. Simulation results

This complexity reduction can be applied to the whole
merge tree or to sub-trees (i.e. a subset of layers in Fig. 2),
Figure 5 shows the fixed-point BER performance simulation
results for 8-state LTE Turbo codes with frame sizes K ∈
{128, 512, 1024} in comparison with the MLM. The number
of decoding iterations was fixed to 6, a windowed decoding
with a window size of 32 and a channel value quantization of
6 bits were used. Applying the simplifications on the whole
merge tree (L-SOVA I) leads to a penalty of about 0.2 dB at a
BER of 10−7 in comparison to the MLM. Using Eq. 11 for the
last merge (Layer 3 in Fig. 2) and performing a low complexity
merging of the first two layers (L-SOVA II), however, shows
a negligible performance penalty of < 0.05 dB.

V. PROPOSED ARCHITECTURES

A. ACSU

In comparison to the MLM ACSU, which only computes
the maximum state metric for each state, the Local-SOVA
ACSU additionally outputs the best contending metrics for
each hard decision. To achieve a short critical path, the ACSU



Figure 5: BER performance of the proposed low complexity
Local-SOVA decoding for different LTE-A Turbo codes.

for the MLM can be implemented by performing
∑j=R−1
j=0 j

comparisons and then selecting the maximum out of R = 2k

(i.e. radix-2k) inputs based on a table lookup [22]. This is
illustrated in Table I for the example of radix-4, where the
maximum selection can be performed based on six comparison
results. The li can be found based on the same comparison

max a− b a− c a− d b− c b− d c− d
a - - - ? ? ?
b + ? ? - - ?
c ? + ? + ? -
d ? ? + ? + +

Table I: Lookup table for maximum selection of four values.

results together with the carried hard decisions. Figure 6 shows
the resulting hardware architecture schematic for radix order
2k. Marked in blue are the lookup tables and multiplexers that
have to be added to for the Local-SOVA ACSU.

sgn(M0 −M1)

sgn(M0 −M2)

...

sgn(M0 −M2k−1)

sgn(M1 −M2)

...

sgn(M2k−2 −M2k−1)

max-
LUT

contender
LUT bit 0

contender
LUT bit 1

. . .

contender
LUT bit 2k − 1

sel.
max

sel.
l0

...

sel.
l2

k−1

M = M + γ

Figure 6: Schematic of the ACS unit.

B. SOU
The architecture of the SOU is illustrated in Fig. 7. It can be

separated into three functional blocks: The simplified merging

of the upper and lower sub-tree, the merge of the last tree layer
and the calculation of the extrinsic output including scaling
(with an ESF of 0.75 [6]). After the summation of MACS

s′ +βs′ ,

Upper
subtree
merges

Lower
subtree
merges

MUXesMACS + β

Calc
∆s

max
LUT

min∆
LUTs

li

MACS

u, max

Calc Li

Eq. 24

min∆
MUX

MUXes

MACS + β

Calc
∆s

max
LUT

min∆
LUTs

li

MACS

u, max

Calc Li

Eq. 24

min∆
MUX

Mu −M l

Last
layer
merge

ML
path

MUX

Eq. 11
or

Eq. 24

Extr.
scaling

Figure 7: Schematic of the SOU.

the simplified merging of the subtrees realizes in the first step
Eqs. 22 and 23 via table lookup and multiplexers (MUXes)
in the same way as the ACSU. In addition, the ACS path
metric MACS and the preliminary reliabilities of the li and
the ∆ values calculated for the maximum selection are kept
for the next step. In the second step, the contender reliability
values for the respective ML path for the upper and lower
subtrees are computed. This further reduces the complexity,
since it avoids calculating reliability values for the loosing
paths, which would then be discarded. Then, follows an update
of the reliabilities via Eq. 24, for which the minimum ∆
corresponding to a contender with a different hard decision
is chosen via lookup. In parallel, the difference of the path
metrics of the winning paths from the upper and lower subtrees
is already computed. In the last steps, the winning paths from
upper and lower subtrees are merged via Eq. 24 (L-SOVA I)
or Eq. 11 (L-SOVA II), and calculation and scaling of the
extrinsics are performed.

VI. IMPLEMENTATION RESULTS

We implemented the hardware architectures presented in
Section V in VHDL for radix orders 2, 4 and 8 for the LTE
Turbo code with a channel value quantization over 6 bits. The
designs were placed & routed alongside the MLM ACSU and
SOU with Synopsis IC Compiler for a 22 nm process under
worst case PVT (Process/Voltage/Temperature) constraints and
a target clock frequency of 833 MHz. For comparison with
the MLM, the respective ACSU and SOU were as well
implemented, placed & routed. The results are listed in Table
II, where the area complexity is given as cell area consumption
in [µm2]. For the radix-2 case, the area complexity of ACSU
and SOU is almost identical for the MLM and the Local-SOVA
which is in line with the complexity analysis of [17]. For the



MLM L-SOVA I L-SOVA II Area Saving
ACSU Cell area [µm2] [%]

Radix-2 826 870 -5.33
Radix-4 1572 1917 -21.95
Radix-8 4101 5245 -27.90

SOU Cell area [µm] LSOVA I LSOVA II

Radix-2 1718 1598 1680 6.98 2.21
Radix-4 4259 2127 2295 50.06 46.11
Radix-8 10548 2658 2904 74.80 72.47

Sum Cell area [µm]
Radix-2 2544 2468 2550 2.99 -0.24
Radix-4 5831 4043 4212 30.66 27.77
Radix-8 14649 7947 8149 45.75 44.37

Table II: Post place & route cell area comparison in 22nm
technology @ 833MHz target frequency.

higher radixes, there is a overhead of 21.95% for the radix-4
ACSU and an area overhead of 27.9% for the radix-8 ACSU on
the side of the Local-SOVA. This increase is attributed to the
increased complexity of the table lookup for the contenders.
On the other hand, an area reduction of 72 − 75% can be
observed for the radix-8 case of the SOU and for the radix-4
configuration of the SOU, the area complexity is still halved
in comparison to the respective MLM SOU. Comparing the
sum of ACSU and SOU, area savings of 27−31% and around
46% are achieved for the radix-4 and radix-8 case respectively.

VII. CONCLUSION

In this work, we proposed additional new complexity re-
ductions for decoding with the Local-SOVA algorithm for
radix orders ∈ {2, 4, 8}. The proposed simplifications result
in a marginal loss in BER performance of 0.05dB if Eq. 11
is used in the last merge layer of the SOU. The proposed
corresponding efficient hardware architectures demonstrated a
reduction of the area complexity of the soft output computation
by around 50% for the radix-4 case and up to 76% for the
radix-8 case in comparison with the respective max-Log-MAP
units. These area savings outweigh the area overhead in the
Local-SOVA ACSU of around 22% and 28% and thus lead
to an overall area saving of up to 46% in comparison with
the max-Log-MAP. In this work (as in [17]), we applied the
Local-SOVA algorithm to the decoding of Turbo codes. Here,
our results show it to be on par with the MLM, which is used
in SoA, while exhibiting a significantly lower computational
and implementation complexity. Moreover, the complexity
reductions become even more interesting for convolutional
codes with ≥ 8 states. There, the Local-SOVA is contending
with the SOVA, which is used for demodulation, decoding,
equalization, etc. and has been widely applied in a range of
communication and storage systems [23]. With a higher num-
ber of trellis states, the area savings through Eq. 21 become
more pronounced. Moreover, the absence of a traceback in the
Local-SOVA can lead to a reduced decoding latency compared
to the SOVA.
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