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Abstract

State-of-the-art spoken language identification systems are con-
stituted of three modules: a frame-level feature extractor, a
segment-level embedding extractor and a final classifier. The
performance of these systems degrades when facing mismatch
between training and testing data. Most domain adaptation
methods focus on adaptation of the final classifier. In this ar-
ticle, we propose a model-based unsupervised domain adapta-
tion of the segment-level embedding extractor. The approach
consists in a modification of the loss function used for training
the embedding extractor. We introduce a regularization term
based on the maximum mean discrepancy loss. Experiments
were performed on the RATS corpus with transmission chan-
nel mismatch between telephone and radio channels. We ob-
tained the same language identification performance as super-
vised training on the target domains but without using labeled
data from these domains.

1. Introduction

Mismatch between domains appeared as a limitation of the
generalization ability of the language recognition systems dur-
ing the NIST Language Recognition Evaluation 2017 [1, 2].
All systems suffered from a performance drop between two
datasets, CTS/BNBS recordings and audio extracted from
videos. Only a small proportion of the development data was
drawn from the audio from videos domain, althought it has dif-
ferent acoustic conditions from CTS. Such mismatch issue can-
not be avoided when one wants to apply a model to real world
data. In this work we address the most difficult domain mis-
match configuration when there is no labeled data from the tar-
get domain. This problem is called unsupervised domain adap-
tation.

Domain mismatch theory presented in [3] shows that the
gap between domains can be controlled by a divergence be-
tween the distributions of each domain in the data space. Con-
sequently unsupervised domain adaptation can be understood as
the design of domain invariant representations.

Language identification and speaker recognition systems
are constitued of three main components [4]: a frame-level
feature extractor [5], a segment-level embedding extractor (i-
vector [6] or x-vector [4]) and a final classifier. Domain adap-
tation methods have been applied to the final classifier. They
can be divided between feature-based and model-based domain
adaptation methods. Feature-based methods transform repre-
sentations of the domains to make them more similar [7]. The
transformation can be a translation (domain mean adaptation) or
a matrix multiplication (correlation alignment [8], feature distri-
bution adaptator [7]). Model-based domain adaptation methods
modify parameters of the classifier in order to improve perfor-

mance on the target domain. For unsupervised adaptation, self-
labeling [9] is a way of using predictions of the classifier on the
target domain to retrain it and improve its performance. In [10],
CORAL+, an unsupervised domain adaptation of PLDA, has
been proposed for speaker recognition.

In this article, we propose a new approach for model-based
unsupervised domain adaptation for robust language identifica-
tion. Our main contribution is to perform this adaptation for the
segment-level embedding extractor. The segment-level embed-
ding extractor of a state-of-the-art language identification sys-
tem is a neural network [11], which can be used for direct clas-
sification [12], or just to extract representations [4] which are
then processed by a classifier. Different model-based domain
adaptation methods have been introduced in the neural network
training literature. They differ by the nature of the loss function:
deep CORAL [13], maximum mean discrepancy [14, 15], and
domain adversarial learning [16]. Domain adversarial training
for speaker recognition embeddings was introduced to tackle
language [17, 18, 19, 20] and environmental condition [19, 21]
mismatch.

We propose to add a regularization term to the loss function
of the segment-level embedding extractor, the second compo-
nent of the language identification system. This regularization
is based on the maximum mean discrepancy (MMD) which is
an efficient measure of divergence between domains [22], with-
out the training instabilities of domain adversarial training. We
validate this method by training a language identification sys-
tem for different radio transmission channels (UHF, VHF, HF),
without using labeled data from these domains. We compared
this approach to the adaptation of the final classifier, with em-
beddings trained with telephone data. The reported experiments
lead us to the argument that unsupervised domain adaptation
of the segment-level embedding extractor is more efficient than
adaptation of the final classifier.

In Section 2, we describe the model-based unsupervised do-
main adaptation of the embedding extractor. In Section 3, we
define the experimental protocol and results are presented and
discussed in Section 4.

2. Unsupervised domain adaptation of the
embedding extractor

As mentioned before, a language identification system contains
three components: a frame-level feature extractor, a segment-
level embedding extractor and a final classifier. These compo-
nents are displayed in Figure 1, and detailed later in Section 3.
In this section, we describe our method for model-based unsu-
pervised domain adaptation of the embedding extractor. The
segment-level embedding extractor is a discriminatively trained
neural network for the language identification task. In order to



enforce invariance of its activations between source and target
domains, we propose to use an unsupervised domain adaptation
regularization.

2.1. Definition of the learning problem

To get the embedding extractor, a neural network fy of parame-
ters 0 is trained. This network takes a variable number of speech
frames as input and outputs a posterior probability for each lan-
guage class. The extracted embedding is a fixed-sized activation
map of a given layer of the network.

A labeled corpus is necessary to learn the parameters of this
network. We use the notation (zs,ys) where x5 are speech
segments sampled from a source domain, defined by its dis-
tribution Dg, and yg are the associated language labels. The
parameters 6 of the network are chosen by minimizing a classi-
fication loss function L.;.ss Over this dataset :

mGiH]E[Lclass(fQ7xsuyS)] (1)

(zs,¥5)~Ds

This method is called supervised learning on the source domain.

For a domain adaptation problem, we aim at applying this
model to a target domain defined by its distribution D7, which
is significantly different from Ds. Because of the limited quan-
tity of training data, supervised learning cannot be directly ap-
plied on the target domain. In this paper we address a difficult
domain adaptation task where no data from the target domain is
annotated, namely unsupervised domain adaptation.

The problem can be formulated as follows. We only have
access to unlabeled data x ~ Dt from the target domain and
labeled data xs,ys ~ Dg from the source domain. Based on
this data, how to build a model that achieves a low classification
loss over the target domain?

2.2. Regularization of the embedding extractor

Two main approaches have been proposed to tackle this prob-
lem: feature-based domain adaptation and model-based domain
adaptation. Both of them rely on the assumption that domains
share common characterics that can be used to transfer knowl-
edge from source to target domain [23].

For feature-based domain adaptation, a transformation is
learned to map target data to the source domain where the model
trained on source domain can be used. This approach includes
CORAL [8], a recently introduced feature-based adaptator [7]
and Cycle-GAN for the input features [24].

Model-based domain adaptation aims at selecting the pa-
rameters 6 of the model so that its inner representations remain
invariant between domains. Following the ideas of [3], classi-
fication loss on the target domain can be controlled by the sum
of the classification loss function on the source domain and a
measure L of divergence between domains. With a well cho-
sen regularization loss L r, the domain adaptation optimization
problem can be solved by:

mein]E[LClﬂSS(f97xS7yS)} +)\LR(f97DS7DT) (2)

(zs5,y5)~Ds

where A models the compromise between the classification per-
formance on the source domain and the invariance between do-
mains.

The choice of the regularization Lr defines the domain
adaptation strategy. For a neural network, a natural choice is
a measure of similarity between the distributions of the acti-
vations of a given layer. We use the notation ®y(x) for the

activations of a given layer of a model f with an input speech
segment x. In our experiments, we used the activations of the
output layer of the network.

Several regularization losses have been introduced previ-
ously. Deep CORAL [13] measures the £, distance between
covariance matrices of the two domains. Adversarial training
[16] provides an adaptative measure of discrepancy between do-
mains. Approaches inspired from adversarial training have been
applied to the segment-level embedding extractor in speaker
recognition systems [17, 18, 19, 20, 21]. Nevertheless they rely
on a careful design of discriminators and have to tackle the in-
stability of the adversarial training process.

In this work we use the Maximum Mean Discrepancy loss
for unsupervised regularization of the segment-level embedding
extractor.

2.3. Maximum Mean Discrepancy loss

When the similarity between activations @(x) and
®;(x') is measured with a positive semi-definite kernel
k : R" x R"™ — R, (nbeing the dimension of the activation
maps Df(z)), a well-known measure of discrepancy between
domains is Maximum Mean Discrepancy (MMD). The MMD
loss for unsupervised regularization can be computed as:

Lr = E[k(®y(zs), ®s(25))] + E[k(Ds(x1), ®s(27))]

zg,2'g~Dg z, 2l ~Dr

—2E[k(®s(zs), Ps(zr))]
zg~Dg,xr~Dr
3)

The MMD loss is differentiable and can be efficently esti-
mated with finite sets of samples from both domains, even in
a high dimensional space [22]. Hence, it is a commonly used
measure of discrepancy for training generative models [25, 26].
It has also been used for feature-based adaptation of i-vectors
in a speaker recognition system [15]. An efficient GPU imple-
mentation of the MMD loss has been provided by the authors
of [27].

If k is a universal kernel, Lr = 0 is equivalent to equal-
ity of distributions. As a univeral kernel, we use the gaussian
kernel:

“
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The unsupervised MMD regularization of the segment-level
embedding extractor depends on only two hyperparameters: the
weight \ of the regularization loss and the variance o of the
kernel. Furthermore, training of a neural network with the
MMD regularization loss does not suffer from the instability
of adversarial training. That makes it an appealing method for
domain adaptation.

3. Design of the experiments
3.1. The RATS Corpus

Our spoken language identification system has been evaluated
on the RATS corpus [28]. We used the releases LDC2015S02
and LDC2017S20 that contain five languages (Arabic, English,
Persian, Pushto, Urdu). The original data from a telephone
channel (called src) was recorded under eight different radio
channels: A, B, C, F, G (UHF channels), £ (VHF channel), D
and H (HF channels). These channels have different noise and
distorsion characteristics and are challenging for a classification
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Figure 1: Architecture of the language identification system. The frame-level feature extractor is a bottleneck feature extractor. The
segment-level embedding extractor provides x-vectors that are then processed by the language classifier to produce language poste-
riors. Numbered blocks correspond to domain adaptation methods. Baseline methods (1. CORAL feature adaptation of the x-vector
extractor, 2. CORAL feature adaptation of the classifier, 3. Supervised training of the classifier on the target domain) are described in
subsection 3.3. The introduced method (4. Unsupervised Regularization of the embedding extractor) is described in section 2.

system. They are provided with speech activity labels and only
speech segments are used. We divided the corpus into three
sets: training, validation and testing. We ensured that parallel
utterances recorded on different channels belong to the same set
(see Figure 2).

In order to avoid the possible bias of this corpus with paral-
lel utterances, for domain adaptation experiments, we only used
half of the training set and half of the validation set. The selec-
tion criteria ensures that the utterances used for adaptation to
the target domains do not have the same linguistic content as
the one used for the source domain (see Figure 2). In our exper-
iments, the source domain was the telephone channel src.

In [6, 29, 30, 31], language identification on the RATS
corpus was studied with the release LDC2018S10 which also
contains five languages: Arabic, Persian, Dari, Pushto, Urdu.
The authors of [6] achieved an average equal error rate (EER)
of 9.59% for this task, using 3-second speech segments with
stacked bottleneck features followed by an i-vector extractor
and a neural network classifier. This is the best reported per-
formance on RATS. It is important to note that this result was
obtained using a system trained with labeled data from all chan-
nels (like all other competing systems).

In [32] domain adaptation on the RATS corpus was stud-
ied for a speaker recognition task by adapting the LDA matrix
of the final classifier in order to compensate the dataset shift.
The experiments reported in the following subsections aim at
comparing the impact of domain adaptation applied during the
training of the segment-level embedding extractor, to correc-
tions applied to the final classifier.

3.2. Language identification system

The three-step language identification pipeline is described in
Figure 1. The three components are a frame-level feature ex-
tractor, a segment-level embedding extractor and a final classi-
fier.

The first module extracts frame-level features. These fea-
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Figure 2: Division of the RATS corpus. Colored blocks are used
for training, validation and testing. Blocks are used with lan-
guage identification labels (labeled blocks) or without labels
(unlabeled blocks). White blocks are not used. Rows represent
transmission channels and columns utterances. For instance,
the recording of utterance 1 on channel src belongs to the train-
ing set with a language label, the recordings of utterance i on
all other channels belong to the training set without labels.

tures are multilingual bottleneck features, extracted from two
stacked feed-forward neural networks which were trained to
recognise triphones for seventeen languages of the Babel cor-
pus. We used the BUT/Phonexia bottleneck feature trained
models [5] that exhibited good language identification perfor-
mance on the NIST LRE 2017 dataset [33]. These frame-level
features of dimension 80 were concatenated along the time di-
mension. During training, segments of 3 seconds (300 frames
of 10 ms) were presented to the segment-level embedding ex-
tractor.

For the segment-level embedding extractor, we used the



architecture of the language identification classifier developed
for x-vector extraction that demonstrated state-of-the-art perfor-
mance on the NIST LRE 2017 dataset [4]. It is a feed-forward
neural network taking variable length speech segments as inputs
and constituted of five 1d-convolutional layers followed by a
statistics pooling layer and three segment-level layers. x-vectors
of dimension 512 are extracted from the antepenultimate layer
(the segment 6 layer using the notations in [4]).

The segment-level embedding extractor was trained by
stochastic gradient descent using the cross-entropy loss with
a learning rate of 10", which was divided by two each time
the validation loss had not improved for five epochs. We used
overlapping segments of 3-second speech with 1 second shift
between segments, to increase the quantity of segment data for
training. Minibatches of size 500 were used for training.

The final classifier takes the x-vector embeddings as inputs.
We performed dimensionality reduction with Linear Discrim-
inant Analysis (reducing the dimension of the x-vectors to 4)
and performed whitening of the resulting embeddings. Then a
Support Vector Machine [34] with the linear kernel was trained
to predict the language label. The outputs of this classifier are
used for the global evaluation of the system.

3.3. Baseline unsupervised domain adaptation methods

‘We compared our model-based unsupervised domain adaptation
of the x-vector extractor (as described in Section 2) to three
methods: 1. CORAL feature-based adaptation of the segment-
level embedding extractor, 2. CORAL feature-based adaptation
of the final classifier and 3. Supervised training of the final
classifier on the target domain. Each method is represented in
Figure 1.

CORAL [35] is an unsupervised feature-based domain
adaptation method. It is a transformation (translation and matrix
multiplication) with the objective of making mean and covari-
ance matrices of both domains identical in the representation
space. It has been sucessfully applied in the x-vector space [8]
for feature-based adaptation of the final classifier, for a speaker
verification task. We applied it for adapting our final classifier.
We also applied it in the bottleneck feature space as a feature-
based adaptation of the embedding extractor.

In [36], unsupervised model-based adaptation of the final
classifier has been used for speaker recognition. For speaker
recognition, the final classifier is a PLDA. In the following, we
compare the use of domain invariant segment-level embeddings
to adaptation of the final classifier. We have performed a super-
vised training of the final classifier on the target domain to get
an upper bound of the potential performance of unsupervised
adaptation of the final classifier to the target domain.

3.4. Analysis of the hyperparameters of the proposed MMD
regularization

The proposed MMD based model-adaptation method depends
on two hyperparameters: the weight of the regularization loss A
and the variance o of the gaussian kernel.

The variance o2 defines the scale of the differences between
domains that are measured by the MMD loss. The segment-
level embedding extractor is intialized with random weights.
Consequently, at the beginning of training, distributions of ac-
tivations of each domain are very similar and the MMD loss is
close to 0. During training of the network, domains start to sep-
arate themselves. When the scale of the differences between do-
mains reaches o2, it activates the MMD loss. As a consequence,
if o2 is very small, the training is constrained, the domains don’t
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Figure 3: MMD loss on the validation data with respect to the
number of training epochs for o2 = 10 and different values of
A, src as source domain, D as target domain.
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Figure 4: Classification loss on the validation data with respect
to the number of training epochs for o® = 10 and different
values of A\. Solid lines refer to the source domain (channel
src) and dashed lines to the target domain (channel D). All
curves start at log(5) because the parameters of the network
are randomly initialized.

separate themseleves but the classification loss is not improved.
Conversely, if o2 is too high, the MMD loss is not activated and
there is no domain adaptation at all. In practice, to get fast con-
vergence, A must be chosen carefully depending on the value of
o%. We found that domain adaptation was possible with values
of o2 between 1 and 10*, with no clear difference within this
range of values. In all experiments presented below, o2 is set to
10.

Figures 3 and 4 report the same learning process, with dif-
ferent values of A\, with channel src as source domain and chan-
nel D as target domain. Trainings with different values of A do
not take the same number of epochs, because the decrease in the
learning rate depends on the evolution of the validation loss.

All loss functions are measured on the validation set. Solid
lines refer to loss functions that are explicitely minimized by the
training process: classification loss on the source domain (Fig-



ure 4) and MMD regularization loss between domains (Figure
3). Dashed lines of Figure 4 refer to the classification loss on
the target domain. The objective of model-based unsupervised
domain adaptation is the minimization of this loss on the tar-
get domain by minimizing a combination of the classification
loss on source domain and the regularization loss, with weight
A (cf. equation (2)).

Figure 3 shows the evolution of the MMD loss during train-
ing. For all parameters A, the regularization loss achieves a
maximum value that is controled by the value of A. The train-
ing process reaches a configuration where the MMD loss is ac-
tivated, meaning that the differences between domains remain
at a scale of order o2,

Figure 4 displays the classification loss functions on both
source domain (solid lines) and target domain (dashed lines).
High values of A\ slow down training on the source domain but
allow to reduce the gap between classification loss on the target
and source domains. With low values of )\, the classification
loss on the target domain diverges. Interestingly, for A = 102,
unsupervised adaptation is inefficient but it also prevents con-
vergence on the source domain. For higher values, the choice of
A is a compromise between the performance gap between do-
mains and the duration of the convergence process on the source
domain. In practice for very high values of ), training is so con-
strained that convergence on the source domain is very slow.

After these preliminary experiments, we set the values of
the hyperparameters to A = 10* and o2 = 10. Experiments in
Section 4 show that these hyperparameters are robust to differ-
ent target channels. The unsupervised domain adaptation sce-
nario does not allow to select the best hyperparameters values
for each configuration since performance on the target domain
cannot be measured. Consequently robustness of the hyperpa-
rameters is necessary for any unsupervised domain adaptation
method.

4. Results

First we trained our language identification system on every
domain and checked that it exhibits a domain mismatch issue.
Then we applied our unsupervised adaptation method and com-
pared it to the baseline domain adaptation approaches.

4.1. Performance evaluation

In this work, we evaluate the potential of unsupervised model-
based adaptation of the segment-level embedding extractor to
produce domain invariant representations for the language iden-
tification task. To evaluate directly the quality of representa-
tions, we used a metric that does not depend on calibration: the
average equal error rate (EER) [6, 29, 30, 31]. One EER is com-
puted for each language of the corpus and they are averaged.
Evaluations were performed with 3-second speech segments.

4.2. Supervised performance of the system

Table 1 presents language identification performance in terms
of average equal error rate (EER) for each training and testing
domains. Both the segment-level embedding extractor and the
final classifier are trained on the same training domain. In the
last row, we train a system on the whole training set (i.e., train-
ing data from all domains). For this system trained on all chan-
nels, the average EER over all channels is 9.36%. The use of
a discriminatively trained neural network instead of i-vectors,
equals previous reported results on RATS [6, 29, 30, 31]. The
other results in Table 1 clearly show that, when trained on only

one channel, the system suffers from domain mismatch when
the test differs from the training channel. Outside of the diag-
onal of Table 1, average equal error rates of around 50% mean
that the system is totally inefficient on the test domain.

When labeled data is only available on the telephone chan-
nel (src), performance of the system on the other domains is
very poor (first line of Table 1). These values are reported in
Table 2.

Table 1: Average EER (%) of the language identification system
(3-second speech segments). Rows: training channel of the em-
bedding extractor and of the final classifier. Columns: testing
channel. ’all’ means training of the system using labeled data
from all the channels. Values rounded to the nearest integer.

Test channel
[ Train | src [ A [ B [ C [ D [ E [ F [ G [ H
src 6 |50 |42 |34 |39 |48 |45 | 17 | 43
A 42 | 15 | 40 | 43 | 39 | 49 | 47 | 48 | 49
B 45 | 32 | 12 | 53 | 39 [ 48 | 52 | 53 | 44
C 45 | 35|40 | 13 | 39 [ 43 | 50 | 46 | 34
D 38 | 35 (38|47 | 7 |47 |45 | 41 | 49
E 37 | 58 | 51 | 42 | 52 | 14 | 47 | 39 | 36
F 38 | 44 | 42 | 42 | 40 | 45 | 13 | 39 | 42
G 11 | 46 | 44 | 33 | 34 | 44 | 32| 9 | 36
H 52 | 42 | 52| 35|47 |43 |49 | 45 | 14

=

[5[10]10[10] 7 [12[13] 7 [ 12|

4.3. Unsupervised domain adaptation

We applied unsupervised domain adaptation from telephone
data (channel src) to every target domain and present perfor-
mance of each method in Table 2 for 3-second speech segments.
We compared these results to the performance obtained using
supervised training with labeled data from the source and from
the target domains. Results of the eight target domains are con-
sistent.

First, the results show that none of the baseline domain
adaptation method outperforms supervised training on the target
domain.

CORAL feature-based adaptation gives a small improve-
ment when applied to the final classifier (method 1). Inspite
of being a commonly used tool for adaptation of the backend
of a speaker recognition x-vector system [7, 8], the limited im-
provement achieved by this method illustrates the difficulty of
the domain adaptation task on the RATS corpus. This indicates
that mismatch in the x-vector space cannot be compensated by
a linear transformation

CORAL feature-based adaptation gives a more substantial
improvement when applied to the input of the x-vector extractor
(method 2). This supports our claim that invariance of the rep-
resentations has to be enforced at the stage of the segment-level
embedding extractor in a language identification system. The
CORAL feature transformation has been applied separately to
each frame of the input segments. Consequently a better im-
provement can be expected from a transformation of the whole
speech segments.

When CORAL feature-based adaptation is applied to both
the x-vector extractor and the final classifier (methods 1 and 2),
there is no significant gain in comparison with a system where
it is only applied to the x-vector extractor.



Table 2: Performance obtained with various training approaches of the embedding extractor and of the final classifier.

MMD model adaptation and CORAL feature adaptation are unsupervised approaches (i.e., they do not use labels for the training target
data). Training is done using telephone source domain data (src) and different target domain data. The first two rows correspond to
values already reported in Table 1: the performance of a system fully trained with labels on source domain and of systems trained on
target domains (i.e. diagonal of Table 1). The second block displays performance of the domain adaptation baselines. The last two
lines present performance of the introduced MMD model-based adaptation of the segment-level embedding extractor with classifiers
trained on source or on target domains. The method numbers refer to Figure 1.

Method Training method Average EER on target domain (%)
number embedding extractor [ final classifier A B [ D E F G H
supervised on source supervised on source 502 423 344 396 485 451 174 436
supervised on target supervised on target 146 125 126 6.7 13.6 135 86 142
1 supervised on source CORAL feature adaptation | 38.6 38.0 325 32.8 38.8 337 132 425
2 CORAL feature adaptation supervised on source 40.7 349 320 278 332 303 132 328
1 and 2 | CORAL feature adaptation | CORAL feature adaptation | 39.5 353 319 28.0 325 298 132 327
3 supervised on source supervised on target 158 150 141 143 218 205 9.8 188
4 MMD model adaptation supervised on source 127 106 11.7 7.6 133 119 55 122
3 and 4 MMD model adaptation supervised on farget 102 92 113 60 11.8 103 51 100

Supervised training of the final classifier on the target do-
main (method 3) is not a domain adaptation method but it pro-
vides a lower bound on the average EER that can be achieved
by a model-based adaptation of the final classifier. Compari-
son with this method relies on the assumption that no model-
based adaptation of the final classifier could achieve better per-
formance than supervised training on the target domain with
the same data quantity. Quite logically supervised training of
the classifer on the target domain with x-vectors trained on the
source domain achieves worse EERs than supervised training
of the whole system on the target domain, with a gap between
1.2% for the channels A and G and 7.6% for the channel D. It
means that embeddings that have been trained on the source do-
main are not as efficient for classification on the target domain
as embeddings trained on the target domain.

The proposed MMD model-based adaptation of the
segment-level embedding extractor (method 4) precisely aims
at reducing this gap. It is trained to produce domain invariant
embeddings. The first observation is that the mismatch between
domains is drastically reduced since a final classifier trained on
these embeddings on the source domain achieves better perfor-
mance on the target domain than any of the three domain adap-
tation baselines.

In fact, the performance on the target domain of this system,
a final classifier trained on the source domain with embeddings
extracted from a regularized network (method 4), is superior
to a fully supervised training on the target domain (line 2 of
Table 2), except for the channel D. We conclude that the MMD
model-based adaptation allows to extract better embeddings for
the language identification task.

Table 2 allows comparing two final classifiers trained on
the target domain with two different embeddings: embeddings
trained on the target domain (line 2 of Table 2) and embeddings
trained with MMD model-based adaptation (methods 3 and 4).
MMD model-based adaptation allows an absolute reduction of
the average EER ranging between 0.7% on the channel D and
4.4% on the channel A. We conclude that the MMD model-
based adaptation of the x-vector extractor is useful to improve
the quality of the x-vectors, even when labeled data from the
target domain are available. We hypothesize that MMD model-
based adaptation helps removing a nuisance factor in the train-
ing dataset and consequently increases the capacity of the x-

vector extractor.

Finally we observe that there is still a mismatch between
domains in the x-vector space since a final classifier trained
on the target domain achieves a better performance than a fi-
nal classifier trained on the source domain (last two lines of
Table 2). The model-based adaptation of the segment-level
embedding extractor allows to transfer classification ability be-
tween domains but a greater improvement can be expected by
combining it with an adaptation of the final classifier.

5. Conclusion

Using the Maximum Mean Discrepancy unsupervised domain
adaptation loss, we demonstrated the superiority of model-
based adaptation of the segment-level embedding extractor over
adaptation of the final classifier in a language identification sys-
tem. On the RATS corpus, we showed that unsupervised do-
main adaptation of the embedding extractor allows training of a
language identification system for eight radio channels without
using labeled data from these channels and with better perfor-
mance than supervised training for seven of them.

In this work we achieved the fully unsupervised domain
adaptation of an x-vector extractor. The method only depends
on two hyperparameters: the weight A of the MMD regulariza-
tion loss and the variance o of the kernel. The simplicity of
the MMD-based regularization allows it to be applied to other
kinds of domain mismatch in order to evaluate its usefulness to
improve the quality of x-vector embeddings.
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